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There are many phenomena that could reasonably be included in the
domain of semantic theory. In this book we identify some of them and
introduce general tools for semantic analysis that seem promising as com­
ponents of a framework for doing research in natural language. Rather
than discussing the many diverse approaches to meaning that have been
proposed and are currently pursued, we focus on what has come to be
known as logical, truth-conditional, or model-theoretic semantics. This
general approach to meaning was developed originally within the tradition
of logic and the philosophy of language and over the last twenty years or
so has been applied systematically to the study of meaning in natural
languages, due especially to the work of Richard Montague.

As we will see, logical semantics as currently conceived leaves many
problems with no solution. The role of semantics in a grammar is the center
of much controversy. And the relation between syntax and semantics is still
not well understood, especially within some of the research paradigms
currently dominant (including the one we adopt in this book). Nevertheless,
we think that research in logical semantics has generated enough results
to show that there are fundamental empirical properties of language that
cannot be properly understood without such an approach to meaning. The
present book can be viewed as an attempt to substantiate this claim.

We have tried to keep prerequisites at a minimum. The reader will find
helpful some minimal acquaintance with syntactic theory, such as what can
be acquired from an elementary introduction like Radford (1988). Basic
set-theoretic notions and notational conventions are presented in an ap­
pendix. We do not assume any knowledge of formal logic, presenting what
is needed directly in the text. Each logical tool is first introduced directly
and then applied to relevant areas of natural language semantics. For
example, in chapter 2 we present the basic semantic concepts associated
with propositional logic without quantification. We then describe the
syntax of a small fragment of English and use our logical tools to provide an explicit specification of how this fragment is to be interpreted. As we acquire more logical techniques, our fragments become progressively richer; that is, the range of structures analyzed becomes more varied and comprehensive, with later analyses building on earlier results.

Those with linguistic backgrounds but no logic will find the formal techniques new but will recognize many of the kinds of data and arguments used in application of these new techniques to linguistic phenomena. The syntax of our fragments is designed to employ as far as possible widely shared syntactic assumptions. Those with backgrounds in logic but not linguistics will probably encounter unfamiliar facts about language and ways in which logic can be used in empirical arguments. We also introduce a few of the most accessible and interesting ideas from recent research to give the reader some exposure to current work in semantics. Our hope is that the material presented here will give a fair idea of the nature of semantic inquiry and will equip the reader interested in pursuing these topics with the tools needed to get rapidly into what is now happening in the field.

The fragment technique we have adopted from Dowty, Wall, and Peters (1980), and our presentation, though different in many respects, owes much to their work. We use this technique not because we think it is the only way to do semantics but because it seems to us pedagogically so very useful. Fragments force us to show just how the formal theory will work for a very small part of a natural language. To understand how logical tools can be transferred to linguistic semantics and why they might be useful, some experience with this kind of detailed formulation seems essential. For much the same reasons we also provide exercises throughout the text. Readers need to try out for themselves the techniques we are introducing in order to appreciate what is involved in their application to natural language semantics.

In presenting this material, we have also tried to explore the interaction of meaning with context and use (that is, the semantics-pragmatics interface) and also to address some of the foundational questions that truth-conditional semantics raises, especially in connection with the study of cognition in general. This does not stem from any ambition to be comprehensive. But in our experience we find that the truth-conditional approach can be understood better by trying to set it in a broader perspective.

To put our lecture notes in the present form was no easy task for us. Some of the difficulties lie in the nature of things: we are dealing with a subject matter ridden with controversy and constantly shifting. Some of the difficulties were in us: writing this up just wouldn't fit easily with the
rest of our research and lives. There has been a lot of back and forth between us on each chapter, although Sally is primarily responsible for chapters 1, 4, 6, 8, and the appendix and Gennaro for chapters 2, 3, 5, 7, and 9. The organization of the material reflects closely the way we have come to like to teach semantics; we can only hope that others may also find it useful. Teachers may wish to omit parts of the book or to supplement it with readings from some of the classic papers in semantics.

We have been helped in various ways by many people. Erhard Hinrichs put an enormous amount of work into commenting on a previous draft; only our recognition that he should not be held responsible for our mistakes kept us from co-opting him as coauthor. Craige Roberts has also provided us with a wealth of helpful and detailed comments. Leslie Porterfield and Veneeta Srivastava have directly inspired many improvements of substance and form at various stages; Leslie did most of the work involved in preparing the separately available answers to the exercises. Much good advice and help also came from Nirit Kadmon, Fred Landman, Alice ter Meulen, Bill McClure, Steve Moore, Carl Vikner, Adam Wyner, and our students in introductory semantics at Cornell and at the 1987 LSA Summer Institute at Stanford (where Gennaro used a draft of the book in the semantics course he taught). Many other friends and colleagues have encouraged us as we worked on this book. We have each also been supported by our families; our spouses in particular have been very close to us through the ups and downs of this project.

We have written this book for the same reasons we chose this field for a living: we want to be rich and famous.
Meaning and Grammar
1 Introduction

Semantics is the branch of linguistics devoted to the investigation of linguistic meaning, the interpretation of expressions in a language system. We do not attempt a comprehensive survey of the many different approaches to semantics in recent linguistics but choose instead to introduce a particular framework in some detail. Many of the concepts and analytical techniques we introduce have their origins in logic and the philosophy of language; we apply them to the study of actual human languages.

When we say that our focus is on semantics as a branch of linguistics, we are adopting a particular conception of the methods and goals of linguistic inquiry. That conception is rooted in the generative paradigm that began to reshape the field of linguistics in fundamental ways some thirty years ago. Noam Chomsky’s *Syntactic Structures*, published in 1957, introduced the three key ideas that we take to be definitive of that paradigm.

The first is the idea that a grammar of a language can be viewed as a set of abstract devices, rule systems, and principles that serve to characterize formally various properties of the well-formed sentences of that language. The grammar, in this sense, generates the language. This idea was already established in the study of various artificial languages within logic and the infant field of computer science; what was novel was Chomsky’s claim that natural languages—the kind we all learn to speak and understand in early childhood—could also be generated by such formal systems. In a sense, when linguists adopted this view, they adopted the idea that theoretical linguistics is a branch of (applied) mathematics and in this respect like contemporary theoretical physics and chemistry.

Few generative linguists, however, would be completely comfortable with such a characterization of their discipline. A major reason for their
finding it inadequate lies in the second key idea Chomsky introduced, namely, that generative grammars are psychologically real in the sense that they constitute accurate models of the (implicit) knowledge that underlies the actual production and interpretation of utterances by native speakers. Chomsky himself has never spoken of linguistics as part of mathematics but has frequently described it as a branch of cognitive psychology. It is the application of mathematical models to the study of the cognitive phenomenon of linguistic knowledge that most generative linguists recognize as their aim. Again, the parallel with a science like physics is clear. To the extent that their interest is in mathematical systems as models of physical phenomena rather than in the formal properties of the systems for their own sake, physicists are not mathematicians. A single individual may, of course, be both a mathematician and a linguist (or a physicist). But as linguists, our focus is on modeling the cognitive systems whose operation in some sense “explains” linguistic phenomena. Linguistics is an empirical science, and in that respect it is like physics and unlike (pure) mathematics.

The third idea we want to draw from the generative paradigm is intimately connected to the first two: linguistics cannot be limited to the documentation of what is said and how it is interpreted—our actual performance as speakers and hearers—any more than physics can limit its subject matter to the documentation of measurements and meter readings of directly observable physical phenomena. The linguistic knowledge we seek to model, speakers’ competence, must be distinguished from their observable linguistic behavior. Both the linguist and the physicist posit abstract theoretical entities that help explain the observed phenomena and predict further observations under specified conditions.

The distinction between competence and performance has sometimes been abused and often misunderstood. We want to emphasize that we are not drawing it in order to claim that linguists should ignore performance, that observations of how people use language are irrelevant to linguistic theory. On the contrary, the distinction is important precisely because observations of naturally occurring linguistic behavior are critical kinds of data against which generative linguists test their theories. They are not, however, the only kinds of data available. For example, linguists often ask native speakers (sometimes themselves) for intuitive judgments as to whether certain strings of words in a given language constitute a well-formed or grammatical sentence of that language. Such judgments are also data, but they seldom come “naturally.”

Our approach to semantics lies in the generative tradition in the sense that it adopts the three key ideas sketched above: (1) that generative
grammars of formal (artificial) languages are models of the grammars of natural languages, (2) which are realized in human minds as cognitive systems (3) that are distinct from the directly observable human linguistic behavior they help to explain. This tradition started, as we have noted, with important advances in the study of syntax; fairly soon thereafter it bore fruit in phonology. There was important semantic work done by generative grammarians from the early sixties on, but it was not until the end of the sixties that systematic ways of linking the semantic methods developed by logicians to the generative enterprise were found. In our view, this development constitutes a breakthrough of enormous significance, one whose consequences linguists will be exploring for some time. One of our main aims in this book is to introduce the concepts and methods that made the breakthrough possible and to indicate some of the ways logical semantics so conceived contributes to the generative enterprise in linguistics.

We begin by considering some of the linguistic phenomena that one might ask a semantic theory to account for, the range of data that seem at first glance centrally to involve meaning. Our first observation may discourage some readers: there is not total agreement on exactly which facts comprise that range. But this is hardly surprising. Recent discussions of epistemology and the philosophy of science repeatedly claim that there are no "raw" or "pure" data, that abstract principles come into play even in preliminary individuation of a given constellation of facts. Thus, identifying phenomena is itself inescapably theory-laden. We will try, however, to introduce data here that are bound to our particular theoretical hypotheses only weakly. That is, accounting for (most of) these data seems a goal shared by many different approaches to semantics.

A second point to remember is that phenomena that pretheoretically involve meaning may prove not to be homogeneous. This too is unsurprising. Linguists have long recognized the heterogeneity of linguistic phenomena and so have divided the study of linguistic forms minimally into phonology and syntax and have further articulated each of these fields. And, of course, it is recognized that syntax and phonology themselves interact with other cognitive systems and processes in explaining, for example, how people arrange and pronounce words in producing utterances. Similarly, the study of meaning is bound to be parcelled out to a variety of disciplines and perhaps also to different branches of linguistics. A major aim of this book is to explore the question of how linguistic investigations of meaning interact with the study of other cognitive systems and processes in our coming better to understand what is involved in
the production and interpretation of utterances by native speakers of a
language.

It seems very likely that certain aspects of utterance meaning fall outside
the realm of semantic theorizing. It has been argued, for example, that some
aspects of meaning are primarily to be explained in terms of theories of
action. Several different sorts of pragmatic theory adopt this approach.
Speech act theories, for example, focus on what people are doing in pro-
ducing utterances: asserting, questioning, entreating, and so on. Such
theories can help explain how people manage to mean more than they
actually say by looking at the socially directed intentional actions of
speakers.

Here is an example where what is meant might go beyond the meaning
of what is said. Suppose Molly is at a restaurant and says to her waiter,
“I’d like a glass of water.” In a clear sense Molly has not directly asked the
waiter to bring her a glass of water, yet she means much the same thing by
her utterance as if she had said, “Bring me a glass of water.” But if Molly
utters “I’d like a glass of water” to her hiking companion as they ascend
the final hundred feet of a long trail from the bottom to the top of the Grand
Canyon, the interpretation is different. In the latter case she probably
means simply to report on her desires and not to make a request of her
fellow hiker. How do we know this? Presumably in part because we know
that Molly cannot be expecting her words to move her walking companion
to produce a glass of water for her, whereas she might well intend those
same words so to move the waiter in the restaurant. This knowledge has
to do with our experience of restaurants and hiking trails and with general
expectations about people’s motives in speaking to one another.

Understanding what Molly means by her utterance to a particular
addressee seems, then, to involve two different kinds of knowledge. On the
one hand, we must know the meaning of what she has explicitly said—in
this case, what the English sentence “I’d like a glass of water” means.
Roughly, semantics can be thought of as explicating aspects of interpreta-
tion that depend only on the language system and not on how people put
it to use. In slightly different terms we might say that semantics deals
with the interpretation of linguistic expressions, of what remains constant
whenever a given expression is uttered. On the other hand, we will not
understand what Molly means in uttering that sentence unless we also
know why she has bothered to utter it in the particular surroundings in
which she and her addressee are placed—in this case, whether she is trying
to do more than update her addressee on her internal state. Pragmatics is the study of situated uses of language, and it addresses such questions as the status of utterances as actions with certain kinds of intended effects. Since direct experience with interpretation of language is experience with interpreting uses, however, we cannot always be sure in advance which phenomena will fall exclusively in the domain of semantics and which will turn out to require attention to pragmatic factors as well.

As our adoption of the generative paradigm implies, we take linguistics to include not only the study of languages and their interpretations as abstract systems but also the study of how such systems are represented in human minds and used by human agents to express their thoughts and communicate with others. Thus we develop our semantic theory with a view to its interaction with a pragmatic theory. We will consider not only what linguistic expressions themselves mean (semantics in the strict sense) but also what speakers mean in using them (pragmatics). In this chapter, unless a distinction is explicitly drawn, semantic(s) should be thought of as shorthand for semantic(s)/pragmatic(s).

For most of our initial discussion we can safely ignore the important theoretical distinction between interpreted linguistic forms on the one hand (what, say, the English sentence “I'd like a glass of water” means) and interpreted utterances on the other (what Molly’s utterance of “I'd like a glass of water” means). The issue of just how semantics should be related to more pragmatically oriented theories of information processing is wide open, however, and we will return to it at various points.

What should semantics, broadly construed, take as its subject matter? The rest of this chapter addresses this question. Our discussion is intended not to be exhaustive but only indicative of the range of language-related phenomena relevant to inquiry about meaning.

In the next section we briefly detail some general considerations that place constraints on an adequate semantic theory for natural languages. The third and final section of this chapter surveys a number of intuitive judgments speakers make about linguistic expressions and relations among them that seem to reflect knowledge about meaning. Such judgments are often very subtle, and learning how to tap semantic intuitions reliably and discriminate among the distinct phenomena that give rise to them is an important part of learning to do semantics. In a real sense, such intuitive judgments constitute the core of the empirical data against which semantic theories must be judged.
2 General Constraints on Semantic Theory

Before we can fruitfully consider particular varieties of intuitive judgments of semantic properties and relations, we need to consider some general properties of semantic competence.

2.1 The productivity of linguistic meaning

It is a familiar but no less remarkable fact that indefinitely many syntactically complex linguistic expressions in a language can have linguistic meanings associated with them. This is simply the semantic analogue of the fact that indefinitely many complex linguistic expressions can be classed as syntactically well-formed by the grammar.

We have no trouble whatsoever in grasping the meaning of sentences even if we have never encountered them before. Consider

(1) I saw a pink whale in the parking lot.

Few if any of our readers will have heard or seen this particular sentence before. Yet you can quite easily understand it. How is this feat possible? The experience of understanding a newly encountered sentence like (1) seems much like the experience of adding two numbers we have never summed before, say

(2) 1437.952 + 21.84

We can do the sum in (2) and come up with 1459.792 because we know something about numbers and have an algorithm or rule for adding them together. For instance, we may break each of the two numbers to be summed into smaller pieces, adding first the digits in the thousandths place (having added a 0 in that place to the second number), moving on to the hundredths place, and so on. All we really have to know are the numbers (on this approach, the significance of the decimal representation of each number in a base ten system) and how to sum single digits, and we are then in business. By the same token, we presumably understand a sentence like (1) because we know what the single words in it mean (what pink and whale mean, for example) and we have an algorithm of some kind for combining them. Thus part of the task of semantics must be to say something about what word meaning might be and something about the algorithms for combining those word meanings to arrive at phrasal and sentential meanings.

Whatever linguistic meaning is like, there must be some sort of compositional account of the interpretation of complex expressions as composed or constructed from the interpretations of their parts and thus
ultimately from the interpretations of the (finitely many) simple expressions contained in them and of the syntactic structures in which they occur. We will speak of the simplest expressions as words, except when we want to recognize semantically relevant morphological structure internal to words. Sentences are complex expressions of special importance, but smaller phrases are also semantically relevant. We also briefly look at interpretive phenomena that go beyond single sentences and involve discourse.

In theory the semantically relevant structure of a complex expression like a sentence might bear little or no relation to the syntactic structure assigned to it on other linguistic grounds (on the basis, for example, of grammaticality judgments and intuitions about syntactic constituency). In practice, many linguists assume that semantics is fed fairly directly by syntax and that surface syntactic constituents will generally be units for purposes of semantic composition. And even more linguists would expect the units of semantic composition to be units at some level of syntactic structure, though perhaps at a more abstract level than the surface.

Logicians used to be notorious among linguists for their pronounce­ments on the "illogicality" of natural language surface syntax. More recently, however, logical approaches to semantics have proposed that the surface syntactic structure of natural language is a much better guide to semantic constituency than it might at first seem to be. Both syntax and the relevant areas of logic have developed rapidly in recent years, but it is still an open question just how close the correspondence is between the structure needed for constructing sentential meanings (what we might think of as semantic structure) and that needed for constructing sentences as syntactic objects. There is also a vigorous debate about whether more sophisticated approaches to semantics and syntax make it possible to dispense with multiple levels of syntactic structure.\(^1\)

Certainly, however, interpretations of both words and syntactic constructions will play a role in any systematic account of how sentences (and larger discourse texts) are assigned interpretations. An important test of a semantic theory is set by compositionality. Can the theory generate the required interpretations for complex expressions from a specification of interpretations for the basic items? As we will see, explicit specification of how word meanings are combined to produce sentential meanings is not a trivial task.

2.2 Semantic universals
A fundamental concern of generative linguistics is to specify what characteristics seem to be constitutive of the human language capacity. In what
ways are languages fundamentally alike? We may also be able to say some very interesting things about the ways in which that linguistic capacity constrains possible differences among languages, about the parameters of variation.

There is virtually nothing that might count as semantic typology or anything analogous to the parametric approach now popular in syntax. There has, however, been some attention to semantic universals. In the late sixties and early seventies, quite interesting attempts to get at universal semantic principles came from the so-called generative semanticists. Working in the generative tradition, these linguists claimed that semantics was fundamentally just a very abstract level of syntax where a universally available stock of basic words or concepts were combined. The syntax of this universal semantic base was simple, involving a very few categories and rules for combining them. Getting from these abstract structures to the surface sentences of a natural language involved, among other things, replacing complex structures with single words. It was hypothesized, for example, that something like the structure in (3) is the source of English *kill*; a lexical substitution rule replaces the tree with the single word *kill*. Capital letters indicate that the words represented are from the universal semantic lexicon. (Generative semanticists used V for simple verbs and for other predicate expressions, including predicate adjectives and the negative particle *not.*)

(3) \[ \begin{array}{c}
V \\
\downarrow \\
\text{CAUSE} \\
\downarrow \\
\text{BECOME} \\
\downarrow \\
\text{NOT} \\
\downarrow \\
\text{ALIVE} \\
\end{array} \]

From this standpoint, it is natural to look to syntactic structures for constraints on what might possibly get lexicalized. McCawley (1971), for example, claimed that there could not be a word, say *flimp*, meaning to kiss a girl who is allergic to..., that is, that no sentence of form (4a) could mean what is meant by (4b).

(4) a. Lee flimped garlic.
    b. Lee kissed a girl who is allergic to garlic.

The explanation he offered was that lexical substitution rules have to replace single constituents and *kiss a girl who is allergic to* is not a single
constituent. Of course, since the replaced elements come from a universal language that is not spoken by anyone, it is not easy to be sure that something with the meaning in question might not be expressible as a single constituent. The verb *flimp* might be introduced in a group that thinks that kissing a girl allergic to a certain substance in some interesting way affects the kisser’s relation to the substance (perhaps allergies can be so transmitted, so flimping puts the flimper in jeopardy of acquiring an allergy). What is interesting, though, is McCawley’s attempt to offer a formal account of alleged material universals, such as the absence from all languages of words like *flimp*. We discuss lexical meanings in somewhat more detail in chapter 8.

Even if this particular approach to the kinds of words languages will have may now seem inadequate, the general idea of attempting to find explanations in terms of general linguistic principles for what can and cannot be lexicalized is of considerable interest. For instance, we do not know of any languages that lack a word that is more or less synonymous with *and*, joining expressions from different syntactic (and semantic) categories—sentences, noun phrases, or prepositional phrases—by using what can be seen as the same semantic operation. Nor do we know of a language that uses a single word to mean what is meant by *not all* in English yet uses a syntactically complex expression to mean what *none* means. Although it is often said that comparatives (*taller*) are semantically simpler than the corresponding absolutes (*tall*), no language we know of expresses the comparative notion as a single morpheme and the absolute in a more complex way. Can semantic theory shed light on such observations (on the assumption that they are indeed correct)?

Certain quite abstract semantic notions seem to play an important role in many cross-linguistic generalizations. For example, agent, cause, change, goal, and source have been among the thematic roles proposed to link verb meanings with their arguments. Fillmore (1968) suggested a semantic case grammar in which predicates were universally specified in terms of the thematic roles associated with their arguments. Language-specific rules, along with some universal principles ranking the different thematic roles, then mapped the arguments of a verb into appropriate syntactic or morphological structures. The UCLA Syntax Project reported on in Stockwell, Schachter, and Partee (1973) adapted Fillmore’s framework in developing a computational implementation of their grammar, and similar ideas have figured in other computational approaches to linguistic analysis. We discuss thematic roles in somewhat more detail in chapter 8.
Are such notions part of universal grammar, or is there another way to think about them? Are they connected more to general cognitive phenomena than to language as such? Perhaps, but in any case, certain empirical generalizations about linguistic phenomena seem linked to these semantic notions. For example, in language after language the words and constructions used to speak about space and spatial relations (including motion) are recycled to speak of more abstract domains, for example, possession. The precise details are not universal: Finnish uses the locative case in many instances where English would use the nonspatial verb have (“Minulla on kissa” literally glosses as “At me is a cat” but is equivalent to “I have a cat”). But English does use spatial verbs and prepositions to talk about changes in possession (“The silver tea set went to Mary”). The general claim, however, is that resources for describing perceptual experience and the principles that organize them are universally redeployed to speak of matters that are less concrete. As Jackendoff (1983, 188–189) puts it, in exploring the organization of concepts that...lack perceptual counterparts, we do not have to start de novo. Rather, we can constrain the possible hypotheses about such concepts by adapting, insofar as possible, the independently motivated algebra of spatial concepts to our new purposes. The psychological claim behind this methodology is that the mind does not manufacture abstract concepts out of thin air, either. It adapts machinery that is already available, both in the development of the individual organism and in the evolutionary development of the species.

Investigations of the semantic value of words and grammatical particles, especially recurring general patterns of relationships, may help us understand more about human cognition generally.

One area where we find semantic universals is in combinatorial principles and relations; indeed, many investigators assume that it is only at the level of basic expressions that languages differ semantically, and it may well be true that the child need only learn lexical details. For example, languages are never limited to additive semantic principles like that of conjunction; predication, for example, seems to be universally manifested. Logical approaches to semantics have paid more explicit attention to composition than most other approaches and thus suggest more explicit hypotheses about how languages structure meaning. One question has to do with the different kinds of semantic values expressions can have: just as *to* and *number* are of different syntactic categories in English, they are associated with different semantic classes, or *types*, in any logical approach to semantics, and the semantic value associated with sentences is of yet another different type. Universally we need distinctions among types. Semantic theory should provide us with some account of these distinctions
and allow us to investigate the empirical question of whether languages differ in the semantic types they encode.

Our discussion will focus primarily on English, since that is the language we and our readers share. Occasionally, however, we draw illustrations from other languages, and we intend our general approach to provide a framework in which to do semantics for human languages generally, not simply for English.

2.3 The significance of language: "Aboutness" and representation

Meaning manifests itself in the systematic link between linguistic forms and things, what we speak of or talk about. This "aboutness" of language is so familiar that it may not seem noteworthy. But the fact that our languages carry meaning enables us to use them to express messages, to convey information to one another. As Lewis Carroll observed, we can talk about shoes and ships and sealing wax and whether pigs have wings. We can also speak of South Africa, Ingrid Bergman, birthdays, wearing clothes well, fear of flying, and prime numbers. Were languages not to provide for significance in this sense, the question of meaning would hardly arise. Nonetheless, some semantic theorists have thought that such aboutness is not really part of the domain of semantics. They have focused instead on the cognitive structures that represent meaning, taking the fundamental significance of language to reside in relations between linguistic expressions and what are sometimes called "semantic representations."

On our view, the significance of language, its meaningfulness, can be thought of as involving both aboutness and representational components. Theorists differ in the emphasis they place on these components and in the view they hold of their connections. It will be convenient for the discussion that follows to have labels for these two aspects of significance. Informational significance is a matter of aboutness, of connections between language and the world(s) we talk about. Informational significance looks outward to a public world and underlies appraisal of messages in terms of objective nonlinguistic notions like truth. Cognitive significance involves the links between language and mental constructs that somehow represent or encode speakers' semantic knowledge. Cognitive significance looks inward to a speaker's mental apparatus and does not confront issues of the public reliability of linguistic communication.

2.3.1 The informational significance of language

Language enables us to talk about the world, to convey information to one another about ourselves and our surroundings in a reliable fashion. What properties of language
and its uses underlie this remarkable fact? What allows language to serve as a guide to the world and to enable us to learn from what others have perceived (seen, heard, felt, smelled) without having to duplicate their perceptual experience ourselves?

Informational significance does not require that language links to the world in ways that are predetermined by the physical structure of our environment. Nor does it require that environmental information is simply registered or received without active input from perceiving and thinking human minds. Yet it does probably require a regular and systematic correspondence between language and the shared environment, what is publicly accessible to many different human minds.

If you are skeptical about informational significance, consider the use of language in giving directions, warnings, recipes, planning joint activities, describing events. Things occasionally misfire, but by and large such uses of language are remarkably effective. Language could not work at all in such ways were it not imbued with some kind of informational significance, being about matters in a public world.

Let us make this more concrete with a couple of examples. Suppose we utter

(5) This is yellow.

Interpreting this and other demonstrative expressions is problematic if the interpreter does not have access to some contextually salient entity to which it refers—perhaps the drapes to which someone is pointing. Since we have provided no picture to accompany (5), readers do not know what this refers to and cannot fully understand what its use means. The important points here are (1) that certain expressions seem to be used to refer, to indicate certain nonlinguistic entities, and (2) that knowing how to grasp what such expressions refer to is part of knowing what they mean. Expressions like this provide particularly vivid illustrations, but the same point holds of expressions like the man who is sitting in the third row and many others.

Now let us consider another example.

(6) The door is closed.

This sentence would accurately describe the situation depicted on the right in (7) but not that depicted on the left.4
There are quite solid intuitions about the relation of sentence (6) to the two kinds of situations illustrated in (7). This fact is obvious yet nonetheless remarkable.

First, notice that the relation between the sentence and situations seems to be one that is independent of how those situations are presented. Instead of the drawings, we might have included photos or enclosed a videotape. We might even have issued you an invitation to come with us to a place where we could point out to you an open door and one that is closed. If you understand sentence (6), you can discriminate the two sorts of situation, no matter how we present them to you.

Second, observe that (6) can describe not just one or two, but a potential infinity of, different situations. In the picture on the right in (7), there is no cat in front of the closed door. But (6) would apply just as well to a situation like that depicted in (8), which is different from the right side of (7) only in that it contains a cat.

There is no need to stop with one cat or two or three, etc. We know how to keep going. The crucial point is that our knowledge of the relation between sentences and situations is not trivial and cannot consist in just remembering which particular situations are ones that a particular sentence can describe. Understanding what situations a sentence describes or, more generally, what information it conveys is crucial to grasping its meaning. It seems eminently reasonable to expect semantics to provide some account of this phenomenon.

Of course, language also enables us to talk with one another about more private internal worlds, to express our attitudes or mental states: hopes,
beliefs, fears, wishes, dreams, fantasies. This too can be thought of as the conveying of information, but information in this case may seem less public or objective because the experiencing subject has some kind of privileged access to it. We cannot draw a picture to illustrate the situations described by sentence (9), but this does not mean that we do not know quite a lot about which situations it does, and which it does not, describe.

(9) Joan wants a tomato sandwich.

It is just that the differences among these situations are not apparent from purely visual signs. We would have equal difficulty using pictures to represent situations described or not described by sentence (10), yet what (10) is about is no less public than what (6) is about.

(10) Joan ate a tomato sandwich yesterday but not today.

What is noteworthy here is that language serves to bring private mental states into the public eye. Joan can speak about her desire to have a tomato sandwich today with the same ease that she speaks about the tomato sandwich that she actually consumed yesterday. Through language we not only inform one another about our external environment; we also manage to inform others of certain aspects of what our internal environment is like, thus externalizing or objectifying that internal experience to some extent. We can (sometimes) tell one another what is on our minds and we can use language to share what we imagine, suppose, or pretend.

Thus, when we speak of informational significance, we include not only links to physical or concrete phenomena but also to mental or abstract phenomena. There are deep philosophical questions that can be raised about the ontological status of different kinds of phenomena, but the important empirical fact for linguistic semantics is that for all of them we do indeed succeed in conveying information to one another by talking about them. It is in this sense that meaning always involves informational significance.

Semantic theories of informational significance are often called referential theories. Truth-conditional semantics is a particular kind of referential theory, which we will introduce in the next chapter and illustrate in more detail in succeeding chapters.

2.3.2 The cognitive significance of language The whole question of the meaningfulness of language has been approached from the inward-looking perspective of cognitive significance. The general idea is that we have ways of representing mentally what is meant by what we and others say. Perhaps, the suggestion seems to go, your understanding sentence (6), "The door is
closed,” is a matter of your recovering some internal representation of its meaning. Proponents of representational theories of meaning have usually not paid much attention to informational significance or even more generally to the capacity of people to judge with remarkable uniformity relations between sentences and nonlinguistic situations. Rather, they have focused on understanding as a matter of what interpreters can infer about the cognitive states and processes, the semantic representations, of utterers. You understand us, on this view, to the extent that you are able to reconstruct semantic representations like the ones on which we have based what we say. Communicative success depends only on matching representations and not on making the same links to situations. As we will see in the next chapter, it is not impossible to connect a representational account with a referential one; nonetheless, most representationalists have simply ignored the question of objective significance, of how we manage to judge which of the situations depicted in (7) is described by sentence (6). They have seldom worried about the fact that there is an everyday sense of aboutness in which we take ourselves to be talking about our friends, the weather, or what we just ate for dinner, and not about our representations of them. Even if our impression that we are not just conveying representations but are talking about what is represented might ultimately be illusory, it does deserve explanation.

Some outward looking approaches view the cognitive significance of language as ultimately understood in terms of its informational significance. In such approaches, people may construct representations of what sentences mean, but the question of whether such representations are essentially identical need not arise. Understanding is a matter not of retrieving representations but of achieving consensus on informational significance.

It is almost certainly true that our talk about the world works so well because of fundamental similarities in our mental representations of it. Yet the similar representations required might not be semantic as such but connected to our perceptual experience. Nonetheless, that similar perceptual experience would depend on similar contact with a shared external environment. In this sense, a connection to the represented world is still basic, since it provides the basis for the similarities in perceptual experience, which in turn are somehow linked to linguistic expressions.

The semantic framework developed here emphasizes objective significance and referential connections but does not assume that the meaningfulness of language, its full significance, is exhausted by its informational significance. Indeed, we think that some aspects of how meanings are
represented are meaningful even though they do not directly affect informational significance. Our guess is that the aspect of meaningfulness that we have called cognitive significance has important implications for how conveyed information is processed. Chapter 6 discusses approaches to semantics that relate the informational significance of sentences to contextual factors and to the functioning of sentences in discourse, and in chapter 7 and part of chapter 8 we discuss some interesting proposals about the form of semantic representations.

3 Intuitions about Semantic Properties and Relations

As we noted earlier, native speakers of a language have certain intuitions about properties of expressions and ways expressions are related to one another that seem to reflect semantic knowledge. These intuitive judgments can often be systematically elucidated by applying various kinds of empirical tests. In what follows, we will point out and classify some such intuitions and tests. As you think about what follows, keep in mind that judgments are not always straightforward, in part because of complications that arise when we distinguish forms from utterances of them. Also, semantic intuitions, just like syntactic ones, sometimes differ because of idiolectal variation. Yet like syntactic intuitions, semantic judgments are not simply given but can be supported by various kinds of evidence.

We begin by discussing two important kinds of judgments about implication relations between the meanings of sentences (Ss): entailment and presupposition. We next consider judgments of referential connections between interpretations assigned to different noun phrases (NPs). We then turn to judgments of ambiguity, a property that can hold of expressions in many different syntactic categories.

We close this section with a look at three other kinds of phenomena that are often mentioned in the semantics and pragmatics literature: contradiction (which is related to entailment), anomaly (a semantic analogue of ungrammaticality, which may be related to presupposition), and appropriateness (the explicitly pragmatic relation of expressions to the contexts in which they are used).

3.1 Entailment
Consider the following examples.

(11)  
a. This is yellow.  
b. This is a fountain pen.  
c. This is a yellow fountain pen.
Imagine yourself uttering the sentences in (11) with reference to a particular object, perhaps a pen, perhaps something else. In such a situation you know that if your assertions of (11a) and (11b) are true (if the object is indeed yellow and indeed a fountain pen), then your assertion of (11c) is also true. It would be contradictory to assert the first two sentences and then deny the third; we discuss contradiction below. Any native speaker of English knows that the information conveyed by uttering (11c) is somehow already included in the information conveyed by uttering (11a) and (11b). This knowledge seems to be part of knowing what these sentences mean: we need know nothing about the object indicated by this beyond the fact that it is the same object for all three utterances. We say that the pair of sentences (11a) and (11b) entails sentence (11c).

Now imagine yourself uttering the sentences in (12), again keeping fixed what this refers to in all three utterances. Matters become very different. Suppose you take yourself to be pointing at a sperm whale. Sperm whales are pretty big creatures, so you might well assert that (12a) and (12b) are true. Suppose in addition that you judge that this particular specimen is not especially distinguished in size among its fellow sperm whales, that it’s one of the smaller ones. In such circumstances it would be quite reasonable to deny (12c). In this case the a and b sentences do not entail the c sentence.

We would find the same difference in the two sets of sentences if we used automobile instead of fountain pen and used galaxy instead of sperm whale. Yellow (along with other adjectives like round, featherless, dead) behaves differently from big (and other adjectives like strong, good, intelligent), and this difference seems semantic in nature. (See chapter 8, section 3, for discussion of this difference.)

As we have noted, the relation between the pair (11a, b) and (11c) is usually called entailment. Together (11a) and (11b) entail (11c), whereas (12a) and (12b) do not entail (12c).

An entailment can be thought of as a relation between one sentence or set of sentences, the entailing expressions, and another sentence, what is entailed. For simplicity we equate a set of entailing sentences with a single sentence, their conjunction, which we get by joining the sentences using and. The conjunction is true just in case each individual sentence in the set is true, and it describes exactly those situations that can also be described by each one of the individual sentences. We could, for example, simply look
at the English sentences "This is yellow, and this is a fountain pen" and "This is big, and this is a sperm whale" in cases (11) and (12) above.

Theoretically, entailment relations might depend solely on the syntactic structure of sentences. However, the contrast between (11) and (12) (and a host of other such sentences) demonstrates that they cannot be simply a matter of surface syntax. Entailments seem to involve the information conveyed by sentences: if English sentence $A$ entails English sentence $B$, then translating $A$ and $B$ into Finnish sentences $A'$ and $B'$ with the same informational significance will preserve the entailment relation.

As to define entailment, you might come up with any of the following:

$$A \text{ entails } B =_{df}$$
- whenever $A$ is true, $B$ is true
- the information that $B$ conveys is contained in the information that $A$ conveys
- a situation describable by $A$ must also be a situation describable by $B$
- $A$ and not $B$ is contradictory (can't be true in any situation)

We will later discuss more formal characterizations of the entailment relation, but for the time being you can adopt any of the preceding definitions.

We can find countless examples where entailment relations hold between sentences and countless where they do not. The English sentence (14) is normally interpreted so that it entails the sentences in (15) but does not entail those in (16).

(14) Lee kissed Kim passionately.
(15) a. Lee kissed Kim.  
b. Kim was kissed by Lee.  
c. Kim was kissed.  
d. Lee touched Kim with her lips.
b. Kim kissed Lee.  
c. Lee kissed Kim many times.  
d. Lee did not kiss Kim.

Looking at entailments shows, by the way, that what are conventionally treated as translation equivalents are not always informationally equivalent. The English sentence (17a) entails (17b), but the Finnish sentence (18), which most texts would offer as a translation of (17a), does not entail anything about the femaleness of the person or animal said to be big, the Finnish third-person pronoun $hän$ being completely neutral as to the sex of its referent.
(17)  

a. She is big.  
b. Some female is big. 

(18) Hän on iso. 

Thus, although sentence (18) can be used to describe any situation (17a) describes, the Finnish can also be used to describe situations not describable by (17a), for example, to say of some man that he is big. That is, (18) is also a translation of (19a), but unlike (19a) it does not entail the information conveyed by (19b). 

(19)  

a. He is big. 
b. Some male is big. 

In particular contexts, the use of translations that are not informationally equivalent, translations where entailments are not preserved, may be unproblematic, since other information is available to ensure that only the desired information is actually conveyed. But neither (17a) nor (19a) is an informationally equivalent translation of the Finnish sentence (18), which is informationally equivalent to something like (20). 

(20) She or he is big. 

In everyday English, when A entails B we often say that A implies B. Or we say that someone's assertion of A implies B, or that the speaker uttering A has implied B. Entailment is one species of the more general relation of implication. To imply B is to suggest that B is true or to offer support for the inference that B is true. An especially strong way to suggest that B is true is to assert a sentence A that actually entails B, which amounts to saying that B is true. The inference that B is true is supported directly by that information's being a part of the information A conveys; given A, we can deduce B. We discuss later some other varieties of the broader relation of implication, but our present focus is on the more restricted notion of entailment. 

You might object to our claim that (14), “Lee kissed Kim passionately,” entails (15d), “Lee touched Kim with her lips,” by pointing out that sentence (21) can be true in a situation where (15d) is false. 

(21) In her imagination Lee kissed Kim passionately. 

Does your example defeat the claim that (14) entails (15d)? No. We could counter by claiming that if (15d) is false in the situation in which (21) is true then (14) is false in that same situation, and we might further claim that (21) entails (22). 

(22) In her imagination Lee touched Kim with her lips.
On the other hand, if you manage to persuade us that Lee’s mouthing of a kiss in Kim’s direction from a distance of ten feet counts as her kissing him, then we have no good defense of our claim that (14) entails (15d) (since we agree that she is unable actually to touch him from that distance). Or your scenario might be romance via computer where Lee types in “I am kissing you passionately,” addressing herself to Kim’s computer. If we agree to accept either of your cases as real kissing, then our only possible line of defense is that there are different interpretations of kiss involved, only one of which requires that the kisser touch the kissee with her lips. In other words, we could accept one of your cases and continue to maintain that (14) entails (15d) only if we also argue that (14) is ambiguous, that it has more than one meaning. In this case, the string (14) could entail (15d) on one interpretation of kiss but not have that entailment on the interpretation your cases involve. We discuss later what considerations support claims of ambiguity.

Similarly, we claim that (14), “Lee kissed Kim passionately,” does not entail (16c), “Lee kissed Kim many times.” You might deny this by noting that the passionate kisser is unlikely to stop with a single kiss. We can agree with that observation and may even agree with you that assertion of (14) does strongly suggest or imply the truth of (16c) but nonetheless disagree that the implication is an entailment. For example, we might want to maintain that a situation with one or a few kisses can nonetheless involve passionate kissing, perhaps persuading you by showing a film of a single kiss which you will agree is a passionate one. You might still maintain that Lee herself would never stop short of many kisses once she succumbs to passion, and thus that (14) would never be true without (16c) also being true. We must now take a slightly different tack, noting that this is a matter of what Lee happens to be like rather than a matter of what the sentences mean. Or perhaps we would remind you of the possibility that Lee could begin her round of passionate kissing but be allowed only one passionate kiss before Kim breaks free and runs away.

What we should not do in the face of your objections is simply to reiterate our initial claims. Judgments about entailment relations can be defended and supported by evidence. As in the case of any linguistic phenomenon, there may be areas of real diversity within the community of language users, dialectal and even idiolectal differences. This complication must not, however, obscure the important fact that judgments about semantic phenomena are interconnected, and thus that there is relevant evidence to be offered in support of such judgments. In learning to do semantics as a linguist, one must learn to develop semantic arguments and explore
semantic intuitions systematically. And one must learn to discriminate between the strict notion of the entailment relation and looser varieties of implication. Test yourself on the following examples. Sentences (23a) and (24a) imply (23b) and (24b) respectively, but only one of the implications is an entailment. Try to discover for yourself which is which and why before reading the discussion that follows the examples.

(23)  
  a. Mary used to swim a mile daily.
  b. Mary no longer swims a mile daily.

(24)  
  a. After Hans painted the walls, Pete installed the cabinets.
  b. Hans painted the walls.

Sentence (23a) implies but does not entail (23b). Although in many contexts we would infer from an utterance of (23a) that (23b) is true, notice that (23a) could be used by someone familiar with Mary's routine last year but no longer in contact with her. It might be true that Mary still swims a mile daily, and the speaker we've imagined could make clear that (23b) should not be inferred by continuing with something like (25).

(25) I wonder whether she still does [swim a mile daily].

In contrast, (24a) not only implies but entails (24b). Suppose that Hans did not paint the walls. Then even if Pete did install the cabinets, he did not do so after Hans painted the walls. That is, sentence (26) is contradictory.

(26) After Hans painted the walls, Pete installed the cabinets, but Hans did not paint the walls.

There is one further preliminary point that it is important to make about entailments; namely, that there are infinitely many of them. That is, there are infinitely many pairs of sentences $A, B$ such that $A$ entails $B$. Here are a couple of ways to construct indefinitely many such pairs. Intuitions are fairly sharp, for example, that (27a) entails (27c) and also that (27b) entails (27c).

(27)  
  b. Lee smokes and drinks.
  c. Lee smokes.

We can easily keep conjoining noun phrases (Lee and Kim and Mike and Susan and ...), adding descriptions like the other Lee or the woman I love should our stock of distinct proper names be exhausted. We can also, of course, just keep conjoining verb phrases: smokes and drinks and has bad breath and lives in Dubuque and ...). Either way we get more sentences that
 entail \((27c)\), and we need never stop. That is, we have intuitions that seem to involve the meanings of indefinitely many sentences, a potential infinity. Only finitely many such intuitions could possibly be stored in memory. How, then, are such judgments possible? Here we see again the general issue of the productivity of meaning, which we introduced in 2.1.

**Exercise 1** For each pair of sentences, say whether the *a* sentence entails the *b* sentence and justify your answers as well as you can. Where proper names or pronouns or similar expressions are repeated in *a* and *b*, assume that the same individual is referred to in each case; assume also that temporal expressions (like *today* and the present tense) receive a constant interpretation.

1. *a.* Today is sunny.
   *b.* Today is warm.
2. *a.* Jane ate oatmeal for breakfast this morning.
   *b.* Jane ate breakfast this morning.
3. *a.* Jane ate oatmeal for breakfast this morning.
   *b.* Jane ate something hot for breakfast this morning.
4. *a.* Juan is not aware that Mindy is pregnant.
   *b.* Mindy is pregnant.
5. *a.* Every second-year student who knows Latin will get credit for it.
   *b.* If John is a second-year student and knows Latin, he will get credit for it.
6. *a.* If Alice wins a fellowship, she can finish her thesis.
   *b.* If Alice doesn’t win a fellowship, she can’t finish her thesis.
7. *a.* Maria and Alberto are married.
   *b.* Maria and Alberto are married to each other.
8. *a.* Only Amy knows the answer.
   *b.* Amy knows the answer.
9. *a.* Mary is an Italian violinist.
   *b.* Some Italian is a violinist.
10. *a.* Some student will not go to the party.
    *b.* Not every student will go to the party.
11. *a.* Allegedly, John is a good player.
    *b.* John is a good player.
12. *a.* John knows that pigs do not have wings.
    *b.* Pigs do not have wings.
(13) a. John believes that pigs do not have wings.
   b. Pigs do not have wings.
(14) a. Oscar and Jenny are rich.
   b. Jenny is rich.
(15) a. Oscar and Jenny are middle-aged.
   b. Jenny is middle-aged.
(16) a. Not everyone will get the correct answer.
   b. Someone will get the correct answer.

3.2 Presupposition

Like entailment, presupposition involves a kind of implication. If a sentence \( A \) (or its use or user) presupposes \( B \), then \( A \) implies \( B \), suggests that \( B \) is true. But presupposition involves more than simple implication: if \( A \) presupposes \( B \), then \( A \) not only implies \( B \) but also implies that the truth of \( B \) is somehow taken for granted, treated as uncontroversial. If \( A \) entails \( B \), then asserting that \( A \) is true commits us to the truth of \( B \). If \( A \) presupposes \( B \), then to assert \( A \), deny \( A \), wonder whether \( A \), or suppose \( A \) to express any of these attitudes toward \( A \) is generally to imply \( B \), to suggest that \( B \) is true and, moreover, uncontroversially so. That is, considering \( A \) from almost any standpoint seems already to assume or presuppose the truth of \( B \); \( B \) is part of the background against which we (typically) consider \( A \).

Consider, for example, the sentences in (28). Any one of (a–d) seems to imply (e) as a background truth. These implications are triggered by the occurrence of the phrase the present queen of France, a definite description. It is generally true of definite descriptions that they license such implications.

(28) a. The present queen of France lives in Ithaca.
   b. It is not the case that the present queen of France lives in Ithaca
      (or more colloquially, the present queen of France does not live
      in Ithaca).
   c. Does the present queen of France live in Ithaca?
   d. If the present queen of France lives in Ithaca, she has probably
      met Nelly.
   e. There is a unique present queen of France.

Or consider (29). Again (using) any of (a–d) will generally imply (e). In this case, the implications are attributable to regret, which is a so-called factive verb. Factive verbs generally signal that their complements are presupposed. Other examples are realize and know.
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(29) a. Joan regrets getting her Ph.D. in linguistics.
   b. Joan doesn’t regret getting her Ph.D. in linguistics.
   c. Does Joan regret getting her Ph.D. in linguistics?
   d. If Joan regrets getting her Ph.D. in linguistics, she should consider going back to graduate school in computer science.
   e. Joan got her Ph.D. in linguistics.

Look next at (30). Once again, each of the quartet (a–d) implies (e). In this case it is the quantifying determiner *all* that is responsible. A number of quantificational expressions serve to trigger presuppositions.

(30) a. All Mary’s lovers are French.
   b. It isn’t the case that all Mary’s lovers are French.
   c. Are all Mary’s lovers French?
   d. If all Mary’s lovers are French, she should study the language.
   e. Mary has (three or more?) lovers.

Finally, look at (31), where we find the same pattern. In this case it is the cleft construction that is responsible.

(31) a. It was Lee who got a perfect score on the semantics quiz.
   b. It wasn’t Lee who got a perfect score on the semantics quiz.
   c. Was it Lee who got a perfect score on the semantics quiz?
   d. If it was Lee who got a perfect score on the semantics quiz, why does she look so depressed?
   e. Someone got a perfect score on the semantics quiz.

A distinguishing empirical feature of presupposition, then, is that it involves not just a single implication but a family of implications. By this we mean that not only assertive uses of sentence $A$ (the affirmative declarative) imply $B$ but also other uses of $A$ where something is, for example, denied, supposed, or questioned. That we are dealing with a family of implications derives from the fact that the presupposition is background. Each of (a–d), what we will call the $A$ family, is said to presuppose (e) because uttering each (typically) implies (e) and also implies that (e) is being taken for granted. It is convenient for testing purposes to identify the $A$ family in syntactic terms: an affirmative declarative, the negative of that declarative, the interrogative, and the conditional antecedent. In semantic/pragmatic terms, these represent a family of different sorts of attitudes expressed towards $A$. We can thus informally characterize when $A$ presupposes $B$ as follows:

(32) $A$ presupposes $B$ if and only if not only $A$ but also other members of the $A$ family imply (and assume as background) $B$. 
Presuppositions come in families, even if sometimes certain members of the family may be stylistically odd.

Notice that we have said that $A$ and other members of its family imply $B$ when $A$ presupposes $B$. We do not require that these implications be entailments. As we have defined entailment, it is not even possible for all these relations to be entailments. However, it is possible that some member of the family entails $B$. Sentence (31a), for example, not only presupposes (31e); it also entails (31e). If (31a) is true, then (31e) must also be true. The negation, (31b), also presupposes (31e) but does not entail it. The implication to (31e) is defeasible; that is, there are contexts in which it can be defeated, contexts in which (31b) is asserted yet (31e) is not assumed to be true. We might take (33) as a discourse context that defeats the implication from (31b) to (31e).

(33) *Speaker 1:* I wonder whether it was Lee or someone else who got a perfect score on the semantics quiz.

*Speaker 2:* It wasn't Lee who got a perfect score [on the semantics quiz]. I happen to know that Lee scored only 70 percent. I wonder if anyone managed to get a perfect score.

Speaker 2 has taken issue with speaker 1's presupposing that someone got a perfect score by suggesting that (31e) may be false and asserting that (31b) is indeed true. Of course, speaker 2 chooses this way of conveying the information that Lee did not get a perfect score because speaker 1 has already implied that someone did do that.

We need only look at noncleft counterparts of the sentences in (31) to see that $A$ may entail $B$ yet not presuppose $B$.

(34) a. Lee got a perfect score on the semantics quiz.
   
b. Lee didn't get a perfect score on the semantics quiz.
   
c. Did Lee get a perfect score on the semantics quiz?
   
d. If Lee got a perfect score on the semantics quiz, why does she look so depressed?
   
e. Someone got a perfect score on the semantics quiz.

If focal stress is not placed on *Lee*, then none of (34b–d) typically imply (34e), even though (34a) entails (34e). Someone's getting a perfect score on the semantics quiz is not part of the usual background for talking about Lee's achieving the feat in question, as stated by (34a). Indeed, it seems reasonable to say that a major semantic difference between the subject-verb-object (S-V-O) sentence (34a) and its cleft correlate (31a), "It was Lee who got a perfect score on the semantics quiz," is that the latter but
not the former carries a presupposition that someone got a perfect score. Whether this difference can ultimately be explained in terms of some other difference between the two is an issue we cannot answer here.

What the sentences in (34) show is that $A$ can entail $B$ without other members of the $A$ family also implying $B$. Presupposition and entailment are thus quite distinct. $A$ may entail $B$ but not presuppose it, as in (34); conversely, $A$ may presuppose $B$ but not entail it, as in (31). And given the way we have defined entailment and presupposition, it is also possible for $A$ both to entail and to presuppose $B$. (Some accounts of presupposition do not admit this possibility; we will discuss this and related issues in more detail in chapter 6.)

Presupposition requires a family of implications, not all of which can be licensed by an entailment. Interrogatives, for example, would never entail other sentences, since they are not ordinarily valued as true or false; use of an interrogative may, however, imply something. Thus, one important question presupposition raises is about the nature of implications that are not backed by entailment relations. We will consider implications not grounded in entailments in chapter 4, relating them to general principles that seem to govern the actions we perform in speaking.

A related issue is the speaker's responsibilities with respect to what the utterance presupposes. What is presupposed in a discourse is what is taken for granted. Thus, a speaker who says $A$, presupposing $B$, in a context where $B$ is at issue has thereby spoken inappropriately in some sense. For example, suppose that Sandy is on trial for selling illicit drugs and the prosecuting attorney asks question (35).

(35) Sandy, have you stopped selling crack?

As we know, the question is unfairly loaded, since it presupposes (36), which is very much at issue.

(36) Sandy has sold crack.

If Sandy simply answers yes or no, the presupposition is unchallenged, and she appears to go along with the implication that (36) is true. A defensive answer must explicitly disavow that implication:

(37) Since I never did sell crack, I have not stopped selling crack.

In many contexts, however, it is perfectly appropriate for a speaker to say $A$, presupposing $B$, even though the speaker does not believe that $B$ is taken for granted by other discourse participants. For example, (38) might be uttered by a passenger to the airline representative, who can hardly be thought to know anything about the passenger's personal habits. Although
the last clause in (38) presupposes the clause that precedes it in square brackets, it would seem unduly verbose to express that presupposed information overtly.

(38) I don’t want to be near the smoking section because [I used to smoke and] I’ve just stopped smoking.

An obvious difference between the airline passenger and the prosecuting attorney is that the latter knows full well that what the utterance presupposes is controversial, whereas the former can safely assume that the reservations clerk has no opinion about what is being presupposed (and no real interest in the matter). With no reason to suppose otherwise, the clerk can quite reasonably be expected to accept the passenger’s presupposition as if it were already taken for granted and discourse should proceed unproblematically. What happens in such cases is called *accommodation*.

We have barely begun to explore the topic of presupposition, and we will consider some of these phenomena in more detail in chapter 6. But it is clear already that presupposition raises questions not just about individual sentences and their truth or falsity but also about the uses of sentences in connected discourse (including uses of interrogatives, which are generally not said to be either true or false).

**Exercise 2**  Consider the following:

(1)  
- a. That John was assaulted scared Mary.  
- b. Mary is animate.  
- c. John was assaulted.  
- d. That John was assaulted caused fear in Mary.

(2)  
- a. That John was assaulted didn’t scare Mary.  
- b. Mary is animate.  
- c. John was assaulted.  
- d. That John was assaulted didn’t scare Mary.

(3)  
- a. John didn’t manage to get the job.  
- b. It was kind of hard for John to get the job.  
- c. John didn’t get the job.

In each of these examples, the *a* sentences presuppose and/or entail the other sentences. Specify which is a presupposition and which a simple entailment and which is both an entailment and a presupposition. Explain what test convinced you of your answer.

What relationship holds between the sentences in the following examples? Explain why you think that that relation holds.
(4)  a. It is false that everyone tried to kill Templeton.
    b. Someone did not try to kill Templeton.

(5)  a. That John left early didn’t bother Mary.
    b. John left early.

(6)  a. Someone cheated on the exam.
    b. John cheated on the exam.

(7)  a. If John discovers that Mary is in New York, he will get angry.
    b. Mary is in New York.

(8)  a. Seeing is believing.
    b. If John sees a riot, he will believe it.

### 3.3 Referential connections and anaphoric relations

Consider the sentences in (39).

(39)  a. She called me last night.
    b. Did you know that he is a Nobel Prize winner?
    c. I had a terrible fight with that bastard yesterday.

Each of the italicized expressions is used to refer to someone, to pick out an individual about whom something is being said, but a pointing gesture or a nod or some similar nonlinguistic means may be needed to indicate who this is. These same expressions, however, can be used in contexts where such pointing is unnecessary because they are linked to other antecedent expressions. In (40) speakers judge that the bracketed italicized expressions can be understood as coreferential with, having the same reference as, the bracketed unitalicized expressions that serve as their antecedents, and furthermore, they can be understood as dependent for their reference on the reference assigned to their antecedents. Intuitive judgments are quite clear-cut in these cases: the italic expressions are referentially dependent on the unitalicized expressions.

(40)  a. If [she] calls, please tell [Teresa] I’ve gone to the pool.
    b. [The computer repairman] insists that [he] found nothing wrong.
    c. I talked to [Kim] for an hour, but [that bastard] never once mentioned the gift I sent him from Peru.

Expressions are said to be interpreted anaphorically when their reference is derived from that of antecedent expressions. The italicized expressions in (40) illustrate this. There are some expressions that can only be interpreted anaphorically and not through anything like pointing. The reflexive pronoun herself falls in this category; compare (41a), where she can serve as antecedent, with (41b), where there is no antecedent for herself.
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(41)  
  a.  [She] is proud of [herself].
  b.  *Be proud of herself.

In the syntactic literature, coindexing, as in (42), is the commonest device for indicating coreference.

(42)  
  a.  If [she]$_i$ calls, please tell [Teresa]$_i$ I’ve gone to the pool.
  b.  [The computer repairman]$_i$ insists that [he]$_i$ found nothing wrong.
  c.  I talked to [Kim]$_k$ for an hour but [that bastard]$_k$ never once mentioned the gift I sent [him]$_k$ from Peru.
  d.  [She]$_i$ is proud of [herself]$_i$.

Chomsky (1981) discusses indexing as a formal process in some detail, but its informal use for this purpose far predates contemporary government-binding (GB) theory (see, for example, Postal (1971)).

What are called judgments of coreference in the literature typically involve judging not sameness of reference as such but dependence of reference of one expression upon that assigned to another. Directed linking is another device sometimes used to show nonsymmetric dependence relations; (43) shows a notation for linking.

(43)  
  a.  If [she] calls, please tell [Teresa] I’ve gone to the pool.
  b.  [The computer repairman] insists that [he] found nothing wrong.
  c.  I talked to [Kim] for an hour, but [that bastard] never once mentioned the gift I sent [him] from Peru.
  d.  [She] is proud of [herself].

Referential connections may be somewhat more complex. Much of chapter 3 is devoted to making precise the nature of the dependencies speakers recognize as possible in (44), where the dependencies are indicated by coindexing, just as in the simpler cases above. In (44) the anaphorically interpreted NPs (she, her, himself, his, and themselves) are said to be bound by their antecedent NPs.

(44)  
  a.  [Every woman]$_i$ thinks that [she]$_i$ will do a better job of child rearing than [her]$_i$, mother did.
  c.  [Which candidates]$_i$ will vote for [themselves]$_i$?

In (44) repetition of an index does not indicate straightforward sameness of reference, as it did in (42). Expressions like every woman, no man, and
which candidates do not refer in the intuitive sense, though their relations to anaphors are often called "coreference." Although she in (44a) is not used to refer to any individual, the interpretation of (44a) can be understood in terms of sentences in which NPs in the analogous positions both refer to the same individual. Roughly, (44a) says that if we point to any particular woman and say (45), where each of the indexed NPs refers to that woman, then what is said will be true, no matter which woman we pick.

(45) [She]i thinks that [she]i will do a better job of child rearing than [her]i mother did.

Linguistic questions about the nature of anaphoric relations provided a major impetus for exploration of how classical logical theories might shed light on natural language semantics. In exploring how syntactic structures affect the possibilities of interpreting expressions, linguists and philosophers have discovered other cases of so-called coreference where referential dependency may be somewhat different both from simple sameness of reference and from the standard binding relations elucidated by quantification theory.

(46) a. Kath caught [some fish], and Mark cooked [them]i.
   b. If [a farmer]j owns [a donkey], [he]j beats [it]j.
   c. [Gina]i told [Maria]j that [they]i+j had been assigned clean-up duty.

(In (46c) the plural pronoun they has what have been called split antecedents; the index i + j indicates referential dependence on both the distinct indexes i and j. The notation i,j is often used for indicating split antecedents, but we want to reserve this notation for cases where an expression may be linked either to something with index i or to something with index j. In the rest of this section we ignore split antecedents.)

These and many other examples have been widely discussed in the recent syntactic and semantic literature. Though there continues to be debate on the appropriate analysis of particular anaphoric relations, there is no question that speakers do recognize the possibility of some kind of interpretive dependencies in all these and indefinitely many other cases. Judgments of coreference possibilities (broadly understood) are fundamentally important semantic data.

There are also indefinitely many cases where the intuitive judgments are that such dependencies are not possible. These are usually called judgments of disjoint reference, a kind of independence of reference assignment. The terminology was introduced in Lasnik (1976), but as with "coreference," it must be understood somewhat loosely. The asterisks in (47) mean that the
indicated referential dependencies are judged impermissible. The NPs in question are, according to speakers' judgments, necessarily interpretively independent of one another and are not anaphorically relatable.

\(47\)  
\(a.\) *Behind \([\text{Teresa}]_i, [\text{she}]_i\) heard Mario.  
\(b.\) *\([\text{He}]_i\) insists that \([\text{the computer repairman}]_i\) found nothing wrong.  
\(c.\) *If \([\text{that bastard}]_i\) calls, tell \([\text{Kim}]_i\) I've gone to Peru.  
\(d.\) *\([\text{Herself}]_i\) is proud of \([\text{her}]_i\).

Sentences (47a–c) are bad with the indicated coindexing; they can be used only if the underlined expressions are interpreted nonanaphorically (through pointing or something similar). Sentence (47d) is unusable because *herself* happens to be an expression that requires anaphoric interpretation.

Much interesting recent linguistic research in semantics has tried to elucidate and systematize judgments about referential relations, and such data have figured prominently in developing theories of the map between syntactic structures and their interpretation.

**Exercise 3** Each of the following sentences contains some nonpronominal NPs and a pronoun (in some cases, a possessive pronoun). Assign a distinct index to each nonpronominal NP. Copy all such indices on the pronoun in the sentence, and star those indices copied from NPs that cannot be antecedents for the pronoun. For example,

(1) \(a.\) John believes that few women think that they can be successful.  
\(b.\) John\(_1\) believes that \([\text{few women}]_2\) think that they\(_2, \star_1\) can be successful.

(2) \(a.\) They know few women.  
\(b.\) They\(_1\) know \([\text{few women}]_1\).

(3) She thinks that Barbara is sick.

(4) If she is sick, Barbara will stay home.

(5) When he is unhappy, no man works efficiently.

(6) Neither of Ann's parents thinks he is adequately paid.

(7) That jerk told Dick what Mary thinks of him.

(8) If she wants to, any girl in the class can jump farther than Mary.

(9) Her mother is proud of every woman.

(10) Her mother is proud of Lisa.

(11) My friends think that Joan's parents met each other in college.

(12) John promised Bill to help him.
(13) John persuaded Bill to help him.
(14) Every girl on the block jumps rope, but she knows few rhymes.
(15) The man who likes him will meet Bill tomorrow.
(16) John needs to talk to Bill about himself.
(17) John needs to talk to Bill about him.
(18) She does not realize that every girl is talented.

3.4 Ambiguity

Ambiguity arises when a single word or string of words is associated in the language system with more than one meaning. Each of the sentences in (48) illustrates a different way in which a single expression may be assigned multiple interpretations.

(48) a. You should have seen the bull we got from the pope.
    b. Competent women and men hold all the good jobs in the firm.
    c. Mary claims that John saw her duck.
    d. Someone loves everyone.

Sentence (48a) illustrates what is called lexical ambiguity: the form bull can be assigned at least three quite different interpretations (roughly, a papal communication, a male cow, or nonsense). The sentence is ambiguous because bull is ambiguous. To understand sentences containing that form, to identify their entailments, we need to know which of its three interpretations is being used. Lexical disambiguation is exactly like knowing which word has been used, like knowing, for example, that someone has uttered cow rather than sow. That is, an ambiguous lexical item can be thought of as several different lexical items that happen to be written and pronounced in the same way.

Sentence (48b) shows a simple kind of structural, or syntactic, ambiguity. We need not interpret any individual word as ambiguous but can attribute the ambiguity to distinct syntactic structures that give rise to distinct interpretations. Is competent modifying the conjunction women and men, or is the NP competent women conjoined with the single-word NP men? One interpretation entails that the men holding the good jobs are competent, whereas the other does not. The English sentences in (49) unambiguously convey the two possible interpretations and thus allow us informally to disambiguate the original sentence.

(49) a. Women who are competent and men hold all the good jobs in the firm.
b. Women who are competent and men who are competent hold all the good jobs in the firm.

Example (48c) illustrates both syntactic and lexical ambiguity. Is Mary claiming that John saw the bird she possesses or that he saw her lowering herself? These two interpretations are associated with radically different syntactic structures (her duck is in one case like me jump and in the other case like my dog) and also with distinct lexical meanings (the noun and the verb duck have the same spelling and pronunciation but quite distinct interpretations).

Sentence (48d) illustrates scope ambiguity. We can interpret the sentence as simply assigning some lover to each person (there is always the person’s mother!) or as saying that someone is a universal lover (perhaps a divinity). The ambiguity here arises from the relation between someone and everyone: a scope ambiguity is not lexical but structural. But (48d) differs from (48b) and (48c) in having only a single surface syntactic structure. There have been arguments offered that sentences like (48d) do have multiple syntactic structures at some nonsurface level; we adopt such an approach in chapter 3. It is controversial, however, whether all scope ambiguities reflect syntactic ambiguities. If there are sentences whose ambiguity is nonlexical and that do not involve distinct syntactic structures, then structures or constructional principles that play no syntactic role are needed for semantic interpretation. We leave it as an open question whether there are any nonlexical, nonsyntactic ambiguities of this kind.

For linguistic purposes, ambiguity (multiplicity of interpretations assigned by the language system) is distinguished both from vagueness and from deixis or indexicality.

Vagueness is a matter of the relative looseness or of the nonspecificity of interpretation. For example, many linguists is noncommittal as to the precise number of linguists involved. It seems to be part of what we know about many that it is imprecise in this sense. We discuss semantic imprecision in chapter 8. Virtually all expressions are general: kiss does not specify whether the kiss lands on the lips or cheek, etc., of the one kissed. But neither many linguists nor kiss would count as having multiple meanings on these grounds (that is, as synonymous with, for example, 350 linguists, 400 linguists, 379 linguists, or again with kiss on the lips, kiss on the cheek).

Deixis, or indexicality, is involved when the significance of an expression is systematically related to features of the contexts in which the expression is used. For example, the first-person pronoun I is an indexical expression, but it is hardly ambiguous simply because it is sometimes interpreted as referring to Gennaro, sometimes to Sally, sometimes to you.
It is not always as easy to distinguish ambiguity from vagueness and indexicality as our examples might suggest, and we will return to these topics in later chapters. One test of ambiguity is the existence of distinct paraphrases for the expression in question, each of which conveys only one of the interpretations in question. An expression is a paraphrase of a declarative sentence for these purposes if it expresses exactly the same information as the original does on one way of understanding it; paraphrases will share all entailments with the given interpretation. Distinct paraphrases will usually have distinct entailments. The distinct interpretations must not be explicable in pragmatic terms; for example, "I'd like a glass of water" probably does not count as ambiguous, because how it is understood depends on pragmatic factors: on what an utterance of it is intended to accomplish. In general, expressions that are ambiguous can be used only with one of their meanings in any given situation. Exceptions are cases of punning and are clearly very special. There are many clear cases of lexical, structural, and scope ambiguities, and there are also some instances where intuitions do not settle the question of how different interpretations should be analyzed. For now, however, we simply want to emphasize that ambiguity is an important semantic phenomenon and that it is distinct from both vagueness and indexicality.

**Exercise 4** For each of the following sentences, state whether you judge it to be ambiguous, and for ambiguous sentences, disambiguate them by providing unambiguous distinct paraphrases of their possible interpretations.

1. Everyone didn't like the movie.
2. Someone came.
3. Joan should be in New York.
4. The missionaries are too hot to eat.
5. The students are revolting.
6. A lot of people came to Chomsky's lecture.
7. Andrea is feared.
8. Mindy likes Cynthia better than Jonathan.
9. Visiting relatives can be tedious.
10. Elizabeth didn't finish her thesis to please Jim.
11. She was upset.
(13) John left early and Bill left early or Sue left early.
(14) Zelda ran the Boston marathon.
(15) Every faculty member was met by two student guides.
(16) Every student thinks that she is a genius.

3.5 Synonymy
In discussing ambiguity, we mentioned the notion of one expression's being a paraphrase of another, or synonymous with it. Judgments of synonymy, or semantic equivalence—that distinct expressions have the same meaning—turn out to be somewhat complex: they are relative to certain purposes or restricted to certain domains. If explicit content, that is, informational significance, is all that is at stake, then the sentences in (50) count as synonymous with one another: they share all their entailments, which is what we required of a disambiguating paraphrase.

(50) a. Those women at the corner table look ready to order.
    b. Those ladies at the corner table look ready to order.
    c. Those dames at the corner table look ready to order.

Suppose that one of these sentences is uttered by the head waiter to his underling. She doesn’t quite catch what was said and asks another one of the servers, who, to report what was said, might perfectly well reply,

(51) He said that...

and choose any one of the sentences in (50) to complete (51). It is irrelevant to the server's immediate purposes how the other server identifies the customers that the head waiter says are ready to place an order, so long as she does so accurately. Even if the report is not the same sentence that the head waiter actually uttered, the reporter has not misrepresented the content of what he said. She has made a judgment of synonymy, or semantic equivalence, that fits with judgments of other native speakers.

The notion of synonymy involved here we call content synonymy, and we can define it in terms of mutual entailment.

(52) $A$ is (content) synonymous with $B =_{df} A$ entails $B$ and $B$ entails $A$.

We could equally well have required that $A$ and $B$ share all their entailments, that is, that for any $C$, if $A$ entails $C$, then $B$ entails $C$, and vice versa. Two sentences will satisfy definition (52) if and only if they have all the same entailments. What content synonymy requires is just that $A$ and $B$ are true in exactly the same set of circumstances.

There is another sense in which speakers judge that the sentences in (50) have different meanings and thus are not (fully) synonymous. In choosing
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To utter one rather than another of these sentences to describe a situation, speakers can convey something important about their attitudes toward that situation and those involved in it. The differences involved are traditionally said to be connotations or a matter of tone; they may ultimately be a matter of presuppositions. In any case, they can be quite consequential. Suppose, for example, that the head waiter must later defend himself in a sex-discrimination suit filed by the server who was told what he had said. In this case how he said it does indeed matter.

Let us turn to some different examples. Speakers judge that the sentences in (53) share the same informational significance; they are content synonymous.

\[(53) \begin{array}{l} a. \text{The police searched Sarah.} \\ b. \text{Sarah was searched by the police.} \end{array} \]

Again, this judgment seems to be grounded in the fact that \((53a)\) entails \((53b)\) and vice versa, that they share all their entailments. Yet doubt has been raised about the claim that passives are always content synonymous with the corresponding actives. Why? Precisely because in some cases it is not obvious that corresponding actives and passives do share all their entailments. For example, \((54a)\), first discussed in Chomsky (1957), certainly does not entail \((54b)\): \((54a)\) is true, and \((54b)\) false, if the circumstances are as described in \((54c)\).

\[(54) \begin{array}{l} a. \text{Everyone in this room speaks two languages.} \\ b. \text{There are two particular languages such that all the people in the room speak those languages.} \\ c. \text{There are four people in the room, one of whom speaks only Italian and English, another only Finnish and Swedish, another only Hebrew and Russian, another only Yoruba and French.} \end{array} \]

The question is whether \((55)\), the passive counterpart of \((54a)\), is also true in the situation described by \((54c)\) or in any other situation where \((54b)\) fails to be true.

\[(55) \text{Two languages are spoken by everyone in this room.} \]

Here judgments are much less clear. What is clear is that the syntactic difference in \((54a)\) and \((55)\) leads to a difference in what an interpreter is likely to infer. From an utterance of \((55)\) we are inclined to infer that the situation is not that described in \((54c)\) but rather one where there are two particular languages that all speak, perhaps English and Japanese. Is this inclination a matter of entailment, or is it some less strong kind of implication? Here judgments are divided. The important point for our present
purposes is not whether (54a) and (55) are content-synonymous, whether they express the same literal content. What matters for this discussion is the strong link between negative judgments on equivalence of content and negative judgments on identity of entailments.

No one is likely to deny, of course, that the difference between the active and passive can be important in interpretation. As we have just noted, (55) certainly suggests something that (54a) does not. And even where an active and passive clearly entail one another, as in (53) and many other pairs, substitution of one string for the other in certain contexts may fail to preserve mutual entailments. The sentences in (56), for instance, clearly do not entail one another.

(56)  
- a. Unwillingly the police searched Sarah. [The mayor forced them.]
- b. Unwillingly Sarah was searched by the police. [They had to tie her down.]

In other words, how a sentence structures the content it expresses can apparently matter to the contribution that sentence makes to the content of sentences in which it is embedded. Even if $A$ and $B$ have exactly the same entailments, it seems that two sentences $C(A)$ and $C(B)$ that differ from one another only in that $C(B)$ contains $B$ where $C(A)$ contains $A$ may differ in their entailments.

There are other ways in which sentences that express the same content can, in some sense, differ in meaning. For example, consider the different utterances in (57), the first of which places focus on Mary, the second of which places focus on cake (CAPS indicate focal stress). The sentences in (58), while structurally different, are identical in focal structure (and arguably also in entailments) to those in (57).

(57)  
- a. MARY baked the cake.
- b. Mary baked the CAKE.

(58)  
- a. It was Mary who baked the cake.
- b. It was the cake that Mary baked.

Sentences (57a) and (58a), which focus on Mary, might both be used, for example, to answer someone who uttered (59a), whereas (57b) and (58b), which focus on cake, strike us as badly suited for that job but just what is needed to answer someone who asks (59b).

(59)  
- a. Who baked the cake?
- b. What did Mary bake?

It is sometimes claimed that perfect synonymy does not exist. What is usually meant by this is that formally distinct expressions are nearly always
used in somewhat different ways, are appropriate in somewhat different contexts. This can involve their syntactic structure, their tone, what they suggest, the metaphoric possibilities they evoke, even matters of phonological and phonetic structure. If synonymy of distinct expressions means that we judge them appropriate in exactly the same range of contexts, effective for precisely the same purposes, then it is no surprise that plausible candidates are hard to find.

On the other hand, mutual entailment can be quite reliably judged, as can certain other properties relevant to semantic equivalence (for example, identity of focal structure). Mutual entailment, however, is basic; it generally provides the minimal basis for judgments of synonymy relied on in assessing accuracy of translations from one language to another and of second-party reports of what someone has said. Sometimes more is needed for an adequate translation or report, but mutual entailment is the necessary starting point.

### 3.6 Contradiction

*Contradiction* is intimately linked to entailment. When we said that (14), “Lee kissed Kim passionately,” entails (15d), “Lee touched Kim with her lips,” for example, we were guided by the judgment that (60), the conjunction of (14) with the negation of (15d), is contradictory.


What is meant by saying that (60) is contradictory? We can informally define contradiction in either of the following ways:

(61) $A$ is *contradictory* $\equiv_{df}$

- $A$ can never be true
- there is no possible situation describable by $A$

That is, in judging (60) to be contradictory, we deem that it is false no matter what the facts might be, that it describes no possible situation. Contradiction can also be thought of as a relation between sentences; the informal definitions in (62) can get us started.

(62) $A$ and $B$ are *contradictory* $\equiv_{df}$

- $A$ and $B$ cannot both be true; whenever $A$ is true, $B$ is false, and whenever $B$ is true, $A$ is false
- a situation describable by $A$ cannot also be a situation describable by $B$
When we speak of one person $x$ contradicting another person $y$, we mean that what $x$ has asserted contradicts what $y$ has asserted. Lois's response of no to her mother's assertion of $A$ is tantamount to an assertion by Lois of "not $A$," which contradicts her mother. $A$ and $B$ are said to be contradictories if each contradicts the other; $A$ and not $A$ are contradictories par excellence. If a sentence is contradictory, it will have entailments that are contradictories. More specifically, among its entailments will be a pair of sentences one of which is the negative of the other.

As with intuitions about entailments, initial judgments about contradictoriness can be subjected to further tests. We can defeat a claim that $A$ and $B$ are contradictory by showing a situation to which they both apply. Sometimes sentences that overtly express contradictions are used for other purposes. For example, (63a) might receive as an answer (63b), which looks like a contradiction but is interpreted along the (noncontradictory) lines suggested in (63c). We do not simply interpret the speaker who utters (63b) as committed to an impossibility.

(63)  

\begin{enumerate}
\item a. Is Andrea smart?
\item b. She [Andrea] is [smart], and she [Andrea] isn't [smart].
\item c. Andrea is smart in some respects but not smart in other respects.
\end{enumerate}

We consider similar examples in more detail in chapter 8, section 5.

3.7 Anomaly

Contradictions are clearly incoherent; we might well say that (60) doesn't make sense because it entails contradictories. Few would be tempted to say that (60) is ungrammatical, however, or that it is completely meaningless. The problem seems to be that its meaning includes, in some sense, obviously incompatible parts, the two clauses that are conjoined. Each of the constituent clauses is, however, perfectly fine on its own; incoherence arises from combining them.

Incoherent sentences that are not surface conjunctions of contradictory sentences do not so blatantly generate contradictory entailments. Indeed, their incoherence is often such that we are hard pressed to see that they have any entailments at all. Linguists have spoken of anomaly in cases like those illustrated in (64).

(64)  

\begin{enumerate}
\item a. The square root of Milly's desk drinks humanity.
\item b. Colorless green ideas sleep furiously.
\item c. To laugh is very humid.
\item d. The fact that cheese is green skipped inadvertently.
\item e. Being a theorem frightens consternation.
\end{enumerate}
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f. My toothbrush is blonde and buxom.

g. That rock thinks it’s too good to hold the door open.

Chomsky (1965) introduced the notion of selectional restrictions to mark such sentences as ungrammatical. A verb like drink, he noticed, carries the information that its object designates something drinkable—a liquid or semiliquid substance perhaps, but at the very least something concrete rather than abstract—and that its subject designates something that might be a drinker, minimally, an animate being, we might suppose. The idea, then, was to provide a mechanism to ensure that drink selects only arguments satisfying such restrictions. From information given in its lexical entry, drink would be marked by something like the following “selectional feature”:

\[(65) \ [+\ [+\text{animate}] \ -\text{abstract}]\]

This is a contextual feature indicating that drink must only be inserted where there is a preceding animate subject and a following nonabstract object. Subject and object NPs, it was assumed, would receive feature specifications from their head nouns; humanity, for example, would be marked \([+\text{abstract}]\) and square root \([-\text{animate}]\). Violations of selectional restrictions would arise from mismatches between features and would be ungrammatical.\footnote{Sentences like those in (64) do seem very strange, and their strangeness seems different from that of a simple contradiction like (60), “Lee kissed Kim passionately, but she didn’t touch him with her lips.” The constituent clauses in (60), “Lee kissed Kim passionately” and “she [Lee] didn’t touch him [Kim] with her lips,” are each semantically unproblematic; each describes a possible situation. The oddness of (60) is that passionate kissing and not touching with the lips are brought together in a single event. The anomalous sentences in (64) are not strange in precisely the same ways or to the same degree. Some of them even seem more susceptible to being put to good use than does (60). We can imagine ways of interpreting sentences like (64f) and (64g), for example (someone might, for instance, have a toothbrush that looks like a woman, or someone might pretend or even believe that rocks are thinking beings). Yet (64a) and (64e) seem virtually impossible to make any sense of (the very notion of square root would seem to preclude a desk’s having one or it’s being something that might drink, and similarly, consternation seems incomparable to the kinds of things that can be frightened: people and other sentient beings).

It has often been pointed out that poetic uses of language are sometimes anomalous if interpreted in the usual and most obvious ways. Personifica-
tion, for example, is a familiar poetic device, and (64f) and (64g) might easily be interpreted from that perspective. But the very fact that interpretation of these sentences typically suggests that their utterers are presenting toothbrushes and rocks as personlike calls for some explanation. Sentence (64b), famous from Chomsky's use of it in *Syntactic Structures* to illustrate the possibility of divergence between grammatical and semantic well-formedness, is the final line of a poem by John Hollander, where it seems vaguely evocative.8 Again, the question of how its appropriateness there is achieved needs to be addressed.

The point is not that the sentences in (64) are semantically acceptable (although some of them may be) but rather that they are semantically distinct from one another, and a theory that simply marks them all as meaningless does not reveal this. As in the case of straightforward contradictions, the individual words and the syntactic constructions are semantically unproblematic; what is odd are the combinations, and some are much odder than others.

In some cases the oddness seems linked more to the structure of the world than to facts about linguistic meaning: rocks just aren't the kind of thing that thinks, as it happens, but this seems less a matter of what rock and think mean than a matter of what rocks and thinking are like. People are inclined to say that someone might wonder or claim or wish that rocks think. The study of artificial intelligence has raised the possibility of machines' thinking, a possibility that might well have been deemed as strange a century or so ago as that of rocks' thinking. On the other hand, (64e) seems far more peculiar; because it is an abstract entity, consternation is completely outside the realm of things that might be frightened. We cannot begin to understand someone's wondering whether consternation has been frightened. Someone who utters (64e) with apparent seriousness will be thought to have made a slip of the tongue or some other linguistic mistake (perhaps not knowing the meanings of some of the words used), to be suffering from some form of aphasia, to be mentally disturbed in some way. It would be quite strange for another to report the event by saying, (66) Lindsey wonders whether being a theorem frightens consternation. Sentence (66) seems hardly easier to interpret than sentence (64e). Similarly, sentence (64a) seems to resist any kind of interpretation: a desk is not a number and therefore in some fundamental way not the sort of thing that could have a square root, and numbers are not the sort of things that drink.

The correct conclusion may be that judgments of anomaly pick out a somewhat heterogeneous set of expressions, some of which are simply
contradictions (with the incompatible entailments perhaps less immediate than in the cases that are obvious contradictions), others of which describe situations that are bizarre because of how the world works, and others of which involve a kind of semantic incompatibility other than that of contradiction (perhaps a semantic analogue of the notion of a violation of selectional restrictions).

What might this special kind of semantic incompatibility be like? It might somehow be part of the meaning of *drink*, for example, that it is only predicable of a certain range or sort of object, a sort that does not (at least in normal or literal uses) include square roots. Though it might be difficult to decide for a particular sentence whether it is *sortally deviant* (what is often called a *category mistake* in the philosophical literature) or anomalous in some other way, semantic anomaly, as illustrated in (64), is quite pervasive, is apparently distinct from the other phenomena we have considered, and seems clearly to call for some kind of semantic account.

One proposal is that some kinds of anomaly involve incompatible presuppositions. This would make anomaly analogous to contradiction, which involves incompatible entailments. The problem of distinguishing (certain cases of) anomaly from contradiction would then reduce to the problem of distinguishing presupposition from entailment, a matter we have touched on already and will later take up in more detail.

### 3.8 Appropriateness

One characteristic of anomalous expressions is that they are inappropriate for use in most contexts. People seem able to judge that particular expressions are or are not *appropriate* for uttering in particular contexts, and some have tried to incorporate an account of appropriateness conditions into a theory of linguistic semantics. As we noted above in section 3.2, sentences are often judged inappropriate for contexts where their presuppositions are at issue or somehow controversial. Appropriateness is sometimes held to be a more general and useful notion for semantic theory than that of truth, or descriptive applicability, which was central to our discussion of entailments and contradictions. Only declaratives are sensibly said to describe a situation, or to be true of certain circumstances; interrogatives and imperatives are susceptible to the defect of inappropriateness rather than that of falsity. It is sometimes thought that a theory of appropriateness might replace a semantic theory based on truth. Appropriateness is often appealed to in explaining how speech acts are performed, how we manage to “do things with words”: assert, inquire, promise, entreat, and the like. Some examples will illustrate. It is inappropriate for us to promise
you to do something that we do not believe ourselves capable of doing (teach you all there is to know about meaning) or to do something we have no intention of doing (resign our positions if you don’t like our book). It is inappropriate to assert something that we do not ourselves believe or that we do not want to give you reason to believe. It is generally inappropriate to inquire whether pigs have wings if we know whether pigs have wings (though, of course, examiners in pig biology may put the question to their students, knowing full well its answer). In chapter 4, we discuss speech acts in some detail. To perform a certain speech act is, in part, to adopt a certain attitude toward the content of what one says and perhaps also sometimes to urge a certain attitude on the part of the hearer (“Is that a promise or a threat?”).

A related but slightly different area where appropriateness is appealed to is in judgments of whether a particular expression fits in a particular discourse slot, whether the discourse itself is sensible, coherent. If you have just uttered (67a) to the instructor, then (67b) seems highly inappropriate as her response.

(67)  

a. Can I have a copy of the answer sheet?  
b. Yes, and Joan is similar.

There are clearly many more factors involved in assessing discourse appropriateness than what linguistic expressions mean. For example, relevance is a factor in assessing discourse appropriateness, and knowing what is relevant may involve all kinds of nonlinguistic knowledge. It seems quite unlikely that we could explicitly specify for all sentences of the discourse all the contexts in which they might be appropriate, though for some expressions we might be able to characterize at least partially the class of inappropriate contexts (see the discussion of presupposition in chapter 6).

Appropriateness is also invoked in dealing with matters of stylistic register: certain forms are reserved for church services, others are appropriate for the locker room, others for family dinners. It is generally inappropriate to mix registers, to use them in the wrong contexts, just as it is inappropriate to wear tennis shoes with a ball gown or to wear a ball gown to your linguistics class. Appropriateness here seems linked to cognitive significance: choosing a certain style signals a certain attitude toward the speech situation.

The notion of appropriateness is thus something of a mixed bag. Appropriateness does not seem to be structured like truth. There is no generally recognized relation of one expression’s being dependent on another for its
appropriateness parallel to the entailment relation, where one sentence must be true if another is. Nor does appropriateness seem to be readily amenable to a compositional treatment; certainly, no one has offered any general account of how to project appropriateness of (indefinitely many) complex expressions from appropriateness-related properties of their constituents. In other words, it does not seem that appropriateness will replace truth as a fundamental notion for semantic theory.

Nonetheless, recent work on such topics as presupposition has suggested that certain aspects of appropriateness may be characterizable in a much more rigorous way than was once thought possible. As we pointed out, the sentences “Lee got a perfect score on the semantics quiz” and “It was Lee who got a perfect score on the semantics quiz” entail one another; truth-based considerations do not distinguish them. The latter sentence, however, presupposes that someone got a perfect score, whereas the former does not. As we shall see in chapter 6, the presupposition of the cleft restricts the range of contexts in which its utterance is appropriate. It would be inappropriate to utter it in response to the question “Did anyone get a perfect score on the semantics quiz?” for example. Considerable progress is being made in developing empirically sound and theoretically sophisticated discourse theories that elucidate what is involved in such judgments for these and certain other kinds of cases. We will also see that something systematic can be said about how presuppositions of complex sentences relate to the presuppositions of constituent sentences.

4 Summary

We have given the reader an indication of the main aspects of language that a theory of meaning must deal with. Meanings form a productive system in which new meanings can always be expressed. There are aspects of meaning that may be constant across all human languages. Furthermore, meaning encodes information about the world and plays a role in giving a shape to our mental states. A theory of meaning must shed light on all these issues. We have also discussed the different types of semantic judgments in which what we know about meaning manifests itself, and we have provided a preliminary classification of such judgments. We are capable of assessing certain semantic properties of expressions and how two expressions are semantically related. These properties and relationships and the capacity that underlies our recognition of them constitute the empirical base of semantics.
In presenting a theory of semantics that tries to shed light on all these aspects of meaning, we are guided throughout by what Jackendoff (1983, 13) dubs the "grammatical constraint": "prefer a semantic theory that explains otherwise arbitrary generalizations about the syntax and the lexicon." The adherence to this constraint is what perhaps most sharply distinguishes our approach from that of philosophical logicians.
1 Introduction

We have outlined what we think the empirical coverage of a theory of meaning should be. This will help us in directly addressing the question, What is meaning? Answers should be evaluated on the basis of how well they account for the phenomena singled out in chapter 1.

The question of what meaning is, is important to any discipline concerned, directly or indirectly, with cognition, that is, with how humans process information. To indicate where we stand with respect to some of the traditional views of meaning, it is convenient to classify approaches to meaning in three groups.

The first family of theories can be labeled “referential” or “denotational.” This kind of theory is outward looking; its main emphasis is on the informational significance of language, its aboutness. Meaningfulness lies, according to this view, in the relations of symbols and configurations thereof to objects of various kinds. The study of meaning is the study of such relations. This tradition is the basis of the semantic techniques that have been developed within mathematical and philosophical logic.

It seems reasonable to maintain that the study of the relation of symbols to what they stand for must indeed be part of an account of meaning. For otherwise, how could we understand the fundamental fact that configurations of symbols carry information about all the diverse aspects of our experience?

A second family of theories of meaning might be labeled “psychologistic” or “mentalistic.” Theories of this sort are inward looking and focus on the cognitive significance of language. The meaning of a configuration of symbols, according to this view, lies in what we grasp when we manipulate them; that is, it lies in the internalized representation of their retrievable
content. The study of meaning is the study of how contents are mentally represented, the study of semantic representations. This tradition is the basis of much semantic work in psychology and artificial intelligence.

It seems reasonable to maintain that a given configuration of symbols has meaning for us only if we are able to grasp its content, which involves mentally representing it. If such representations are crucial in mediating between symbols and their content, we must not exclude them from semantics.

A third family of theories might be labeled “social” or “pragmatic.” Its emphasis is on communication as a social activity. According to this view, meaningfulness lies essentially in the way agents use symbols in the course of their interactions with each other.

Again, it seems indubitable that we actually do things with words (saying “I promise to behave” constitutes, under the right circumstances, making a promise) and that key semantic notions like referring or making sense of some set of symbols involve activities. The way we actually use symbols, what we do with words, must play a central role in semantic considerations.

We believe that these three perspectives are by no means incompatible. On the contrary, meaning has all three aspects (namely, the denotational, representational, and pragmatic aspects). Any theory that ignores any of them will deprive itself of a source of insight and is ultimately likely to prove unsatisfactory.

Suppose that we adopted an approach of the second kind, an approach that studied meaning by relating symbols to mental representations or mental procedures of some sort, and stopped there. That would amount to limiting the domain of semantics to the relations between a language, which is a form of representation, and another representation. In other words, one would be relating two representations, translating one into the other (for example, translating our public language into an internal mental code, our “language of thought,” say\(^1\)). But how can mapping a representation onto another representation explain what a representation means, that is, what its information content is? Representations, routines, and procedures that manipulate symbols are precisely the kinds of things that have meaning. Mapping a representation \(A\) onto a representation \(B\) will not in itself tell us what representation \(A\) means. It will simply transform the problem of what \(A\) means into the problem of what \(B\) means. Only if we know what \(B\) means, what information \(B\) carries, will mapping \(A\) onto \(B\) help. In other words, even if our interaction with the world is always mediated by representation systems, understanding such systems will eventually involve considering what the systems are about, what they are representations of.\(^2\)
Thus, what is needed is some way of talking about what a representa­
tion represents, that is, a theory of the information content of a system of
symbols. We have to understand how information flows when we interact
in certain ways. Only that, we think, can give to a theory of semantic
representation its actual semantic bite.

The denotational perspective (the first one of those outlined above) seems
to be promising in connection with the problem of explaining the link
between symbols and their information content, in connection with the
aboutness of language. In a nutshell, from a denotational point of view,
symbols stand for objects. Consequently, configurations of symbols can be
used to encode how objects are arranged and related to one another. We
believe that this simple idea can be further articulated and developed into
a full-fledged theory of what we are calling “information content.” We will
try to argue that such a theory leads to valuable insights about the structure
and role of semantic representations and also meshes well with a view of
language as a social activity. We hope, however, that even the reader who
is not fully convinced by these arguments will find in what follows a battery
of puzzles, techniques, and ideas crucially relevant to semantic analysis.

2 Denotation

It is often said that a name, *Pavarotti*, say, refers to or denotes its bearer
(the popular singer). We shall use *denotation*, *denotatum*, *reference*, and
*semantic value* for what a name (or some other expression) denotes.

The significance of a name does appear to consist largely of its being
related to a given semantic value, a certain individual, say. Conceivably,
the same paradigm might be extended to kinds of expressions other than
proper names; perhaps it might be extended to expressions of any kind
whatsoever. If that turned out to be the case, the denotation relation might
constitute the most fundamental semantic relation.

2.1 Denotation and the foundations of semantics

Other noun phrases (NPs) besides proper names seem to derive their
significance or semantic power from their reference. For example,

(1) a. It is a pencil.
    b. This is yellow.
    c. The tallest man in the world lives in Los Angeles.

For an utterance of (1a) to be felicitous, there must be some salient object
in the context that is taken as the semantic value of the pronoun *it*. Similar
considerations apply to (1b), where the reference of the demonstrative this might be individuated in our perceptual space by means of an act or demonstration. Sentence (1c) is an example that contains a definite description. The reference of the subject NP in (1c) is determined by whoever satisfies or fits the descriptive content expressed by the nominal tallest man in the world. Typical properties of definite descriptions are that they sound odd if nothing or more than one thing satisfies their descriptive content, as illustrated by the following examples.

(2) a. The present queen of France is smart.
   b. The book that Agatha Christie wrote is about Hercule Poirot.

What is strange about utterances of these sentences is that there is no present queen of France and that Agatha Christie has written more than one book about Hercule Poirot. A theory of definite descriptions would have to account for these oddities.

Let us go back to referential NPs in general. To convince oneself that the notion of reference is central for the NPs in (1), it is sufficient to ask the following simple question: Could we say that we understand the meaning of the NPs in (1) if we didn’t know what they referred to? Hardly, it would seem. The NPs in (1a) and (1b) clearly convey no information by themselves. The NP in (1c) does, yet its semantic role is to create an appropriate referential connection with some entity, and there is something distinctly odd (as we have seen in connection with (2)) if such a referential connection cannot be established. Thus, the notion of reference appears to be a fundamental component of what the NPs in question mean.

Of course, to grant this is not enough. Even if we believed that what makes the NPs in (1) meaningful is their relation to a denotation, one would still need an account of, for example, the much more direct role that the context plays in, say, fixing the reference of (1a, b) as compared to (1c). Even remaining within the limits of referential NPs, there is a wide variety of issues that a theory of reference faces.

NPs can refer not just to individuals but also to pluralities or collections of individuals:

(3) a. The students in my class are American.
   b. The students in my class outnumber those in yours.

In (3a) the subject NP refers to a plurality of students in a distributive way. That is, the property of being American is attributed individually to each student in the relevant class. In contrast, in (3b) the subject NP refers to a plurality in a collective way. No individual student in the relevant class
outnumbers anything; only the students as a group do. NPs can also refer to substances, actions, and abstract entities:

(4)  
   a. Gold is expensive.  
   b. Running is healthy.  
   c. Justice should be prized.  

They can refer to fictional characters:

(5) Bond is my hero.

What these examples suggest is that saying that the meaning of NPs such as those we have been considering consists of their relation to some denotatum is not saying much. Even at this preliminary level one can see that this view needs to be supplemented by theories of pluralities, abstract entities, fictional characters, etc.

In fact, there is a general point that is appropriate to make in this connection. To say that an NP like those we have been considering refers to an individual does not commit us to any preconceived view of what individuals are, nor does it presuppose that the notion of an individual is unproblematic. This comes up in an obvious way when we deal with, say, abstract nouns, as in (4c), but it is true of ordinary physical objects as well. Physical objects form causal patterns whose individuation across time or whose location in our perceptual space raise very interesting puzzles. To use a classical example, all the material parts of a table can be gradually changed in subsequent repairs and yet the table might be regarded as the same object before and after such repairs. Thus what we must mean by the table cannot be simply identified with the sum of portions of matter that make it up at a given time. Questions of this sort actually turn out to have direct semantic relevance.3

In spite of all the problems that there are, it is hard to see how in semantics one could dispense with the notion of an individual or with the notion of reference. Among other things, such notions seem to support a compositional theory of semantic relations (such as entailment or presupposition), even if all they do is link semantics to theories of how objects of various sorts are conceptualized. We hope that this idea will become clearer as we go along.

The following considerations add a further dimension to the problem of reference. Take the example in (6).

(6) A/some/every/no student in my class is blond.

In all these cases we have a nominal (student in my class) that is combined with what is generally called a determiner (a, some, every, no, etc.). What could the resulting NPs in (6) denote? It is far from clear. One is tempted
to say, Nothing at all. In fact, these NPs are often called nonreferential.

There just is no obvious simple way to find a reference for NPs like *every student*. One might try to argue that *every student* denotes the class of students. Then the sentence “Every student outnumbers the professors” should have a sensible meaning that is roughly paraphrasable as “The class of students outnumbers the professors.” But it doesn’t. Furthermore, one would expect that a sentence like “Every Italian doesn’t like Pavarotti” should be unambiguous and mean roughly “The class of Italians does not like Pavarotti.” But such a sentence has (at least) two readings: “Not every Italian likes Pavarotti” and “Every Italian dislikes Pavarotti.” Arguments in a similar vein can be constructed against other similar attempts to find a straightforward and intuitively simple denotation for the other NPs in (6).

**Exercise 1** Assume that *a woman* denotes an arbitrarily chosen woman. What problems does this assumption run into? (Hint: consider what sentences like “In my class, a woman is blond and a woman is red-haired and …” and “Every man loves a woman” would be expected to mean under the assumption in question.) Assume that *no woman* denotes a class that contains no women. Argue for or against such an hypothesis.

So, if we wish to pursue the idea that meaning can be accounted for in terms of a relation between expressions and their denotata, then the problem of nonreferential NPs constitutes a formidable challenge.

Now as pointed out in the introduction to this chapter, part of the appeal of the idea that semantics is essentially denotational lies in the fact that it would enable one to explain the aboutness of language, how it is that expressions have content. As a very rough first approximation one might say, for instance, that “Pavarotti is cute” conveys information about Pavarotti, because the name occurring in that sentence refers to that singer. Thus, what we say using the name *Pavarotti* will be understood as being about that particular entity. However, we have argued in chapter 1 that there are other empirical phenomena that a theory of meaning should account for, such as what we have called the productivity of meaning and judgments of semantic relatedness. How can we extend the denotational approach that we are considering so as to account for these other phenomena?

To account for productivity, it seems that we need two things: first, a way to determine what expressions of syntactic categories other than that of NPs denote, second, a procedure to determine how the reference of complex expressions depends on the reference of their components.
Let us see what the problems involved are by looking at a simple example.

(7) Pavarotti is an Italian singer.

Sentence (7) is generated by combining the NP *Pavarotti* with the verb phrase (VP) *is an Italian singer*. We might say that the VP *is an Italian singer* has a property as its semantic value. Properties can be predicated of individuals. The result of predicking a property of an individual is something like a state of affairs or situation. So sentence (7) might be regarded as having a situation (or a state of affairs) as its semantic value, intuitively, one in which *Pavarotti* has the property of being an Italian singer.

It might be possible to extend this strategy to more complex constructions. Forming an hypothesis concerning the denotation of other categories besides NPs, and in particular concerning the denotation of sentences, might help us in this task. To see this, let us take a first stab at the hard problem of such nonreferential NPs as *every woman* or *no woman*. We might try to analyze such NPs along the following lines. Let us say that these NPs indeed lack a denotation. This does not mean that they do not play any semantic role. The semantic role of, say, *no woman* would be that of combining with a property (such as, say, the one associated with the VP *smokes*) to yield a situation or state of affairs in which no woman smokes. The idea is to specify the semantic role of nonreferential NPs indirectly via the contribution that they make to the specification or description of the state of affairs associated with the sentences in which they occur. The same strategy might be applied to other nonreferential expressions (such as *and*, *because*, etc.).

Of course, to pursue this line of analysis we would have to overcome many more problems (for example, nonreferential NPs combine with expressions of many different syntactic categories, prepositions, for example, as in “I walked with every student,” etc.). But the above considerations do lend some preliminary support to the idea that our overall strategy of providing a referential analysis for various kinds of expressions may be viable. If so, we could have an arguably elegant account for the productivity of meaning in terms of a primitive denotation relation.

Here is how we proceed. We can classify objects in various semantic categories (say, individuals, properties, situations, etc.), and we can individuate various ways of combining those objects (for example, predication combines individuals with properties to give states of affairs). Expressions of different syntactic categories would be associated with objects of different semantic categories (or types); syntactic modes of putting expressions to-
gether would correspond to ways of combining the objects that those expressions denote. In this way one could always compositionally figure out the object that any given expression denotes in terms of the objects that its component expressions denote and the way in which they are put together. This also explains more precisely how configurations of symbols carry information about arbitrarily complex states of affairs.

This program is thus of potential interest, for there are grounds to believe that it might account for both the aboutness of language and the productivity of meaning, two important desiderata for a semantic theory. There are, however, some further problems that call for attention. We can bring them into focus by considering in more detail the kinds of entities that we need to assume as semantic values for expressions of categories other than NP. Let us consider in particular sentence denotations, what we have intuitively called "situations" or "states of affairs."

First notice that the notion of a situation or state of affairs that we need to support the notion of a sentence denotation is itself quite problematic. To see this consider the following examples:

(8)  

a. Pavarotti is French.

b. If Pavarotti sings "O che gelide manine," I want to be there.

What states of affairs can (8a, b) denote? There is no actual state of affairs or situation that corresponds to (8a). Perhaps we might say that (8a) denotes a "hypothetical" or "possible" situation. Similarly, what sort of a state of affairs or situation can (8b) denote? It must be some kind of "conditional" state of affairs.

But notions like "possible state of affairs" or "conditional situations" are quite abstract and not immediately clear; in particular, they do not appear to be any clearer than the notion of a sentence denotation, which is what we want to explain. And objections of this kind are not confined to sentence denotations. They also apply, for example, to the notion of "property," that is, what we have indicated as a possible candidate for the role of VP denotations.

What about intuitions of semantic relatedness? Here lies the heart of the problem for the kind of semantic approach we have been considering. To see this, take the following example:

(9) Someone is an Italian singer.

Clearly, (7) is related to (9). The information that (9) conveys is somehow implicit in (7), and this knowledge is part of what we know about the meanings of (7) and (9). So, for example, it is impossible to assert (7) and
deny (9). The relation between (7) and (9) is that of entailment, discussed in chapter 1.

We know that any sentence can enter a potential infinity of such relationships. That is, any sentence entails and is entailed by a potential infinity of other sentences, and when confronted with a pair of sentences, we are in general able to judge what entails what. Appealing to properties, predication, situations, and the like will not suffice, unless these notions are able to support a theory of semantic relatedness, among other things, a theory of entailment. In particular, to enable us to characterize entailment, the structure of properties or situations must be rich enough to support a logic. Appealing to properties or situations without specifying their logic is, in Donald Davidson's words, labeling a problem rather than solving it.

Again, it should be intuitively clear that the above argument applies not just to properties or situations but also to sorts of things that we might want to assign to expressions as semantic values. Appealing to any kind of thing whatsoever will be of little help if the logical structure of such a kind is not specified, that is, if no theory of entailment comes with it.

Now it is appropriate to ask the following question: what would it mean for, say, a theory of situations (or states of affairs) to be able to support a characterization of entailment? Let's go back to examples (7) and (9). A plausible first guess would be to say that the situation or state of affairs that (9) refers to is somehow contained in the situation that (7) is associated with. Equivalently, we might say that whenever the situation described by (7) occurs, the one described by (9) must occur. This, in turn, is equivalent to saying that whenever (7) is true, (9) must also be: saying that the situation denoted by a sentence occurs is tantamount to saying that the sentence in question is true. These preliminary considerations suggest that the logic of notions of potential semantic interest is linked in some crucial way to the notion of truth. In section 3 we will begin to explore this line of thought.

But before addressing directly the relation of denotation to truth, we would like to point out another interesting puzzle that specifically concerns the notion of sentence reference. The solution to this puzzle, advocated by the mathematician and philosopher Gottlob Frege, appeals to the notion of sense. First, we turn to the puzzle.

2.2 Reference and sense
We have assumed so far that a sentence denotes something like a state of affairs, or a situation. We shall now argue that this assumption, along with two rather plausible principles, leads to highly counterintuitive results. The principles in question are the following:
(10) a. Two expressions that entail each other (that are content­
synonymous) have the same reference.

b. If we have an expression A containing an expression B and we
replace B in A with an expression C that has the same reference
as B, the reference of A does not change.

We claim that these principles constitute valid generalizations about refer­
etial NPs. Let us convince ourselves that (10a, b) are true of referential
NPs. Consider

(11) a. the sister of John

b. the daughter of John’s parents

Content synonymy has been defined so far only for sentences. However, it
is possible to generalize it to expressions of other categories. In particular,
we can say that a referential NP A entails another NP B whenever the
sentence “x is A” entails “x is B.” Clearly, “x is John’s sister” and “x is the
daughter of John’s parents” entail each other. Thus, by the definition just
given, the NPs (11a) and (11b) entail each other. And our semantic com­
petence tells us clearly that they also must refer to the same individual
(whatever that may be). Thus principle (10a) appears to be true as applied
to referential NPs.

Consider now principle (10b). It is easy to see that this too is true of
referential NPs. Relevant examples are of the following kind:

(12) a. the sister of John

b. the sister of Mary’s husband

Suppose that John is Mary’s husband; that is, suppose that John and
Mary’s husband have the same reference. Expression (12b) is the result of
substituting “Mary’s husband” for “John” in (12a). Using the schema given
in (10b), (12a) is our A, John is our B and Mary’s husband our C. Again,
our intuitions are pretty sharp on this score: if John is Mary’s husband, the
reference of (12a) and (12b) must be the same, just as (10b) would predict.

So, the principles in (10) appear to characterize correctly two properties
of the denotation (or reference) relation, as exhibited by referential NPs. We
are trying to build our semantics on (some version of) such a relation by
generalizing it from NPs to other categories of expressions. Thus, we ought
to expect such principles to hold also with respect to the denotation of
expressions different from NPs. There is no reason to expect these prin­
ciples to be limited just to the denotation of NPs if denotation is a unitary
semantic relation. In particular, these principles should apply to the refer­
ence of sentences. Let us see what happens.
Take two arbitrary sentences (say, "It snows" and "Pavarotti is cute") and suppose that the only thing that they have in common is that they happen to be both true or both false. Let us introduce some handy terminology. If a sentence is true, we say that its truth value is true (abbreviated as T). If a sentence is false, we say that its truth value is false (abbreviated as F). Consider now the following:

(13)  
\[ a. \] Pavarotti is cute.  
\[ b. \] The truth value of "Pavarotti is cute" = T.  
\[ c. \] The truth value of "It snows" = T.  
\[ d. \] It snows.

We are going to show that by principles (10a, b), (13a) and (13d) must refer to the same thing. First, notice that (13a) and (13b) entail each other. For suppose that (13a) is true. Then the truth value of "Pavarotti is cute" is T, and (13b) would be saying that the truth value of "Pavarotti is cute" (namely T) equals T, which, of course, is indeed the case. Suppose, on the other hand, that (13a) is false. Then (13b) will be false too, since the truth value of "Pavarotti is cute" would be F, and (13b) would be saying that F equals T, which is clearly false. Since (13a) and (13b) entail each other, they must have the same reference, by principle (10a).

Now (13b) and (13c) must also have the same reference, this time in virtue of (10b), since by hypothesis (13a) and (13d) have the same truth value and (13c) is obtained from (13b) by replacing in it the definite description the truth value of "Pavarotti is cute" with the coreferential definite description the truth value of "It snows." Finally, (13c) and (13d) must have the same reference, because they too entail each other (the reasoning here is fully parallel to that used to show the content synonymy of (13a) and (13b)).

Thus, if (10a, b) are true generalizations about reference, as they appear to be in the case of NP reference, then two arbitrary sentences with the same truth value must have the same reference, or denotatum.

But now look: in the cases where the truth value of sentences can be determined, there are going to be only two truth values (true and false). We have chosen in (13) two sentences that, aside from truth values, have nothing in common semantically. At the same time we have shown that they must have the same denotatum. But then what can this denotatum be? Clearly, the denotatum must be something that those sentences have in common, namely, their truth value. That is, if the principles in (10) are valid, then the denotation of a sentence must be its truth value. To put this in different terms, if we want to maintain the principles in (10a, b), and also the idea that sentences refer to states of affairs, we are forced to conclude
that there can be at most two such things: the true state of affairs and the false one. But this seems counterintuitive at best.

What way out do we have? Perhaps there is something wrong with the principles in (10) as applied to semantic values of sentences. But it seems hard to tell what and why if the logical structure of the notion of a sentence denotation isn’t spelled out more clearly. Or perhaps we can say that the denotation of sentences is indeed their truth value. In other words, our strategy of developing a semantic theory in which referential NPs are the model for reference generally has as one of its consequences that sentences must be taken to refer to truth values. We do not in fact have an obvious pretheoretical understanding of a notion of sentence reference; our everyday talk is of sentences’ describing situations, not referring to them. Still, many find it odder to think of sentences as referring to or denoting truth values than to think of them as referring to or denoting situations. However, such a result need not necessarily be regarded as a negative one if our theory delivers what it should (a theory of entailment, presupposition, etc.).

Nonetheless, if sentences denote their truth values, then there must be something more to sentence meaning than denotation, for we don’t want to say that any two sentences with the same truth value have the same meaning. This is what led Frege to posit the notion of sense. Let us explore it briefly.

Frege proposes that sentences (and indeed, expressions of any category) have not only a reference (a standard translation of the German word *Bedeutung*) but also a sense (Frege’s term was *Sinn*). The reference of an expression is what it stands for on a given occasion of its use. Its sense, Frege says, is the way in which the reference is presented. To illustrate the distinction, Frege uses an example along the following lines. Suppose we are looking at the moon by means of a telescope. The moon corresponds to the reference. The sense corresponds to the moon’s image as projected on the telescope’s lens. The image on the retina corresponds not to the sense but to its mental representation. The sense (like the image projected on the telescope’s lens) is “objective.” The retinal image is subjective and may vary from perceiver to perceiver.

More specifically, table 2.1 shows how Frege classified the sense and reference of expressions of the categories we have been considering. The reference of an expression depends on its sense and on what the circumstances are. For example, we can determine the reference of *the morning star* by finding out what fits that description, given what we understand of it and what the facts are. According to this view, meaning is to be analyzed
along two complementary dimensions. The meaning of an expression \( A \) lies in the relation that \( A \) has with its sense and its reference.

Similar ideas have several historical antecedents and have also been elaborated by other researchers independently of Frege. For example, Ferdinand de Saussure (1916) has a distinction between *signification* and *signifié* that appears to be conceptually similar to Frege’s distinction between reference and sense.

It is worth reiterating that for Frege senses are not to be thought of as mental or psychological entities. In particular, the sense of a sentence, say, “Pavarotti is Italian,” is not what we grasp in hearing it, for the latter is intrinsically a subjective matter, and varies to a degree from individual to individual. Senses are what enable us to communicate with each other, and as such they must be intersubjective (or objective). So the notion of a thought for Frege should be construed as something like the information content that we grasp in understanding a sentence. Henceforth we will follow the common practice of using the term *proposition* for this purpose. A proposition is the sense of a sentence.

Of course, it is conceivable to adopt Frege’s distinction without being radical Fregean objectivists about what senses are. For example, one could hold the view that senses are a characterization of the common structure that our semantic representations must share (given that communication is successful). But the question of the nature of senses has no easy answer. Luckily, as we will see, it is possible to do semantics even in the absence of a complete understanding of this.

---

**Table 2.1**
Frege’s classification of sense and reference

<table>
<thead>
<tr>
<th>Category</th>
<th>Expression</th>
<th>Reference</th>
<th>Sense</th>
</tr>
</thead>
<tbody>
<tr>
<td>Category</td>
<td>Referential NPs</td>
<td>Individuals</td>
<td>Individual concepts</td>
</tr>
<tr>
<td>Example</td>
<td><em>the morning star</em></td>
<td>Venus</td>
<td>The concept of the star that disappears last in the morning</td>
</tr>
<tr>
<td>Category</td>
<td>VPs</td>
<td>Classes of individuals</td>
<td>Concepts</td>
</tr>
<tr>
<td>Example</td>
<td><em>is Italian</em></td>
<td>The Italians</td>
<td>The concept of being Italian</td>
</tr>
<tr>
<td>Category</td>
<td>Ss</td>
<td>True or false</td>
<td>Thoughts</td>
</tr>
<tr>
<td>Example</td>
<td>“Pavarotti is Italian.”</td>
<td>True</td>
<td>The thought that Pavarotti is Italian</td>
</tr>
</tbody>
</table>
In later formal work stemming from the tradition originated by Frege (see especially Carnap (1947)), the sense/reference contrast is understood in terms of intension versus extension. Carnap's notion of the intension of an expression is intended as a more precise rendering of what Frege called its sense; the extension is what Frege called its reference (or denotation). Sometimes we use Carnap's terminology, sometimes Frege's.

Frege put forth other arguments that point to the need for an appeal to sense (or intension) in semantic considerations. Here are two. The first is concerned with identity statements. Consider

(14) a. The morning star is the evening star.
    b. The morning star is the morning star.

Both definite descriptions the morning star and the evening star happen to pick out the same entity, namely, Venus. So (14b) is derived from (14a) by replacing coreferential expressions. If reference is all there is to meaning, then (14a) and (14b) should have the same information content. But they clearly do not. Sentence (14b) is utterly uninformative: we know it a priori. Sentence (14a) is informative: in fact, it was an astronomical discovery. Using the notion of sense, we can account for this contrast. Sentence (14b) is uninformative because the two expressions being equated are identical, and thus both have the same sense and the same reference. The two expressions in (14a), on the other hand, have different senses, and it is an empirical fact that they happen to pick out the same reference, whence the informativeness of (14a).

The second argument has to do with what Frege called "indirect" and Quine "opaque" contexts:

(15) Sophia Loren believes that Pavarotti is French.

Sentence (15) attributes a certain belief to Loren. What Loren believes is somehow described by the sentence "Pavarotti is French." Consequently, it must be systematically recoverable from the meaning of the latter. But clearly the actual truth value of "Pavarotti is French" does not determine what Loren may believe. Thus, the notion of sense is needed to account for contexts such as these. Sentence (15) can be interpreted as saying that Loren bears the believe relation to the thought (or proposition) expressed by "Pavarotti is French." Examples such as these could be multiplied and elaborated upon in many ways.

At this point we should ask the following questions. Does appealing to the notion of sense really help us? Does it provide a base from which we can study meaning in natural language? Recall that what we want is a
compositional theory of meaning that accounts for the properties discussed in chapter 1. In particular, such a theory should account for our intuitions concerning semantic relations. If meaning is to be studied along two dimensions (the intensional and the extensional), we need a way to determine compositionally both the intension and the extension of an expression in terms of the intension and extension of its parts. We also need to know precisely how intensions and extensions are related. Moreover, they should provide an account of the various semantic relations, such as entailment and presupposition. In the absence of all this, appealing to intensions will not help us much. To say that “Pavarotti is French” has the thought (or proposition) that Pavarotti is French as its sense links the notion to be explained (namely, that of meaning) to the notion of a thought (or proposition), and this latter notion is equally in need of an account. Furthermore, this move in itself buys us nothing in terms of explaining the various semantic relations. This is precisely the criticism that we have leveled against accounting for sentence meaning in terms of the notion of a situation or state of affairs. It seems, therefore, that we have reached an impasse.

We started out by exploring the notion of reference or denotation and giving some general reasons why such a notion could play a central role in semantics. However, we have met some difficulties in extending such a notion beyond referential NPs; in particular, we have had trouble with the notion of sentence reference. We first saw some of the difficulties that arise from adopting the view that sentences denote situations or states of affairs. In essence, we argued that this claim is nearly vacuous if its connection to a theory of semantic relations (such as entailment and presupposition) is not made clear. We have also argued that generalizations that seem to be true of the notion of NP denotation lead to counterintuitive results if we try to maintain that the semantic content of sentences be analyzed in terms of situations or states of affairs. We then considered Frege’s way out of these difficulties, which appeals to the notion of a sense (or intension). Such a notion, however, also appears to be nearly vacuous if its connection to a theory of semantic relations is not made clear.

We don’t think, however, that these difficulties constitute an insurmountable obstacle to constructing a semantics in which the notion of denotation plays a central role. Nor do we believe that they conclusively show that Frege’s notion of sense has no use in semantics. In fact, in chapter 5 we argue that it does. But we do seem to need a different starting point.
3 Truth

3.1 Nur im Zusammenhange eines Satzes bedeuten die Wörter etwas.
One of the recurrent problems that we observed in section 2 has to do with how to characterize sentence meaning. In particular, we have tried to focus on the reasonably clear name-bearer relation and adopt it as paradigmatic for all key semantic notions. But what sentences denote and how one gets to such a denotation remain outstanding problems. Perhaps before trying exactly to identify the denotation of words (or morphemes), we should try to make some progress toward a viable characterization of the semantic content of sentences.

In fact, it is not even clear that the notion of denotation can be really understood independently of sentence meaning. This is arguably true even of the best understood referring expressions, like proper names. Consider how we could go about explaining the “meaning” of the name Pavarotti to someone who doesn’t know it. Two obvious possibilities would be pointing at the famous singer and giving a description of him. We can of course combine these two possibilities in various ways as the circumstances require. But even if we use a simple ostension, or deixis (pointing), what our act expresses is something like a complete utterance with roughly the same meaning as “This person is Pavarotti.” So it would seem that we are dealing with a propositional kind of knowledge. Moreover, for the pointing to make sense, we must already be able to distinguish and classify people from other objects. In other words, as Quine (1960) argued, the perceptual stimuli from which deixis can be drawn are insufficient to characterize the objects that constitute the frame of reference for our language. We can refer to something and individuate it within a given background only by using a conceptual system. It follows that in grasping the meaning of a word, any word, for the first time, we cannot get at it directly (whatever that may involve). We never deal with labels and objects in isolation. We are typically confronted with complex states of affairs in which objects stand in relations to other objects. Indeed, one can say that we arrive at objects via a process of abstraction that enables us to identify them as, say, causal structures, regularities across states of affairs.

What this suggests is that to get started, we should pursue units more complex than names (or words). Language, as an information code, provides an association between two systems: what signifies and what is signified. Sentences, as opposed to whole texts, appear to be the smallest autonomous information units in a language (with some qualification having to do with context dependency—see below). Sentences comprise a
category of well-formed structures capable of expressing thoughts that can stand on their own, of describing whole situations. Thus, perhaps getting at sentence meaning might be easier than getting at the meaning of other units. What we might try to do is to define "S means p" precisely, where S is a sentence. We might then be able to identify further crucial semantic notions in terms of sentence meaning. This, in fact, is one way of capitalizing on the famous (and controversial) dictum by Frege that we use as title for this section: "Only in the context of a sentence do words have meaning."

Before seeing how such a program might be pursued, we should clear up some obvious problems. First, what are sentences? How do we define them? For the time being, we will consider only ordinary declarative sentences. We hope to be able to convince the reader that the approach developed in connection with this kind of sentence does extend to the other kinds. Second, it is a commonplace observation that the content of (declarative) sentences can depend on the situation, or context, in which they are uttered. Consider, for example,

(16) I am tired.

What (16) can convey is going to depend partly on who the speaker is and when the sentence is uttered. And there are, of course, many other more complex ways in which what a sentence means depends on the context (ways having to do with intersentential anaphora, focus, presuppositions, etc.). Trying to address fully the issue of context dependency at this stage would complicate our task considerably. Therefore, we adopt a simplification known as the "fixed-context assumption." We assume that the context of use (who the speaker is, what the time of the utterance is, etc.) is a known quantity. Consequently, so-called indexicals such as I in (16) come to have a definite reference and behave just like other referential expressions (such as proper names). This assumption will then be abandoned when we specifically address the issue of indexicality.

Within these restrictions a conspicuous property of declarative sentences is that they can be true or false in a given situation or circumstance. Consider, for example, (17), and assume that its context of utterance is known, say, September 10, 1986, in a classroom on the Cornell campus in Ithaca (as per the fixed-context assumption).

(17) The pope talked to Reagan between 3:00 and 4:00 P.M. on September 9.

When is (17) true? Of course, even if the context is fixed, truth depends on more: what the facts are. Sentence (17) is going to be true if, in fact, the two relevant people were talking at the specified time. We may never know
whether such an event actually took place. Perhaps neither of the protagonists has been seen at the designated time. Perhaps they have been struck by amnesia concerning the event described in (17). However, even though we may lack actual knowledge of facts, we know, for example, that a transatlantic phone call could suffice for (17) to be true, but (17) would not be true if John Paul spent all the relevant time talking to Pavarotti. The important thing to notice here is that though we might not know what the facts are, we do know what they ought to be in order to make the sentence true. This knowledge, we claim, is semantic (and hence grammatical) in nature: it is constitutive of our knowledge of what (17) means.

Conversely, someone who did not know what (17) means (for example, a monolingual speaker of Russian) could not make use of a specification of the facts to evaluate it. To judge whether (17) is true, one needs not only knowledge of the facts; one also needs to know what (17) means, to know something about the grammar of the language. If we didn’t know what (17) means, we would have no clue as to what circumstances would make (17) true.

Notice that we are not trying to provide effective criteria for checking the truth of sentences. We don’t think that semantics could or should aim so high. What we want to do is simpler. Are there criteria to determine when it is appropriate to say that a sentence is true? We think that there are. The examples illustrate them. A declarative sentence like (17) describes a corner of reality, claims that a certain condition (John Paul’s talking to Reagan) obtains. Saying “S is true” amounts just to saying that the conditions that S claims to obtain do obtain. Thus we have at least a criterion of adequacy for the predicate is true. It may seem a trivial one, but consider that we don’t have even that much for “S means p.” The notion of truth, whatever problems it may have, is a little bit clearer than the notion of meaning.

Tarski (1935, 1944) has shown that we can draw further consequences from having a clear criterion of application for the truth predicate. To give a characterization of this predicate for a whole language, we need to have a theory that gives us the following:

(18) For any S in L and any v, S is true in v if and only if (iff) p.

Here S is a structural description of a sentence of a language L, v is a situation or a specification of the relevant facts, and p describes the conditions that have to obtain for S to be true in v (that is, the truth conditions for S). The reader may be worried by the fact that we are still relying in (18) on the notion of a situation (or circumstance), which gives rise to problems.
We will show later, however, that the way we use this notion in giving a truth definition is quite unproblematic.

Sentences of the form (18) are called T-sentences. Now, if the language contains only a finite number of sentences, then one could simply list all the relevant T-sentences, and we could directly pair up all members of the syntactic category of sentences with their truth conditions. But if the language contains an infinite number of sentences, then a theory of truth must incorporate a mechanism for generating all of the correspondingly infinite number of T-sentences. Presumably, such a mechanism will have to be based on the generative device that characterizes the syntax of the language. In other words, a characterization of the truth predicate for an infinite language must be compositional. As we shall see, to obtain a compositional definition of truth for a sufficiently rich language is not exactly trivial.

We should perhaps point out that we are not claiming that meaning is completely exhausted by truth conditions. What we are claiming is that if we ignore the conditions under which $S$ is true, we cannot claim to know the meaning of $S$. Thus, knowing the truth conditions for $S$ is at least necessary for knowing the meaning of $S$. We cannot have the latter without the former. Suppose we did not know whether sentence (19a) is true or false in the situation represented in (19b).

(19)  
   a. The door is closed.  
   b. [Diagram of a door being closed]  

Could we be said to know what (19a) means? We think not. But then truth conditions must surely be a necessary component of sentence meaning: there is no meaning without truth conditions.

In fact, various philosophers have gone beyond this and argued that knowing the meaning of $S$ is just knowing its truth conditions.\footnote{In fact, various philosophers have gone beyond this and argued that knowing the meaning of $S$ is just knowing its truth conditions.} If that is so, one could propose the following definition:

(20) $S$ means $p =_{df} S$ is true in $v$ iff $p$.

What we have on the left hand side is quite obscure: an intensional relation involving an entity whose nature is unknown ($p$, viewed as the meaning of $S$). What we have on the right hand side is a lot clearer: a biconditional between two sentences of our semantic metalanguage, “$S$ is true in $v$” and
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\( p \) (viewed as a sentence describing when this holds). From the perspective of definition (20), a theory of sentence meaning (for a language \( L \)) is just a formal device that compositionally generates all the T-sentences for \( L \).

Perhaps before discussing this claim any further, we should see what such a formal device would actually look like. We do so by providing a phrase-structure grammar for an elementary fragment of English and developing a Tarski-style truth definition for it.

3.2 The fragment \( F_1 \)
The syntax of \( F_1 \) is specified in terms of a very simple set of phrase-structure rules and hardly requires any comment. The semantics of \( F_1 \) corresponds essentially to the semantics of the propositional calculus. Its design, however, differs from what can be found in most introductory logic textbooks, as the emphasis here is on the actual linguistic applications of propositional logic. The simplest sentences in \( F_1 \) are made up of noun-verb (N-V) or N-V-N sequences. We shall call such sentences atomic. Complex sentences are obtained by conjoining, disjoining, and negating other sentences. Even though the grammar of \( F_1 \) is so simple, it generates an infinite number of sentences.

3.2.1 Syntax of \( F_1 \)In specifying the syntax of \( F_1 \), we use more or less traditional grammatical categories (\( S \) for sentences, VP for verb phrases, \( V_t \) for transitive verbs, \( V_i \) for intransitive verbs, etc.). These categories are adopted purely for pedagogical purposes. Discussing syntactic categories and phrase structures goes beyond the limits of the present work. As far as we can tell, any of the major current theories of syntactic categories (such as \( X' \) theory, or extended categorial grammars) can be adopted with the semantics that we are going to develop.

The rules in (21) generate sentences like those in (22) and associate with them structures like those in (23) for (22a).

(21)  
\[ a. \ S \rightarrow N \ VP^6 \]
\[ b. \ S \rightarrow S \ conj \ S \]
\[ c. \ S \rightarrow \neg S \]
\[ d. \ VP \rightarrow V_t N \]
\[ e. \ VP \rightarrow V_i \]
\[ f. \ N \rightarrow \text{Pavarotti, Sophia Loren, James Bond} \]
\[ g. \ V_t \rightarrow \text{is boring, is hungry, is cute} \]
\[ h. \ V_t \rightarrow \text{likes} \]
\[ i. \ conj \rightarrow \text{and, or} \]
\[ j. \ neg \rightarrow \text{it is not the case that} \]
(22) a. Pavarotti is hungry, and it is not the case that James Bond likes Pavarotti.
   
b. It is not the case that Pavarotti is hungry or Sophia Loren is boring.
   (Henceforth we simplify and freely use Loren and Bond for Sophia Loren and James Bond, respectively).

(23) a. Pavarotti is hungry and it is not the case that Bond likes Pavarotti

\[ S \quad \text{conj} \quad S \]
\[ N \quad \text{VP} \quad \text{VP} \]
\[ \text{Pavarotti is hungry} \quad \text{it is not the case that} \quad \text{Bond likes Pavarotti} \]

b. \[[S [S [N \text{Pavarotti}] [\text{VP} [\text{V}_i \text{ is hungry}]]] [\text{conj and}]
   [S [\text{neg} \text{it is not the case that}] [S [N \text{Bond}] [\text{VP} [\text{V}_i \text{ likes}]
   [N \text{Pavarotti}]]]]] \]

In (23a) the syntactic analysis of (22a) is displayed in the form of a tree diagram (its phrase-structure marker, or P-marker for short). In (23b) the same information is represented in the form of a labeled bracketing. These two representations are known to be equivalent. Roughly put, each (non-terminal) tree node in (23a) corresponds to a subscripted label in (23b), and the brackets to which the label is subscripted represent the branches stemming from the corresponding node. We switch between these two notations as convenience requires. To enhance readability, we also follow the common practice of occasionally representing syntactic structures incompletely, that is, showing only that part directly relevant to the point we are trying to make.

3.2.2 Semantics for \( F_1 \) As \( F_1 \) generates an infinite number of sentences, we can specify the truth condition associated with each sentence only compositionally, by looking at the way it is built up in terms of smaller units. We have to look at the semantic value of such smaller units and provide an algorithm for combining them. If \( \beta \) is a well-formed expression of \( F_1 \), we shall write \([\beta]_v\) for its semantic value in circumstance \( v \). For example, we will write \([\text{Pavarotti}]_v\) for the semantic value of the expression \( \text{Pavarotti} \) in circumstance \( v \). What should \([\text{Pavarotti}]_v\) be? In \( F_1 \), just as in English, we will let the semantic value of \( \text{Pavarotti} \) in any circumstance \( v \) be the celebrated tenor in flesh and blood.
Our goal is to provide a fully explicit, that is, fully formalized, specification of truth conditions for sentences in $F_1$. We will have done this if we assign semantic values in each circumstance to all lexical entries and give combinatorial rules that together with those lexical values permit us to assign to each sentence $S$ the truth value of $S$ in circumstance $v$. Thus, $[S]^v$ will be the truth value of $S$ in $v$. We do not have to worry about what truth values are, so long as we provide for distinguishing two of them. It is handy to use 1 for what true sentences denote and 0 for what false sentences denote, but these choices have no special significance. Thus $[S]^v = 1$ is just shorthand for “$S$ is true in $v$” or less naturally but equivalently “$S$ denotes 1 in $v$.” Although it may look somewhat unfamiliar and frightening at first, the mathematical notation is ultimately an enormous convenience. To achieve formal explicitness without using it would require much lengthier specifications and quite tortured prose, which would prove harder to understand in the long run. The combinatorial semantic rules and the semantic values for lexical expressions will have to be chosen so that for any sentence $S$ and circumstance $v$, whether $[S]^v$ is 1 or 0 depends only on the values in $v$ of the lexical expressions occurring in $S$ and the semantic rules applied in interpreting $S$. What we present is just one of several equivalent ways of carrying out this program.

A further preliminary point that should be noted is that some terminal strings generated by the syntax of $F_1$ are ambiguous. For example, (24b) is associated with two distinct trees (or labeled bracketings), namely,

(24) a. $[S \text{ neg } [S \text{ Pavarotti is hungry or Loren is boring}]]$

b. $[S [S \text{ neg } [S \text{ Pavarotti is hungry}]] \text{ or Loren is boring}]$

These syntactic ambiguities correspond to semantic ones. (24a) negates a certain disjunction, namely, that Pavarotti is hungry or Loren is boring. Thus, (24a) is a way of saying that Pavarotti is not hungry and Loren is not boring. But (24b) says that either Pavarotti isn’t hungry or Loren is boring. It follows, therefore, that if we want to assign a unique semantic value to each sentence in any given situation, we should interpret not terminal strings but trees (or labeled bracketings). Thus, for any well-formed tree or labeled bracketing $\Delta$, $[\Delta]^v$ will be its semantic value in $v$. How can such a semantic value be determined in general? Well, we first have to assign a lexical value to every terminal node. Terminal nodes (or lexical entries) are finite and can thus be listed. Then we look at the syntactic rules of $F_1$. Each rewrite rule, say of the form $A \rightarrow BC$, admits as well-formed a tree of the form
We have to specify the value of the tree whose root is $A$ in terms of the values of the subtrees rooted in $B$ and $C$. This means that the semantic value for the terminal string dominated by $A$ is determined in terms of the values of the substrings dominated by $B$ and $C$ and the way these substrings are put together. If we do this for every syntactic rule in the grammar, we can interpret any tree admitted by it. A definition of this kind (with a finite number of base clauses and a finite number of clauses that build on the base clauses) is called recursive.

We start off by assigning values to each basic lexical entry. Our Ns are all proper names, and we let them denote individuals. It is less obvious what $V_I$s, intransitive verbs, and $V_T$s, transitive verbs, should denote. Intransitive verbs, or one-place predicates, can be used to say something about an individual. It is plausible, therefore, to associate an intransitive verb with a set of individuals in a circumstance; intuitively, this set includes those individuals of whom the verb can be truly predicated in the given circumstance. For example, $[\text{is boring}]^v$ will be the set of individuals that are boring in $v$. Transitive verbs can be used to say that one individual stands in some relation to a second individual. We can associate these expressions (two-place predicates) in a circumstance with a set whose members are ordered pairs of individuals. Intuitively, an ordered pair is in this set in given circumstances iff the first member of the pair stands in the relation designated by the verb to the second member in those circumstances. For example, the love relation can be thought of as the set of pairs $\langle x, y \rangle$ such that $x$ loves $y$. We first specify the values for the members of N, $V_I$ and $V_T$.

We assume familiarity with the concepts and notation of elementary set theory; symbols and brief explanations appear in the appendix, but readers who want a fuller discussion should consult an elementary book on set theory (for example, Halmos (1960) or Stoll (1963)).

(25) For any situation (or circumstance) $v$,

\[
\begin{align*}
[Pavarotti]^v &= Pavarotti \\
[Loren]^v &= Loren \\
[Bond]^v &= Bond \\
[\text{is boring}]^v &= \{x : x \text{ is boring in } v\} \\
[\text{is hungry}]^v &= \{x : x \text{ is hungry in } v\} \\
[\text{is cute}]^v &= \{x : x \text{ is cute in } v\}
\end{align*}
\]
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\[\text{[likes]}^v = \text{the set of ordered pairs of individuals such that the first likes the second in } v\] (in symbols, \(\{\langle x, y \rangle : x \text{ loves } y \in v\}\))

As the semantics for \(F_1\) must be given in a (meta)language, we choose English, enriched with some mathematics (set theory). Within this metalanguage we first stipulate that proper names are associated with the respective individuals named by them. This association does not depend on circumstances in the way in which the extensions of predicates like \textit{is hungry} does. Thus, we assume for now that the reference of proper names is fixed once and for all in a given language. The reader should not be misled by the fact that in ordinary natural languages there are many proper name forms that denote more than one individual; for example, the form \textit{Jim Smith} names many different men. This is a kind of lexical ambiguity where the language contains a number of distinct proper names that happen to have the same form; the distinct proper names are pronounced and spelled the same. To keep matters simple, proper names in our fragment are not ambiguous; each form denotes only one individual. The extension of a predicate, on the other hand, can vary across circumstances. Such an extension in different situations is determined by the predicate itself. The theory thus exploits our competence as English speakers. There is nothing circular about this, as throughout (25) on the left hand side of \(=\) we mention or quote the relevant words, and on the right hand side we use them. The appearance of circularity would vanish if we used English to give the semantics for a different object language, say Italian.

Let us now turn to a consideration of the logical words \textit{and}, \textit{or}, and \textit{it is not the case that}. To understand how negation works, we have to look at the truth conditions of sentences that contain negations. Intuitively, a sentence like \textit{It is not the case that S} will be true exactly when \(S\) is false. We can represent this by means of the following table:

\begin{center}
\begin{tabular}{ccc}
  \(S\) & \textit{it is not the case that } \(S\) \\
  \hline
  1 & 0 \\
  0 & 1 \\
\end{tabular}
\end{center}

A conjunction of the form \textit{S and S'} is true just in case both \(S\) and \(S'\) are true:

\begin{center}
\begin{tabular}{ccc}
  \(S\) & \(S'\) & \textit{S and S'} \\
  \hline
  1 & 1 & 1 \\
  1 & 0 & 0 \\
  0 & 1 & 0 \\
  0 & 0 & 0 \\
\end{tabular}
\end{center}

In ordinary English discourse, conjunctions sometimes imply more than
the truth of both conjuncts; for example, “Bond jumped into the waiting car, and he [Bond] chased the gangsters” suggests that Bond’s chasing the gangsters followed his jumping into the car. But a speaker could go on and say “but not in that order” without contradiction and thus such a suggestion is not part of what and itself contributes to truth conditions. We discuss pragmatic explanations of such further implications in chapter 4.

For disjunction we seem to have an option. In natural language, or sometimes seems to be interpreted exclusively (as in “Gianni was born in Rome, or he was born in Florence,” where both disjuncts cannot be true) or inclusively (as in “Maria is very smart, or she is very hardworking,” which will be true even if Maria is both very smart and very hardworking). We might hypothesize that or is ambiguous between an exclusive and an inclusive interpretation. Note, however, that the inclusive or is more general than the exclusive one. For any situation \( v \), if either one of \( p \) and \( q \) is true, “\( p \text{ or}_{\text{exc}} q \)” and “\( p \text{ or}_{\text{inc}} q \)” will both be true in \( v \). If, however, \( p \) and \( q \) are both true, then “\( p \text{ or}_{\text{exc}} q \)” will be false, while “\( p \text{ or}_{\text{inc}} q \)” will be true. The state of affairs that we have can be illustrated by the following diagram of situations:

(28)

Whenever such a circumstance arises, we can try the strategy of assigning the more general interpretation to the relevant construction as its semantic value. The narrower interpretation would not thereby be excluded and could then arise as the intended one by extrasemantic (pragmatic) means. For the time being, we will follow this strategy without further justification but will try to justify it more when we specifically discuss various pragmatic theories. We therefore adopt the following semantics for or:

(29) \[ [S]^p \quad [S']^p \quad [S \text{ or } S']^p \]

\[
\begin{array}{ccc}
1 & 1 & 1 \\
1 & 0 & 1 \\
0 & 1 & 1 \\
0 & 0 & 0
\end{array}
\]
Some of our readers will recognize these as the truth tables familiar from elementary logic. We could use these truth tables directly to provide the truth conditions for complex sentences without assigning a semantic value for and, or, etc. However, it is quite easy to construct an abstract semantic value for each connective that will achieve exactly the same results as the truth tables in specifying truth values for sentences in which the connectives occur. We can view the connectives as functions that map truth values (or ordered pairs of truth values in the case of conjunction and disjunction) onto truth values.

A function is simply a systematic connection between specified inputs and outputs such that for any given input there is a unique corresponding output (see appendix for further discussion). We can represent a function by indicating what output is associated with each input. This is what we have done in (30) using the arrow notation.

\[(30)\] For any situation \(v\),
\[
\begin{array}{c}
\text{[it is not the case that]}^v = \begin{bmatrix}
1 & \rightarrow & 0 \\
0 & \rightarrow & 1
\end{bmatrix}
\\
\text{[and]}^v = \begin{bmatrix}
\langle 1, 1 \rangle & \rightarrow & 1 \\
\langle 1, 0 \rangle & \rightarrow & 0 \\
\langle 0, 1 \rangle & \rightarrow & 0 \\
\langle 0, 0 \rangle & \rightarrow & 0
\end{bmatrix}
\\
\text{[or]}^v = \begin{bmatrix}
\langle 1, 1 \rangle & \rightarrow & 1 \\
\langle 1, 0 \rangle & \rightarrow & 1 \\
\langle 0, 1 \rangle & \rightarrow & 1 \\
\langle 0, 0 \rangle & \rightarrow & 0
\end{bmatrix}
\end{array}
\]

We have chosen to regard the truth tables from elementary logic as (truth) functions. We have then assigned these abstract objects as the semantic values of logical words. This enables us to talk about the meaning of conjunction: a function that maps truth values into truth values. Notice that the value of logical words is in an interesting way language-independent. Of course, the conjunction operation expressed by English and will be expressed by other forms in other languages. Nonetheless, languages generally appear to provide constructions whose meanings correspond to the functions we have associated with and, or, and it is not the case that. Such meanings are thus strong candidates for semantic universals.

We have assigned a semantic value to the basic entries. At this point we need to provide an interpretive rule corresponding to each syntactic rule.
This will guarantee the interpretability of any tree that is admitted by such rules (and consequently of any terminal string generated by the language).

In what follows, we use category symbols for the trees they dominate. Thus, for example, we use $A$ to indicate the tree dominated by $A$. And we use $[A\, B\, C]$ to indicate a tree dominated by $A$, whose immediate constituents are $B$ and $C$. Thus, $[[A\, B\, C]]^v$ stands for the value of a tree whose root is $A$ such that $B$ and $C$ are $A$'s daughters. Furthermore, if $g$ is a function and $u$ a possible argument for $g$, $g(u)$ will indicate the result of applying $g$ to $u$. The symbol $\in$ indicates set membership and is to be read "is an element of" or "belongs to". We follow standard practice in abbreviating if and only if as iff. The letters of the formulas in (31) indicate the correspondence with the syntactic rules in (21).

(31) \begin{itemize}
  \item a. $[[s\, N\, VP]]^v = 1$ iff $[N]^v \in [VP]^v$ and 0 otherwise
  \item b. $[[s\, S_1\, conj\, S_2]]^v = [\text{conj}]^v(\langle [S_1]^v, [S_2]^v \rangle)$
  \item c. $[[s\, neg\, S]]^v = [\text{neg}]^v([S]^v)$
  \item d. $[[\text{vp}_t\, N]]^v = \{x : \langle x, [N]^v \rangle \in [\text{vp}_t]^v\}$
  \item e–j. If $A$ is a category and $a$ is a lexical entry or a lexical category and $\Delta = [A\, a]$, then $[\Delta]^v = [a]^v$
\end{itemize}

3.2.3 Some illustrations To see how this works, let us interpret the sentence given in (22a). To facilitate this task, let us index every node in the relevant tree:

(32) \begin{align*}
  &1S \\
  &\quad 2S \quad 3\text{conj} \quad 4S \\
  &\quad \quad 5N \quad 6\text{VP} \quad \quad \quad \quad \quad 7\text{neg} \quad 8S \quad 10N \quad 11\text{VP} \quad 12\text{vp}_t \quad 13N \\
  &\quad \quad \quad \quad \quad 9\text{vp}_t \\
  \end{align*}
Pavarotti is hungry and it is not the case that Bond likes Pavarotti

Our interpretive procedure works bottom up. Here is a step by step derivation of the truth conditions associated with (22a):

(33) \begin{itemize}
  \item $[5]^v = \text{Pavarotti}$, by (31e)
  \item $[9]^v = \{x : x \text{ is hungry in } v\}$, by (31e)
  \item $[6]^v = \{x : x \text{ is hungry in } v\}$, by (31e)
  \item $[2]^v = 1$ iff Pavarotti $\in \{x : x \text{ is hungry in } v\}$, by (31a)
  \item $[13]^v = \text{Pavarotti}$, by (31e)
  \item $[12]^v = \{\langle x, y \rangle : x \text{ likes } y \text{ in } v\}$, by (31e)
\end{itemize}
\[[11]^{v} = \{x : \langle x, [13]^v \rangle \in [12]^v\}\]
= \{x : \langle x, \text{Pavarotti} \rangle \in \{\langle x, y \rangle : x \text{ likes } y \text{ in } v\}\}
= \{x : x \text{ likes Pavarotti in } v\}, \text{ by (31d)}

\[[10]^v = \text{Bond}, \text{ by (16e)}\]
\[[8]^v = 1 \text{ iff Bond} \in \{x : x \text{ likes Pavarotti in } v\}, \text{ by (31a)}\]

\[[7]^v = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \text{ by (31e) and (30)}

\[[4]^v = \begin{bmatrix}
1 & 0 \\
0 & 1
\end{bmatrix}, \text{ by (31c)}

\[[3]^v = \begin{bmatrix}
\langle 1, 1 \rangle & \rightarrow & 1 \\
\langle 1, 0 \rangle & \rightarrow & 0 \\
\langle 0, 1 \rangle & \rightarrow & 0 \\
\langle 0, 0 \rangle & \rightarrow & 0
\end{bmatrix}, \text{ by (31e) and (30)}

\[[1]^v = \begin{bmatrix}
\langle 1, 1 \rangle & \rightarrow & 1 \\
\langle 1, 0 \rangle & \rightarrow & 0 \\
\langle 0, 1 \rangle & \rightarrow & 0 \\
\langle 0, 0 \rangle & \rightarrow & 0
\end{bmatrix} (\langle [2]^v, [4]^v \rangle), \text{ by (31b)}

Now suppose we are in a situation where Pavarotti is indeed hungry and Bond does not like him. Call such a situation \(v'\). We thus have that Bond \(\notin \{x : x \text{ likes Pavarotti in } v'\}\). Therefore, \([8]^{v'} = 0\), by (31a). So \([4]^{v'} = 1\), by (31c). Furthermore, Pavarotti \(\in \{x : x \text{ is hungry in } v'\}\). Therefore, \([2]^{v'} = 1\), by (31a). Thus, \([1]^{v'} = 1\), since \([\text{and}]^{v'}(\langle 1, 1 \rangle) = 1\), by (30).

Suppose instead that we have a different situation, call it \(v''\), where Pavarotti is hungry and Bond does like him. Then it is easy to see that by performing the relevant computations, we get that \([4]^{v''} = 0\) and thus that \([1]^{v''} = 0\).

This simple example shows how a Tarski-style truth definition provides a procedure that can associate the right truth conditions with the infinitely many sentences of \(F_1\) with only a finite machinery. The truth conditions for a sentence \(S\) determine how, given particular facts, one can determine whether \(S\) is true or false as a function of the simpler expressions occurring in it. This is just what the procedure exemplified above does. For example, we have seen how sentence (22a) comes out with different truth values in the two different situations we have described. To illustrate further, consider (22b) on the analysis given in (24a) and let \(v'''\) be a situation where Pavarotti is not hungry and Loren is boring. That is, let us assume that we have \([\text{Pavarotti is hungry}]^{v'''} = 0\) and \([\text{Loren is boring}]^{v'''} = 1\). Then, \([\text{[s Pavarotti is hungry or Loren is boring]}]^{v'''} = 1\), since \([\text{or}]^{v'''}(\langle 0, 1 \rangle) = 1\),
by (30). And consequently, \((24a)^{\sim\sim} = 0\), since \([\text{not}]^{\sim\sim}(1) = 0\). Thus, sentence (22b) on the analysis in (24a) is false in \(v^{\sim\sim}\) according to our procedure.

**Exercise 2** Compute the truth value of sentence (22b) on the analyses in (24a) and (24b), repeated below, in the following three situations.

(22) \(b\). It is not the case that Pavarotti is hungry or Loren is boring.
(24) \(a\). \([s \neg [s \text{ Pavarotti is hungry or Loren is boring}]]\)
\(b\). \([s \neg [s \text{ Pavarotti is hungry}] \text{ or Loren is boring}]\)

**Situation 1.** Pavarotti is hungry; Loren is boring.
**Situation 2.** Pavarotti is not hungry; Loren is not boring.
**Situation 3.** Pavarotti is hungry; Loren is not boring.

One of our basic semantic capacities is that of matching sentences with situations. For example, we can intuitively see, perhaps after a bit of reflection, that sentence (22b) on analysis (24a) is indeed false in a situation where Pavarotti is hungry, which corresponds to the results of our interpretive procedure. This shows how our procedure can be regarded as an abstract representation of our capacity of pairing sentences with the situations that they describe and also how the theory makes empirically testable claims (since the pairing of sentences with the truth conditions generated by the theory can clash or agree with our intuitions).

In fact, one way of understanding the notion of sentence content that we are characterizing is the following. Sentence content can be regarded as a relation between sentences and situations, or circumstances. Our notation \([S]^{v} = 1\) (or 0) can be interpreted as saying that S correctly characterizes or describes (or does not correctly describe) situation \(v\). The meaning of sentences of a language \(L\) is adequately characterized by such a relation if the speakers of \(L\) behave as if they knew the value of \([S]^{v}\) as a function of the values assigned in \(v\) to the lexical items in \(S\) for any situation or set of circumstances \(v\) and any sentence \(S\). To borrow a metaphor from cognitive psychology, imported into the semantic literature by Barwise and Perry (1983), speakers of \(L\) are “attuned” to a certain relation between sentences and circumstances. This is one way of understanding what our theory is doing.

There is a further crucial thing that our theory can do: it can provide us with a formal definition of entailment. Here it is:

\[(34) \ S \text{ entails } S' \ (relative \ to \ analyses } \Delta_S \text{ and } \Delta_{S'}, \text{ respectively) iff for every situation } v, \text{ if } [\Delta_S]^{v} = 1, \text{ then } [\Delta_{S'}]^{v} = 1.\]

This is just a first approximation. Ultimately, we will want to regard entail-
ment as a relation between utterances (that is, sentences in context), where the context crucially fills in certain aspects of meaning. Here the only feature of context that we are considering is that it must specify a syntactic analysis for ambiguous terminal strings (by means of prosodic clues, for example). In what follows, we sometimes talk of entailment as a relation between sentences, even if phrase markers (and ultimately utterances) are meant.

It should be clear that (34) is simply a way of saying that $S$ entails $S'$ iff whenever $S$ is true, $S'$ also is; that is, it is a way of formally spelling out our intuitive notion of entailment. This definition enables us to actually prove whether a certain sentence entails another one. Let us illustrate. Let us prove that sentence (22b) on analysis (24a) entails

(35) $[S \ [S \text{ it is not the case that Pavarotti is hungry}] \text{ and } [S \text{ it is not the case that Loren is boring}]]$

To show this, we assume that (22b) is true on analysis (24a) and show, using our semantic rules, that (35) must also be true. The outermost connective in (24a) is negation. The semantics for negation, (31c), tells us that for any $v$ if $[\neg \ [24a]]_v = 1$, as by our hypothesis, then $[\neg \text{Pavarotti is hungry or Loren is boring}]_v = 0$. But the semantics for or, (30), together with (31b), tells us that a disjunctive sentence is false iff each disjunct is false. Thus we have that $[\neg \text{Pavarotti is hungry}]_v = 0$ and $[\neg \text{Loren is boring}]_v = 0$. Now if this is so, again by the semantics of negation we have that $[\text{it is not the case that Pavarotti is hungry}]_v = 1$ and $[\text{it is not the case that Loren is boring}]_v = 1$. But (35) is just the conjunction of the latter two sentences, and the semantics for conjunction thus yields $[(35)]_v = 1$.

Let us show that (36a) does not entail (36b).

(36) a. $[\neg \text{Pavarotti is hungry}] \text{ or } [\text{Loren is boring}]]$

b. $[\text{Pavarotti is hungry}] \text{ or } [\neg \text{Loren is boring}]]$

To show this we construct a situation, call it $v'$, such that (36a) is true in $v'$ while (36b) is false in it. Now, since we want it to be the case that $[(36b)]_v = 0$, by the semantics for disjunction we must have $[\text{Pavarotti is hungry}]_v = 0$ and $[\neg \text{Loren is boring}]_v = 0$. By the semantics for negation this means that $[\text{Loren is boring}]_v = 1$. Thus, $v'$ is a situation where "Pavarotti is hungry" is false and "Loren is boring" is true. It is easy to see that in such a situation (36a) will be true. This follows immediately from the semantics for disjunction and the fact that "Loren is boring" (one of the disjuncts) is true in $v'$. We have thus constructed a situation where (36a) is true and (36b) is false, and hence the former does not entail the latter.
Exercise 3  (a) Prove that “Pavarotti is hungry and Loren is boring” entails “Loren is boring.” (b) Prove that (35) entails (24a). (c) Prove that (36b) does not entail (36a).

We can also define a number of other semantic notions closely related to entailment, such as logical equivalence (what we also called “content synonymy”), contradiction, and logical truth (validity).

(37) S is logically equivalent to S' (relative to analyses Δ_s and Δ_s') iff S entails S' (relative to Δ_s and Δ_s') and S' entails S (relative to Δ_s and Δ_s').

(38) S is contradictory (relative to analysis Δ_s) iff there is no situation v, such that [Δ_s]^v = 1.

(39) S is logically true (or valid) relative to analysis Δ_s iff there is no situation where [Δ_s]^v = 0.

To illustrate, let us show that the following is contradictory:

(40) Pavarotti is boring, and it is not the case that Pavarotti is boring.

Assume that there exists a v such that [(40)]^v = 1. By the semantics for conjunction we have [Pavarotti is boring]^v = 1 and [it is not the case that Pavarotti is boring]^v = 1. But the semantics for negation yields the result that the same sentence is assigned two distinct truth values, which is a contradiction.

The preceding proof can be straightforwardly modified so as to show that the negation of (40) (“It is not the case that [Pavarotti is boring and Pavarotti isn’t boring]”) is valid.

All these notions can be extended to relations involving not simply sentences but sets of sentences:

(41) A set of sentences Ω = {S_1, ..., S_n} entails a sentence S (relative to analyses Δ_{s_1}, ..., Δ_{s_n} and Δ_s, respectively) iff whenever in any situation v we have for all S' ∈ Ω, [Δ_{s'}]^v = 1, we also have that [Δ_s]^v = 1. (That is, any situation v that makes all of the sentences in Ω true also has to make S true.)

(42) A set of sentences Ω is contradictory (relative to analyses Δ_{s_1}, ..., Δ_{s_n}) iff there is no situation v such that for all S ∈ Ω, [Δ_s]^v = 1.

Exercise 4  (a) Show that sentences (i) and (ii) jointly entail (iii).

i. [[it is not the case that Pavarotti is hungry] or Loren is boring]
ii. Loren is not boring.
iii. Pavarotti is not hungry.

(b) Show that (i) and (ii) are contradictory.
i. [[it is not the case that Bond is cute] and Pavarotti is boring]

ii. Bond is cute.

(c) Let “∨” be the standard inclusive or and “+” the exclusive one. (And is expressed with “∧.”) If or in natural language is ambiguous, a sentence like (ia), expressed more idiomatically in (ib), would be ambiguous four ways; it would have the four readings given in (ii).

(i) a. John smokes or drinks, or John smokes and drinks.
   b. John smokes or drinks or both.

(ii) a. \([\text{smoke}(j) \lor \text{drink}(j)] \lor [\text{smoke}(j) \land \text{drink}(j)]\]
    b. \([\text{smoke}(j) + \text{drink}(j)] \lor [\text{smoke}(j) \land \text{drink}(j)]\]
    c. \([\text{smoke}(j) + \text{drink}(j)] + [\text{smoke}(j) \land \text{drink}(j)]\]
    d. \([\text{smoke}(j) \lor \text{drink}(j)] + [\text{smoke}(j) \land \text{drink}(j)]\]

Consider now (iii a) and (iii b).

(iii) a. \([\text{smoke}(j) \lor \text{drink}(j)]\]
    b. \([\text{smoke}(j) + \text{drink}(j)]\]

Prove that (ii a–c) are all equivalent to (iii a) and that (ii d) is equivalent to iii b). What does this result show about the hypothesis that or is ambiguous between an inclusive and exclusive reading? (From A. C. Browne, “Univocal ‘Or’—Again,” Linguistic Inquiry 17 (1986): 751–754.)

We have shown that a theory of truth conditions enables us to come up with a precise characterization of several key semantic notions. Furthermore, such a theory enables us to derive as theorems claims about semantic relationships (claims about what entails what, for example). To the extent that what the theory predicts (or yields as theorems) actually matches our intuitions, we have confirming evidence for it. If, for example, it turned out that our theory didn’t allow us to show that “Pavarotti is hungry and Loren is boring” entails “Pavarotti is hungry,” the theory would be inadequate, as our intuitions clearly tell us that the former sentence does entail the latter. Thus, a truth-conditional theory appears to be a promising candidate as an approximation to a full-fledged theory of meaning.

4 Problems

There are several questions that the approach we have introduced leaves unanswered. We will try to address them at various points in the course of this book. A preliminary discussion of some of them, however, might be useful already at this point. This section is devoted to such preliminary
discussion, and it can be skipped without in any way undermining the comprehension of subsequent material.

4.1 Situations, circumstances, states of affairs
Our definition of truth depends on a given specification of what the facts are, one could say, on a data base. It is relativized to what we have loosely called situations, circumstances, or states of affairs. The formal counterpart of the notion of situation or state of affairs that we have adopted in our formal definition of truth is so far very rudimentary. We model situations or states of affairs as alternative assignments of truth values to atomic sentences. Each assignment tells us which of the atomic sentences are true and which are false and thus in a sense offers a characterization or description of a situation. Alternatively, we could think of situations as assignments of extensions to predicates: this would amount to a specification of which individuals satisfy which predicates and thus again could be viewed as a characterization of a state of affairs. Admittedly, this way of modeling situations or states of affairs does not do justice to their intuitive content. But for our present purposes it suffices. In the grammar of $F_1$ we do not deal yet with sentence embedding, and thus we can get by with a very rough hypothesis as to the denotation of sentences. This enables us to avoid the problems discussed in section 2.1 and 2.2.

Of course, at some point the question of sentence embedding will have to be addressed, and a more articulated way of modeling states of affairs will perhaps be needed. In fact, it is possible that the analysis of more complex constructions will lead us not only to the introduction of more refined notions of states of affairs or situations but also to the introduction of other semantic concepts such as, say, events, actions, properties, and the like. The point worth emphasizing in this connection is that introducing such concepts will certainly not exempt us from seeking a match of sentences with their truth conditions, for truth conditions are our link to logic. As we have seen, part of our semantic competence enables us to make judgments of entailment. And a theory of entailment has to resort, directly or indirectly, to the notion of truth, we think.7

Our strategy can, thus, be summarized as follows. As a result of the work of Tarski we know how truth can be formally characterized. Our aim is to get a Tarski-style definition of truth for ever larger fragments of natural languages. At the outset it seems reasonable to base our definition on fairly elementary concepts so that we can be reasonably sure that we are not sneaking in obscure notions in our attempt to characterize meaning. For example, to interpret $F_1$, we have simply used the following notions: indivi-
denotation, set, circumstances (regarded as ways of evaluating atomic sentences). In carrying out this program, we may find constructions whose truth conditions require making an appeal to further semantic notions (say, events, actions, etc.). These notions will then be construed as components of a recursive definition of truth and come to have the status that theoretical concepts have in any other empirical inquiry. Their justification will be a matter of overall theory evaluation, which, complicated as it may be, is ultimately an empirical question. A strategy of this kind should be appealing also to those who, like us, are convinced that there is more than truth conditions to sentence meaning.

4.2 The variability of speech acts

Another difficulty that one might think besets any kind of truth-conditional semantics is that it appears to be limited to a small and artificial fraction of language. Even granting that our approach works for ordinary uses of simple declarative sentences, how is it ever going to generalize to the indefinite variety of uses that language can be put to? And if it does not generalize, why should it be interesting as a theory of natural language meaning? The problems that this question raises are serious. To see what our line is in dealing with them, let us consider some specific examples.

For one thing, we lie. That is, we use declarative sentences with some systematicity, knowing them to be false. This might be taken to suggest that in large parts of real-life situations we couldn't care less for truth. We, however, think that this pessimistic conclusion is misguided. To be able to lie, we must know that something is true and pretend that it isn't. So if we didn't know under what conditions sentences are true, how could we lie? How could we even define what a lie is? Moreover, even professional liars are bound to aim at truth most of the time. What would happen if they lied in trying to purchase food, getting medical assistance, etc.? Donald Davidson ((1977), p. 295) has made this point very clearly: “We work on one or another assumption about the general pattern of agreement. We suppose that much of what we take to be common is true, but we cannot of course assume we know where the truth lies.” In fact, it is hard to see how our species could have survived without being endowed with this disposition to utter truths. Such a disposition must be based on a capacity to tell whether a sentence is true or false in a given situation where the relevant facts are available, a capacity that a theory of truth is designed to represent. A truth-conditional semantics seems to be a necessary ingredient in the attempt to explain an extremely widespread pattern of behavior: our tendency to utter true sentences.
Still, there is no denying that truth seems plainly irrelevant to much of our use of language. This applies, for example, to all nondeclarative sentences. Consider, for example,

(43)  
   a. Open the door.
   b. What was open?

To ask whether the sentences in (43) have a truth value seems to be inappropriate. Yet from this it does not follow that truth conditions are irrelevant to a characterization of the meaning of (43a) and (43b). To see this, think of what it takes to understand, say, the imperative sentence (43a) as an order. To understand an order, we must know what it is to carry it out, that is, what situation must be brought about. In the case of (43a) we are asked to bring about a situation where a certain door is open. In other words, orders have a content: what it is that has to be brought about. It is this content that a truth-conditional theory enables us to characterize. For example, we can imagine a characterization of a notion of satisfaction of an order along the following lines:

(44)  Order $\delta$ is satisfied iff $p$ is carried out.

Here $\delta$ is an order, and $p$ a description of the conditions to be carried out. We see no difficulty, in principle, in providing a recursive characterization of such a notion. In fact, it could be directly modeled on a Tarski-style definition of truth.\(^8\)

Consider next a question, such as, say, (43b). What does someone who asks it want to know? Well, take the set of all the objects $x$, such that “$x$ is open” counts as an accurate, true answer to (43b), that is, the set $\{x: \text{“}x \text{ is open} \text{” is a true answer to (43b)}\}$. Someone who asks (43b) is in fact wondering what the membership of this set is, what objects belong to it. So perhaps constituent questions might be semantically associated with sets of this kind, which would also be recursively definable in terms of true answers. Looking at true answers can thus constitute a good starting point in the investigation of the semantics of questions.\(^9\)

These suggestions are very sketchy. Many different approaches are possible in the case of nondeclaratives. Some of them will be discussed at more length when we deal with speech-act theories in chapter 4. The general point is that any description of nondeclaratives must characterize what their content is. It seems very hard to even start talking sensibly about questions or commands without somehow isolating what is being asked or commanded. We think that truth-conditional semantics is well designed to characterize the relevant notion of content. The above suggestions are simply meant to give some intuitive plausibility to this general strategy.
Considerations of a similar kind apply to the multitude of acts that we can perform by speaking and that go well beyond the simple exchange of truthful information, acts such as threatening, imploring, denying, investigating, etc. To perceive a linguistic act as an act of a certain type, we have to be able to isolate what is literally said, that is, the actual content of the speech act. A truth-conditional theory of meaning can do that rather well, and that is why we believe a theory of speech acts needs such a theory (just as much as the latter needs the former).

A related issue concerns the emphasis that we are putting on the notion of entailment with respect to other semantic notions. Such an emphasis might appear to be unjustified, since from the point of view of language users, entailments are simply one of the many kinds of intuitions that we have about sentences. There are, however, two points to consider in this connection. The first is that our capacity for evaluating entailments does appear to be grounded in what we know about meaning, that is, in our semantic competence. Thus a theory of entailments is a necessary component of a characterization of such competence. Furthermore, we think that there are grounds to believe that such a theory can be applied in interesting ways to deal with presuppositions and perhaps semantic anomaly, as we shall see in subsequent chapters. For these reasons we feel entailments should play a central role in any approach to meaning.

Finally, it should be understood that exchange of information presupposes linking sentences to their content (in our terms, to their truth conditions). Such a link appears to be based on the intention to communicate and must be sustained by a pattern of conventions and beliefs among the members of the community of speakers. Thus, meaning is a particular kind of action (one that involves bringing about a link between form and content) and can be properly understood only in the general context of our behavior as socially and historically conditioned rational agents. The specifics of this idea will be discussed at some length in chapter 4. But more generally, this entire work is an attempt to show that truth-conditional semantics is an interesting theory of this form of action (and of the competence that underlies it).

## 4.3 Vagueness

Another phenomenon that might be thought to undermine our approach is vagueness. Consider the following sentence:

(45) This is a chair.

Suppose we utter (45) by pointing at some object that is something in
between a chair and a stool. It is not hard to come across such objects. We might have a very hard time deciding whether (45) is true or false of it. Perhaps the criteria that we use to decide whether something is a chair are just not sharp enough to let us settle the question. What then of truth conditions? Doesn’t this situation show that even a simple sentence like (45) can easily fail to have truth conditions? Words in natural language are intrinsically vague, and our semantics seems to be poorly equipped for dealing with vagueness.

We will try to get by for now by pointing out that there are many cases that the criteria for the application of the predicate chair does settle: certain things are definitely chairs and others are definitely not chairs. Those cases are the ones we are talking about in developing our semantics. There is a gray area in between that we are disregarding at this point. Or rather, we are relativizing our semantics to some way of resolving vagueness. Our assignment of truth conditions to sentences of English is exactly as vague as the meaning of the basic expressions in those sentences. This is not a trivial achievement, however. It gives us a way of projecting the vagueness of words (as well as the precision) into the infinite number of sentences in which they occur, in a systematic fashion. In chapter 8 we will try to show that there are interesting formal ways of dealing with vagueness that build on the general approach to meaning that we are adopting.

4.4 Truth versus reference

In section 1 of this chapter we criticized the claim that meaning is some kind of (internal) representation, as it merely shifts the problem of what sentences mean to the one of what their associated representations mean. Now, a similar criticism could be leveled against the present approach. What a Tarski-style definition of truth does is to associate sentences with a description of the conditions under which they are true in a certain metalanguage. It thereby seems to shift the issue of meaning from the object language to the metalanguage without really telling us what meaning is.

However, the point to note in this connection is that specifying truth conditions (a) forces one to specify what exactly words and phrases contribute to sentence content and (b) enables us to define entailment and a variety of other semantic notions and to prove claims about them. These, we think, are the specific merits of a truth-conditional approach, and they enable us to make some progress toward characterizing the notion of semantic content.

But there is more to this issue. The careful reader will have noticed a further problem in our presentation. We started out in section 3 arguing
that instead of taking reference as basic, we needed a characterization of sentence meaning in order to define other semantic concepts. We then argued that sentence meaning can be characterized by means of a Tarski-style truth definition. But what does such a definition actually do? It reduces the truth conditions of sentences to identification of the extension of terms (nouns) and predicates in various situations. Thus it seems that our grasp of the latter must be prior to our understanding of truth conditions. In other words, a Tarski-style truth definition can do its job only if we know how to get at the reference of words first. If the meaning of the lexical entries is understood, then truth conditions of arbitrary sentences can be computed. So maybe for our approach to really work, we must, after all, assume as our basic notion the notion of reference (across different circumstances) rather than the notion of truth conditions as such. Is this a sound strategy in view of our overall approach?

4.4.1 The causal theory of reference  To answer the latter question, we should ask again what it is for a word to refer to something in a given circumstance. What is it, for example, to claim that Pavarotti denotes Pavarotti? Many different answers have been given to this question. One kind of answer might be that Pavarotti can be uniquely identified by means of descriptions like the greatest Italian tenor who ever lived or the tenor that performed in the Arena di Verona on July 7, 1986. A proper name like Pavarotti might be thought to be associated with a cluster of such descriptions, Pavarotti being the individual that uniquely falls under them. Together such descriptions could be regarded as a criterion that uniquely picks out Pavarotti from what there is. As such they seem to form a plausible candidate for being the meaning of Pavarotti. The same point seems to apply to general terms (or predicates) like water or tiger. They can be thought of as being associated with a set of criteria or descriptions that determine what falls under such concepts. Such criteria are reasonable candidates for being the meaning of common nouns.

Kripke (1972), Putnam (1975), and others have pointed out several problems with this view and have proposed an alternative. They have noted, among other things, that the view just sketched has the following curious consequence. Suppose that the criteria associated with a term happen to go wrong. Suppose, for example, that Pavarotti turns out not to be the tenor who performed in the Arena di Verona on July 7, 1986. Suppose that the tenor who performed in the Arena di Verona on July 7, 1986, turns out to be a man whose name is Cipputi (who sang disguised as the better known Pavarotti). Indeed, suppose that all the descriptions used
as semantic criteria for applying the name *Pavarotti* actually describe Cipputi instead. The view sketched above of proper names as having descriptive criteria is then committed to a striking claim: the name *Pavarotti* actually refers to Cipputi. This is so because on this view proper names are not directly linked to their bearers.

But the example given above suggests that this is just false. To reiterate this point with one of Kripke's examples, suppose that the only description we associate with the name *K. Gödel is the one who proved the incompleteness of arithmetic*. Suppose that we then find out that a certain Herr Schmidt rather than Gödel proved the famous theorem. The description theory predicts that the name *Gödel* should then refer to Schmidt. In other words, "Gödel proved the incompleteness of arithmetic" is true by definition, since *Gödel* simply means *prover of the incompleteness theorem*. But surely this is wrong. Examples of this kind can be constructed, it seems, for any description or feature cluster we can conceive.

The view that reference is mediated by a cluster of descriptions seems initially even more appealing for common nouns than for proper names. We may be willing to admit that proper names are linked directly to their bearers and lack descriptive content to mediate that link, yet we are accustomed to thinking of the meaning of words like *water*, *tiger*, and *woman*—words that refer to what Kripke calls "natural kinds"—as more directly involving definitional criteria. The Kripke-Putnam arguments for abandoning this view of the meaning of such common nouns are more complex (and have won fewer converts) than those dealing with proper names. Yet notice that when our identificational criteria for applying such a noun go wrong, our mistakes do not change what it is we are talking about or referring to when we use the word. People used to think that whales were fish and not mammals, but it seems intuitively plausible that we, who are biologically more sophisticated than they and have different criteria, are nonetheless talking about the same creatures our ancestors were when we use the word *whale*. Suppose that *whale* used to "mean" a kind of fish. Then when these earlier speakers spoke about whales, they were not speaking about Moby Dick and his kin. But this seems wrong. They believed that the very same creatures we think are mammals were fish. It is not the meaning of *whale* that has changed but beliefs about the creatures included in its reference.

The above considerations suggest that the semantics of proper names and perhaps also some basic general terms like *tiger* can be articulated in three components. First, there is the issue of what determines the reference of *Pavarotti* or *tiger*, that is, what determines the association of a particular
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word with a particular object or class of objects. The Kripke-Putnam view proposes a direct "causal" link between words like Pavarotti and tigers and objects like Pavarotti and tigers, respectively. For example, at one point Pavarotti was registered in the city hall of his birth place as "Luciano Pavarotti," and that act, in virtue of the conventions associated with it, created a direct causal link between Pavarotti and Pavarotti. The man himself figured in the chain of events leading to his naming. His parents spread the name, and others acquired it and with it a direct link to him, whether or not they ever encounter him in the flesh. As members of the same language community, we rely on that link when we use the name. We talk about the man who was so registered, no matter what beliefs we might have about him. With words like tiger the story is considerably more complicated but nonetheless plausibly similar. In general, a crucial class of words appears to get directly attached to referents in a variety of ways, of which an original dubbing ceremony may be one.

Second, there is the issue of what makes something a tiger and Pavarotti Pavarotti. This is the problem of what determines membership in a certain class or the identity of a certain individual. On such matters the language community often relies on experts. For instance, in the case of applying tiger and other kind-denoting terms, we tend to rely on genetic templates as biology currently characterizes them. The best theory available on the matter is what we use to settle disputes. For Pavarotti his parents may be our best experts where identification is problematic.

Third, there is the issue of what kind of information the competent speaker of English normally relies on in trying to use words like tiger or Pavarotti. We certainly must cognitively represent concepts of tigers and of Pavarotti and somehow use these representations in processing the words tiger and Pavarotti. But it is unclear whether these concepts play any semantic role. On the causal theory of reference, such cognitive representations do not enter into determining truth conditions. What is crucial for truth is the referential link itself, and that is a matter of the causal history of the world (which baby it was whose parents named it Luciano Pavarotti, for example) rather than of conceptual structure (the concept a speaker has of Pavarotti). What emerges from the Kripke-Putnam line is that words of an important class have to be somehow directly linked to their possible extensions. There is in their meaning an inescapable demonstrative component. For them we can't do much better than saying things like "Pavarotti is this man" or "Tigers are animals like these," pointing at the right things. This does not mean that all words work like this, however. Many words
have, for example, semantic relations to other words or semantically relevant internal structure. We will discuss this issue further in chapter 8.

From the perspective of our semantics there are certain general consequences that it might be tempting to draw from Kripke’s and Putnam’s work. Maybe what Tarski-style truth definitions accomplish is the reduction of the notion of meaning to the notion of reference (via the notion of truth). This reduction succeeds where other previous attempts have failed because it can provide a compositional account of sentence meaning, a characterization of notions like entailment, and a plausible account of the meaning of function words, among other things. Reference is then to be understood along the lines that Kripke and Putnam have independently argued for, namely, as a direct causal link of words to objects and classes of objects that propagates through the language community by means of various conventions. Of course, much more work is needed to spell out what counts as a “direct causal link” between words and their referents and exactly how a community maintains such connections through the language-using practices that prevail among its members. But we do seem to have a useable preliminary picture of how the meaning of basic expressions might ultimately be rooted in (and hence depend on) ways of referring.

4.4.2 Atomism versus holism in semantics One might think that the picture we have just sketched yields a form of “semantic atomism.” It reduces the problem of determining the meaning of a complex expression to the problem of determining the reference of its parts. In a Tarski-style definition the truth conditions of “Hobbes is a lion” depend on what Hobbes and lion refer to. This might be taken to presuppose that each part can be linked in isolation to its reference, where reference is understood as a direct link between an expression and its denotation causally brought about and transmitted through the community of speakers. The references of basic expressions are the atoms out of which truth conditions are built.

But this view is questionable. How can reference be established without a conceptual frame that allows us to identify and classify individuals? How can a causal link between the expressions of a language and any aspect of reality be brought about and transmitted without a network of intentions, conventions, and beliefs about that language shared by its speakers? Try to imagine the situation where a link between Pavarotti and Pavarotti, or tiger and tigers is brought about. Saying “This is a tiger” and pointing at a tiger will not suffice. How do we know that one intends to refer to tigers rather than to, say, striped animals in general? This type of problem is at the root of Quine’s (1960) worries about the “radical indeterminacy of translation.”
From our point of view, the issue is the following. A compositional semantics for a language like English seems to require causal links between lexical items and their references. But such causal links seem to presuppose a set of collective intentions, beliefs, etc., about a language like English. Truth seems to depend on reference. And reference on truth. Aren’t we running in a circle?

Not necessarily. To show this, let us sketch a highly idealized picture of how a semantic system like the one we have sketched might come about. One might start with a language much simpler than English, perhaps one that only contains a finite number of sentences. The truth conditions for the sentences of this language might be agreed upon globally. In other words, sentences may be linked to aspects of states of affairs holistically (all at once and without analyzing them into components and establishing references for such components). If the language is small enough, this will be possible, for it involves only agreeing upon a list pairing each sentence with the conditions that must hold for its truth. Once such a language is in place, reference of some sentence components may be determined by a process of abstraction. Suppose, for example, that the language in question contains sentences like “Hobbes is a tiger,” “Hobbes is not a lion,” and “Hobbes is striped,” and suppose furthermore that we have somehow agreed on the truth conditions associated with them. By looking at the role of the word tiger in channeling the truth conditions of the sentences in which it occurs, we may then be able to agree on the fact that tiger refers to tigers. That is, we may be able to articulate a component of a sentence, identify a regularity in our experience, and establish a causal or conventional link between the two.

At this point, having established a common, if limited, frame of reference, we may expand our language by adding new sentences and establishing their truth conditions, using our original language and our newly acquired frame of reference. So the process starts again, going through stages where new sets of sentences are holistically mapped onto aspects of the world and stages where new frames of reference are established by abstraction. A language like English can be viewed as a point where this process stabilizes (to a degree, for languages change constantly). A Tarski-style semantics can be viewed as characterizing a language that has reached its point of equilibrium.

The very same ideas can be developed as a picture of language acquisition. Consider how the child might acquire a semantic system like the one that underlies English. Conceivably, the child might start off by figuring out the truth conditions of a small set of English sentences, those that are
somehow more salient in her experience. Our language learner will globally link sentences to situations without necessarily analyzing the contributions of their components. The child can then figure out the reference of words from the role they play in channeling the truth conditions of sentences. This process of abstraction leads the child to acquire aspects of the frame of reference and of the system of causal links prevailing in her community. Familiarity with the reference frames associated with certain word families will prompt the acquisition of truth conditions for new sentences, and the process enters a second cycle. And so on. Throughout this process the child is presumably guided by an innate apparatus, say, general capacities for concept formation that our species may be endowed with, perhaps along with some machinery specific to language. On this view, a compositional semantic system arises only as a culmination or point of equilibrium of a complex process of abstractive reflection that goes through stages. Reference as such is not there initially but comes into play only through the contribution that it makes to the truth conditions of sentences.

These considerations, as much armchair theorizing on cognition and language acquisition, should not be taken as realistic descriptions of how a semantic system like that of English gets established or is acquired by the child. Their purpose is to demonstrate that our theory of meaning and the causal theory of reference are not logically committed to a kind of semantic atomism. Nor do truth and reference depend on one another in a circular way.

There is no way that we could do justice here to the richness of the positions that emerge from the philosophical debate associated with truth-conditional semantics. But pedagogical considerations required us not to bypass completely discussion of some of the claims most often associated with it.

Exercise 5  Add the following to $F_1$:

$VP \rightarrow V_{dt} N \text{ to } N$

$V_{dt} \rightarrow \text{introduces}$

What is

(a) $\llbracket VP V_{dt} N \text{ to } N' \rrbracket^o$ equal to ?

Consider next the following situations:

(v$_1$) $\llbracket \text{Pavarotti is cute} \rrbracket^o_1 = 1$

$\llbracket S \rrbracket^o_1 = 0$ for every atomic S different from "Pavarotti is cute."

(Recall that S is atomic iff it does not contain any sentential connective, like and, or, or negation.)
(v₂) \[\text{[Pavarotti is boring]}^{v₂} = 1\]
[\text{[Loren is boring]}^{v₂} = 1]
[\text{[Bond is cute]}^{v₂} = 1]
[\text{[Bond likes Bond]}^{v₂} = 1]
[\text{[Bond likes Pavarotti]}^{v₂} = 1]
[\text{[Loren introduces Pavarotti to Bond]}^{v₂} = 1]
[\text{[Bond introduces Pavarotti to Bond]}^{v₂} = 1]
[S]^{v₂} = 0 \text{ for any atomic S different from the ones listed above.}

(v₃) \[\text{[is cute]}^{v₃} = \{L\}\]
[\text{[is hungry]}^{v₃} = \emptyset]
[\text{[is boring]}^{v₃} = \{P, B, L\}]
[\text{[likes]}^{v₃} = \{\langle B, B \rangle, \langle B, P \rangle, \langle B, L \rangle\}]
[\text{[introduces]}^{v₃} = \emptyset]

where P = Pavarotti, B = Bond, and L = Loren. Give the values of the following in each of the above situations.

(b) is cute
(c) introduces Pavarotti to Bond
(d) Pavarotti is boring or [Loren is boring and it is not the case that Bond likes Loren]
(e) [Pavarotti is boring or Loren is boring] and it is not the case that Bond likes Loren
(f) [Pavarotti is boring or Loren is boring] or [Pavarotti is boring and Loren is boring]
(g) it is not the case that it is not the case that [Bond introduces Pavarotti to Loren or Loren introduces Pavarotti to Bond]
(h) Pavarotti likes Loren and [Bond likes Pavarotti or Bond likes Bond]

Show whether the following pairs of sentences are logically equivalent.

(1) a. [Pavarotti is boring and Loren is boring] and Bond is boring
b. Pavarotti is boring and [Loren is boring and Bond is boring]

(2) a. Pavarotti is boring and [Loren is boring or Bond is boring]
b. [Pavarotti is boring or Loren is boring] and [Pavarotti is boring or Bond is boring]

(3) a. Pavarotti is boring and [Loren is boring or Bond is boring]
b. Pavarotti is boring or Bond is boring
Chapter 3
Quantification and Logical Form

1 Introduction

We introduced truth-conditional (or logical) semantics by considering a simple language, $F_1$, in which we could attribute certain properties (being boring, being hungry, liking James Bond, etc.) to certain individuals (Bond, Loren, and Pavarotti). Our language $F_1$, however, provides no way to move beyond talk of particular individuals to the expression of generalizations, such as those in (1).

(1) a. Everyone likes Loren.
   b. No one is boring.
   c. Someone is hungry.

One might suggest that we can express the content of the sentences in (1) by using sentences like those in (2).

(2) a. Loren likes Loren and James Bond likes Loren and Pavarotti likes Loren.
   b. It is not the case that [Loren is boring or Bond is boring or Pavarotti is boring].
   b'. Loren is not boring and Bond is not boring and Pavarotti is not boring.
   c. Loren is hungry or Bond is hungry or Pavarotti is hungry.

This is almost right if our domain of discourse includes only Bond, Loren, and Pavarotti. In such contexts the sentences in (2) will be truth-conditionally equivalent to those in (1). But suppose that there are some additional individuals under consideration; the sentences in (1) would automatically take account of those individuals in addition to our familiar three, whereas the sentences in (2) must be amended. Moreover, it does not seem necessary for us to be able to name the additional individuals to
include them in our generalizations, since expressions like *everyone, no one, and someone* automatically include them.

Such expressions are quantificational as are many others: *most, many, two, all*. It is quantificational expressions that introduce the power to express generalizations into language, that is, the power to move beyond talk about properties of named individuals to saying what *quantity* of the individuals in a given domain have a given property. The quantificational apparatus of a language is a central plank of its expressive capacity.

Quantification in natural language is an extremely complex phenomenon, which we will not address directly at first. Instead, we will first present the syntax and semantics of an artificial language that contains constructions capable of representing some very common quantificational tools of natural languages. This is the language of what is known as (first order) predicate calculus with identity. The semantic techniques for interpreting languages of this kind form the core of standard quantification theory and can be extended to apply directly to English and other natural languages. Before presenting the formal language, however, we will introduce its distinctive semantic idea informally.

As the sentences in (2) suggest, there is a systematic connection between the truth conditions of sentences with quantified expressions as subjects and the truth conditions of sentences with such ordinary referring expressions as proper names or personal pronouns as subjects. It is this connection that quantification theory exploits. Our approach to evaluating sentences like those in (2) seems to have something to do with our evaluations of sentences like those in (3).

(3)  

a. She/he likes Loren.  
b. She/he is boring.  
c. She/he is hungry.

We can think of the truth-conditional import of the sentences in (1) by imagining the sentences in (3) uttered again and again, each time accompanied by a pointing at a different individual until each individual in the domain has been pointed at. With each pointing, the sentences are understood as saying of the particular individual in the domain pointed at that she or he likes Loren, is boring, or is hungry. Relative to that pointing, each of these sentences can be assigned a truth value of either true or false, as we elaborated in the preceding chapter. But what about the sentences in (1)? They say something about the pattern of these successive valuations, something that holds regardless of the order in which we choose to point, provided that we eventually point at all the individuals. Sentence (1a) says
that (3a) is true relative to every pointing, sentence (1b) says that (3b) is true with respect to no pointing (that it is false relative to every pointing), and sentence (1c) says that (3c) is true relative to some pointing or other.

The basic idea can be applied to other quantified expressions.

(4)  
a. Three cats have whiskers.  
b. Most cats have whiskers.  
c. Many cats have whiskers.  
d. One cat has whiskers.

Each of these sentences can be thought of as having two components. One is a simple subject-predicate sentence with something like a pronoun as its subject, something like (5), which can be evaluated as true or false only with respect to some individual contextually taken as a value for the pronoun (demonstrated by pointing, for example) and which by itself expresses no generalization.

(5) It has whiskers.

The other component, the quantified expression, tells us something about how many different values of the pronoun we have to consider (in this case the quantified expression can also be thought of as instructing us to limit the domain of individuals being considered to cats). The quantified expression is the generalizing component. Sentence (4a) is true just in case there are at least three different cats to point to of whom (5) is true; (4b) requires that most (more than half) of our pointings at cats pick out cats of which (5) is true; (4c) is true just in case “many” of our pointings pick out cats of which (5) is true (and how many this requires depends on various contextual factors); finally, (4d) requires only one pointing at a cat of whom (5) is true. In other words, we seem to have analyzed the sentences in (4) roughly along the lines indicated in (6):

(6)  
a. (three cats) (it has whiskers)  
b. (most cats) (it has whiskers)  
c. (many cats) (it has whiskers)  
d. (one cat) (it has whiskers)

This may seem unnatural, since the sentences in (4) do not contain any overt pronouns. But now consider a sentence like (7).

(7) Every cat is proud of its whiskers.

Whereas (5) is incomplete without some contextual demonstration to supply a referent for the pronoun, (7) does not seem to need such a demonstration, even though (7) also contains an occurrence of the pronoun it. The pronoun in (7), however, does not refer to some particular cat or set of cats.
This might seem a mystery, but it is very natural if we analyze (7) as having two components, just as we did with our earlier sentences.

(8) (every cat) (it is proud of its whiskers)

The pronoun it(s) in (8), our abstract representation of (7), serves as a placeholder for successive pointings: each successive pointing must assign to both occurrences of the pronoun it(s) the same object. The semantic value of both occurrences must covary. The analysis in (8) makes this explicit by having the placeholder occur twice, though of course it is only the second occurrence that actually surfaces as a pronoun. The pronoun that surfaces in (7) seems to do exactly what the (abstract) subject pronouns we hypothesized in (5) and (6) do.

It was Frege who first had the idea of analyzing quantified statements such as those we have considered as having two components, one a singular sentence with a placeholder element like a pronoun and the other a component that says how many of the possible values for that placeholder are such that the singular sentence is true relative to that value for the placeholder. Truth conditions for these quantified statements are defined in two stages: first, truth conditions are defined for the singular sentence relative to some value for the placeholder(s), and then truth conditions are defined in terms of generalizations about values assigned to the singular sentence.

Though it may seem simple now, this two-stage approach was an enormous breakthrough. It provided us with the first fully general treatment of multiply quantified sentences (sentences with interdependent occurrences of several quantified expressions, like “Every student meets two professors every week”). In the following section we are going to see how multiple quantification can be made more explicit by incorporating it into the syntax of a formal language (the predicate calculus).

1.1 The standard theory of quantification

1.1.1 The syntax of the predicate calculus The syntax of the predicate calculus (PC) can be given in terms of a simple set of phrase-structure rules such as those in (9). In stating these rules, we abbreviate a set of rules of the form $A \rightarrow C_1, \ldots, A \rightarrow C_n$, as $A \rightarrow C_1, \ldots, C_n$.

(9) a. Form $\rightarrow$ Pred$_n$(t$_1$, ..., t$_n$)
   b. i. Pred$_1$ $\rightarrow$ P, Q
       ii. Pred$_2$ $\rightarrow$ K
       iii. Pred$_3$ $\rightarrow$ G
   c. t $\rightarrow$ const, var
d. i. const → j, m
   ii. var → x₁, x₂, x₃, ..., xₙ, ...

e. Form → Form Conn Form

f. Conn → ∧ (to be read “and”), ∨ (to be read “or”), → (to be read “if ... then ...”), ↔ (to be read “if and only if”)

g. Form → Neg Form

h. Neg → ⊥ (to be read “it is not the case that”)

j. Form → ∀xₙ Form, ∃xₙ Form. ∀xₙ should be read “for every xₙ”; ∃xₙ should be read “for some xₙ” or “there is (at least) a xₙ such that”

k. Form → t = t

Form is the category of formulas; Predₙ is the category of n-place predicates; t is the category of terms; const is the category of (individual) constants; var is the category of (individual) variables; conn is the category of connectives; neg is the category of negation. To keep the presentation simple, we have included only one-place (monadic), two-place (dyadic), and three-place (triadic) predicates, but (9b) could easily be expanded to include predicates with more argument places, since rule (9a) is written in a general form. The number of places associated with a predicate is sometimes called its adicity. We also simplified by including only two expressions as one-place predicates (P and Q), two expressions as constants (j and m), one two-place predicate (K), and one three-place predicate (G). Adding more expressions in any of these categories is perfectly straightforward. We have adopted symbols for connectives and quantifiers that are frequently used. But in the logic and semantic literature there is a fair amount of variation, unfortunately, when it comes to notation.

In (10a, b) we give as an illustration two phrase-structure trees admitted by (9) together with the corresponding labeled bracketings. In giving the labeled bracketings, we omit representing lexical categories, for simplicity. Note that parentheses and commas belong to no category; they are simply introduced by rule (9a).

(10) a.

```
Form
  Neg
    Form
      Pred₂
        t
        t
        cons
        var
        K (j, x₄)
```

a'. [Form ⊢ [Form K(j, x₄)]]
In representing syntactic structures it is generally useful to leave out some
details to keep things simple. Thus, for example, in representing labeled
bracketings, we can go further than we did in (10a', b') and omit category
labels and brackets whenever no ambiguity in syntactic structure results.
Under this convention, we can rewrite (10a', b') as (11a, b), respectively.
Formulas (11c–f) give further examples of well-formed structures associated
with formulas generated by (9).

(11)  a.  \neg K(j, x_4)  

b.  \forall x_2 [G(j, m, x_2) \land P(x_2)]  

c.  \forall x_1 \exists x_2 [K(x_1, x_2)]  

d.  \forall x_7 \neg [Q(x_7) \rightarrow K(x_7, j)]  

e.  \exists x_3 [P(x_3) \lor Q(j)]  

f.  [\exists x_3 Q(x_3)] \lor P(x_3)]

Formula (11b) can be read “For every x_2, the G relation holds between j,  
m, and x_2, and x_2 has the property P.”

Quantificational sentences are built out of sentences containing vari­
ables. This is a way of representing the idea informally presented in the
introduction that quantification has two components: a sentence con­
taining ordinary (unquantified) attribution of properties to referents and
an instruction as to how many such referents should have the property.
Variables play the role that pronouns were playing in that earlier informal
discussion.

We say that an occurrence of a variable x_n is bound iff it is C-commanded
by a quantifier coindexed with it (that is, of the form \forall x_n or \exists x_n); otherwise
we say that x_n is free. C-command (which abbreviates constituent command)
is defined as follows:

(12)  A C-commands B iff the first branching node that dominates A also
dominates B.
Accordingly, the first occurrence of $x_3$ in (11f) is bound, the second one is free. Perhaps this can be best appreciated by switching from the labeled bracketing notation to the corresponding phrase marker:

\[(13)\]

\[
\begin{array}{c}
\text{Form} \\
\text{conn} \\
\text{Form} \\
\text{Form} \\
\exists x_3 \\
\end{array}
\]

\[
\begin{array}{c}
\text{Q}(x_3) \\
\lor \\
P(x_3) \\
\end{array}
\]

We also say that the \textit{scope} of a quantifier is what it C-commands. Thus, the scope of $\exists x_3$ in (13) is the boxed occurrence of Form.

Finally, we say that an occurrence of $x_n$ is \textit{bound} by a quantifier $Q_n$ iff $Q_n$ is the lowest quantifier C-commanding $x_n$. Thus, in (14a) $\forall x_3$ binds only the second occurrence of $x_3$, while $\exists x_3$ binds the first one. In fact, as we will shortly see, the formula in (14a) will turn out to be equivalent to the one in (14b), where quantificational dependencies are expressed in a graphically clearer way.

\[(14)\]

\[a.\]

\[
\begin{array}{c}
\text{Form} \\
\text{conn} \\
\text{Form} \\
\text{Form} \\
\forall x_3 \\
\exists x_3 \\
\end{array}
\]

\[
\begin{array}{c}
\text{Q}(x_3) \\
\lor \\
P(x_3) \\
\end{array}
\]

\[b.\] $\forall x_1 [\exists x_3 [Q(x_3)] \lor P(x_1)]$

Customarily, the syntax of PC is specified by means of a recursive definition, rather than by means of phrase-structure grammars. In (15) we give a recursive characterization of the syntax of PC, which is equivalent to (9).

\[(15)\]

\[a.\] For any integer $n$, $x_n$ is an (individual) variable.

\[b.\] $j, m$ are (individual) constants.

\[c.\] Variables and constants are terms.

\[d.\] $P, Q$ are in Pred$_1$ (one-place predicates), $K$ is in Pred$_2$, $G$ is in Pred$_3$.

\[e.\] If $A$ is an $n$-place predicate and $t_1, \ldots, t_n$ are $n$ terms, then $A(t_1, \ldots, t_n)$ is a Form (formula).\(^1\)

\[f.\] If $A$ and $B$ are formulas, then so are $\neg A, [A \land B], [A \lor B], [A \rightarrow B], [A \leftrightarrow B], \forall x_n A, \exists x_n A.$
If $t_1, t_2$ are terms, then $t_1 = t_2$ is a formula.

It is easy to verify that the structures in (11) are also admitted by the clauses in (15).

**Exercise 1** Prove the last claim for the first two examples in (11) by generating them using the rules in (15).

There are two rather trivial differences between the syntax in (9) and the one in (15). The first concerns the fact that (9) generates terminal strings of the category Form that are ambiguous, as they can be associated with different phrase markers or bracketings. Thus, as in the case of $F_1$, in order to do semantics we have to refer to sentences under an analysis. On the other hand, (15) is designed to encode directly a certain amount of syntactic structure in the string of symbols that are admitted as members of the category of formulas. In particular, (15) encodes structural information into terminal strings in the form of (unlabeled) bracketings. As a consequence, (15) generates unambiguous formulas, and semantics can be done directly in terms of the members of category Form, rather than in terms of the members of category Form under a certain analysis. The second difference concerns the fact that the connectives $\land, \lor, \neg$ are assigned to the categories conn and neg by the grammar in (9). In the grammar in (15), they are assigned to no category at all. In the latter case, we say that they are treated "syncategorematically." It wouldn't be hard to modify (15) so as to introduce in it the categories conn and neg.

**Exercise 2** (a) How would you define bound and free variables, given the syntax in (15)? (b) Consider the formula $[\neg P(x) \land Q(x)]$. What is the scope of negation according to (15)? And what is the scope of the quantifier in $[\forall x Q(x) \rightarrow P(x)]$?

In what follows we provide a semantics for PC based on the syntax in (15).

**1.1.2 The semantics for PC** For $F_1$ we defined truth conditions recursively on the basis of syntactic recursion. We follow the same sort of procedure in treating the semantics of PC, but now we must consider variables and quantifiers, which are quite different from the names, predicates, and connectives we encountered in $F_1$.

We have already suggested that variables in PC play some of the roles associated with pronouns in natural languages. It is part of their semantics
that they can refer to any individual at all in a given set and can be used with quantifiers to say something general about such a set.

In understanding variables, we must consider the possibility of assigning them different values. For present purposes we can think of these as something like the pointings we imagined for contextually specifying the values of antecedentless pronouns. The main difference is that we can use different acts of ostension or pointings to fix references of different occurrences of a single pronoun in a sentence but different occurrences of a single variable in a formula are to be understood as having the same reference. Let us illustrate what we mean; consider

(16)  
   a. She thinks that she is smart.
   b. $K(x_1, x_1)$
   c. $K(x_1, x_3)$

When using (16a), we can point at one person as we utter the first *she* and to another when the second *she* is pronounced. In (16b), however, we are required to assign the same value to $x_1$ in each of its occurrences: thus (16b) must be read as saying that the individual assigned to $x_1$ stands in the $K$ relation to itself, whereas (16c) says that the individual assigned to $x_1$ stands in the $K$ relation to the individual assigned to $x_3$ (which says nothing about whether the individuals involved are one and the same individual). We can think of variables as abstract pronouns, with the proviso that in a given context we can point only once for each distinct variable.

In interpreting variables, the critical thing is that we will need to consider alternative assignments of values, just as we need to consider alternative values for a pronoun whose antecedent is a quantified expression, as in (8). We already noted in connection with $F_1$ that predicates have an extension in a given set of circumstances that depends on what the circumstances are like, what the facts are. For variables it is crucial that we allow for alternative assignments even where the facts are fixed.

One way of achieving such a goal in interpreting PC is to use two independent value-assigning functions. We will have a function $V$ that assigns a value to individual constants and to predicative expressions and a different function $g$ that assigns a single value to each distinct variable. It can be helpful to think of $g$ as fixing the value of each variable in much the same way that an act of ostension can fix the value of an antecedentless third-person pronoun. The semantics for quantifiers will then be given as an instruction as to how to process value assignments to variables.

Perhaps the best way to understand the semantics for PC is by looking at a concrete example. In what follows, we will present first a specific
interpretation for PC; later on we will discuss the general form that any interpretation of PC must have.

Interpreting PC involves selecting a specific situation to be described and assigning a specific extension to our constants.

(17) a. Let $M_1$ be a pair $\langle U_1, V_1 \rangle$, where $U_1$ is a set of individuals (which we will call the domain or universe of discourse) and $V_1$ assigns an extension in $U_1$ to the individual constants and the predicates of PC. In particular, let us assume that the individuals we want to talk about are numbers. Accordingly, $U_1$ and $V_1$ are specified as follows:

$U_1 = \{0, 3, 9\}$

$V_1(j) = 0 \quad V_1(m) = 9$

$V_1(P) =$ the odd numbers in $U_1 = \{3, 9\}$

$V_1(Q) =$ the numbers in $U_1$ whose representation in standard arabic notation Bond could recognize by his third birthday $= \{0, 3\}$

$V_1(K) =$ \{\langle 0, 0 \rangle, \langle 0, 3 \rangle, \langle 3, 9 \rangle, \langle 9, 3 \rangle\}$

$V_1(G) =$ the set of ordered triples $\langle x, y, z \rangle$ in $U_1$ such that $x + y = z$, that is, \{\langle 0, 0, 0 \rangle, \langle 0, 3, 3 \rangle, \langle 3, 0, 3 \rangle, \langle 0, 9, 9 \rangle, \langle 9, 0, 9 \rangle\}$

b. Let $g_1$ be a function that assigns to any variable a value drawn from $U_1$. In particular, let $g_1(x_1) = 0$, $g_1(x_2) = 3$, and for all $n \geq 3$, $g_1(x_n) = 9$. The function $g_1$ can also be represented as a list of the following kind:

$g_1 = [x_1 \rightarrow 0, x_2 \rightarrow 3, x_n \rightarrow 9] \quad \text{where } n \geq 3$

$M_1$ is called a model for PC. In general, models are abstract structures that we use as auxiliary devices in providing interpretations. Model theory is a branch of modern logic that deals with the semantics of formal systems. It is in applying model theory to natural language semantics that we are ultimately interested here.

As can be seen from the example, models for PC are made up of two items: a specification of the set of things that one is going to talk about (the domain of discourse) and a specification of the extensions for the constants of the language (the interpretation function for constant expressions). Selecting $M_1$ means that we are going to talk about a subset of the natural numbers. Furthermore, by assigning an extension to predicates, we carve the discourse domain into sets and relations and thus also describe, in a sense, a situation or state of affairs. For example, $M_1$ describes a situation
where the numbers that Bond could recognize by his third birthday did not include 9. It also describes a situation where 9 is an odd number. These two facts have a different status. The former fact might have been otherwise, while 9 could not fail to be odd. This means that if we wanted the predicate $P$ of PC to represent the predicate is odd, we would want to restrict our attention to models where 9 is in the extension of $P$.

The above considerations illustrate that models such as $M_1$ can be thought of as ways of representing situations, collections of facts, or data. This is very similar to what we were doing in the semantics for $F_1$, except that we are now imposing more structure on the notion of a situation, the structure that is needed to deal with quantifiers.

In (17b), we single out a function $g_1$ to assign values to variables. When we give the semantics for $\forall$ and $\exists$ along the lines described in section 1, this will enable us to keep the facts fixed when we consider different assignments to variables and formally mimic the semantics for quantifiers described informally in the introduction.

We now proceed to give a complete semantics for PC relative to the situation encoded in $M_1$ and the value assignment to variables $g_1$. We have to relativize interpretation to both the model and the assignment because complex expressions can contain both constants and variables. Our interpretation will be recursive. Consequently, the first thing we have to do is to provide the base for the recursion. In (18) we provide the base for the recursive definition of the interpretation of PC, relative to the situation encoded in $M_1$ and the assignment $g_1$.

(18) If $A$ is either a predicate or an individual constant, then

$$[[A]]_{M_1,g_1} = V_1(A).$$

If $A$ is a variable, $[[A]]_{M_1,g_1} = g_1(A)$.

What (18) does is ground our interpretive function $[[\,]]$ (now relativized to a model and an assignment) in the previously defined $V$ and $g$ functions so that constants are interpreted with respect to what the facts are and variables with respect to an assignment function. We now provide the recursive clauses that concern the quantifier-free portion of PC.

(19) For any formulas $A, B$, any Pred$_n R$, and any terms $t_1, \ldots, t_n$,

1. $[[R(t_1, \ldots, t_n)]]_{M_1,g_1} = 1$ iff $[[t_1]]_{M_1,g_1}, \ldots, [[t_n]]_{M_1,g_1} \in [[R]]_{M_1,g_1}$
2. $[[A \land B]]_{M_1,g_1} = 1$ iff $[[A]]_{M_1,g_1} = 1$ and $[[B]]_{M_1,g_1} = 1$
3. $[[A \lor B]]_{M_1,g_1} = 1$ iff $[[A]]_{M_1,g_1} = 1$ or $[[B]]_{M_1,g_1} = 1$
4. $[[A \rightarrow B]]_{M_1,g_1} = 1$ iff $[[A]]_{M_1,g_1} = 0$ or $[[B]]_{M_1,g_1} = 1$
5. $[[A \leftrightarrow B]]_{M_1,g_1} = 1$ iff $[[A]]_{M_1,g_1} = [[B]]_{M_1,g_1}$
6. $[[\neg A]]_{M_1,g_1} = 1$ iff $[[A]]_{M_1,g_1} = 0$
7. $[[t_i = t_j]]_{M_1,g_1} = 1$ iff $[[t_i]]_{M_1,g_1}$ is the same as $[[t_j]]_{M_1,g_1}$
Before moving to the semantics of quantifiers, perhaps we can look at how (19) enables one to interpret quantifier-free formulas of PC. Below we compute the value of (20) in $M_1$ with respect to $g_1$.

(20) $[P(m) \land Q(x_3)]$

$$[[P(m) \land Q(x_3)]]^{M_1, g_1} = 1 \text{ iff } [P(m)]^{M_1, g_1} = 1 \text{ and } [Q(x_3)]^{M_1, g_1} = 1,$$

(19b). So let us compute the first conjunct. $[P(m)]^{M_1, g_1} = 1 \text{ iff } [m]^{M_1, g_1} \in [P]^{M_1, g_1}$, by (19a). Now $[m]^{M_1, g_1} \in [P]^{M_1, g_1} \text{ iff } V_1(m) \in V_1(P)$, by (18), and $V_1(m) \in V_1(P) \text{ iff } 9 \in \{3, 9\}$, by (17a). Since this is so, $[P(m)]^{M_1, g_1} = 1$. Now let us compute the second conjunct. $[Q(x_3)]^{M_1, g_1} = 1 \text{ iff } [x_3]^{M_1, g_1} \in [Q]^{M_1, g_1}$, by (19a). The latter is the case iff $g_1(x_3) \in V_1(Q)$, by (18). Moreover, $g_1(x_3) \in V_1(Q) \iff 9 \in \{0, 3\}$, by (17a, b). But the latter is not the case, and thus $[Q(x_3)]^{M_1, g_1} = 0$. As one of the two conjuncts is false, $[[P(m) \land Q(x_3)]]^{M_1, g_1} = 0$.

Exercise 3 State the most efficient way to compute the truth values of the following formulas:

(a) $[[R(x, y) \land P(x)] \rightarrow Q(x)]$

(b) $[[[P(y) \land R(x, y)] \rightarrow P(x)] \lor [P(x) \lor P(y)]]$

(c) $[[P(x) \rightarrow Q(y)] \land [R(y, y) \leftrightarrow [Q(x) \lor P(y)]]$

Compute the value in $M_1$ with respect to $g_1$ of the following formulas:

(d) $G(x_3, j, x_3)$

(e) $[\neg P(x_1) \leftrightarrow K(x_2, j)]$

(f) $[\neg [G(x_1, x_1, x_1) \rightarrow j = m] \land [\neg Q(j) \land K(j, m)]$

(g) $[\neg x_1 = j \rightarrow \neg G(x_1, x_1, x_1)]$

(h) $[\neg [[Q(x_3) \lor P(j)] \leftrightarrow K(m, m)] \rightarrow x_1 = m]$

Let us now turn to the interpretation of quantifiers, which is where the real novelty of the present semantics lies.

(21) a. $[\forall x_n A]^{M_1, g_1} = 1 \text{ iff for all } u \in U, [A]^{M_1, g_1[u/x_n]} = 1$, where $g_1[u/x_n] = g_1$, except that $g_1[u/x_n](x_n) = u$

b. $[\exists x_n A]^{M_1, g_1} = 1 \text{ iff for some } u \in U, [A]^{M_1, g_1[u/x_n]} = 1$

Before looking at an example, let us see what (21a, b) say. According to (21a) a formula of the form $\forall x_n A$ will be true if the following conditions hold. For each individual $u$ in the domain we successively interpret $A$, assigning $u$ to $x_n$. If $A$ comes out true on every such successive interpretation, $\forall x_n A$ is true. In other words, to evaluate $\forall x_n A$, we take our original assignment, $g_1$, and modify the value of $x_n$ by assigning $u$ to $x_n$. The modified
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\( g_1 \) is represented as \( g_1[u/x_n] \). We then evaluate \( A \) with respect to \( g_1[u/x_n] \) and check whether it comes out true with respect to it. If it doesn’t, then \( \forall x_n A \) is false. If it does, we repeat the procedure, assigning a new individual to \( x_n \). And we go on till we have exhausted every individual in the domain. At that point we will have considered every possible way of assigning a value to \( x_n \). For every such way \( A \) must come out true in order for \( \forall x_n A \) to be true.

For (21b), which concerns the existential quantifier, the idea is pretty much the same. The main difference is that for \( \exists x_n A \) to be true, it suffices to find some \( u \) or other in the domain such that the result of interpreting \( A \) by assigning \( u \) to \( x_n \) gives us the truth value 1.

This will become clearer by looking at a few examples. Let us consider first a sentence with only one quantifier.

\( (22) \exists x_1 P(x_1) \)

Before formally computing the value of (22), let us consider what such a formula intuitively says. It says that something in the domain satisfies the predicate \( P \); that is, it says that something in \( U_1 \) is odd. Such a statement is true in \( M_1 \), as \( U_1 \) does contain some odd numbers. Thus the result of evaluating (22) in \( M_1 \) should yield the truth value 1. And, as the reader can verify, it does. Now let us formally evaluate (22). \([\exists x_1 P(x_1)]^{M_1, \theta_1} = 1 \) iff for some \( u \in U_1, [P(x_1)]^{M_1, \theta_1[u/x_1]} = 1 \), by (21b). Let us try assigning 3 to \( x_1 \). This means considering \( g_1[3/x_1] \), that is, the assignment just like \( g_1 \) except that 3 gets assigned to \( x_1 \). Such an assignment thus boils down to the following:

\[
g_1[3/x_1] = \begin{cases} 
  x_1 \to 3 \\
  x_2 \to 3 \\
  x_n \to 9 
\end{cases} \quad \text{where} \quad n \geq 3
\]

Now \([P(x_1)]^{M_1, \theta_1[3/x_1]} = 1 \) iff \([x_1]^{M_1, \theta_1[3/x_1]} \in [P]^{M_1, \theta_1[3/x_1]} \), by (19a). And \([x_1]^{M_1, \theta_1[3/x_1]} \in [P]^{M_1, \theta_1[3/x_1]} \) iff \( g_1[3/x_1](x_1) \in V_1(P) \), by (18). And \( g_1[3/x_1](x_1) \in V_1(P) \) iff \( 3 \in \{3, 9\} \), by (17a). As the latter is indeed the case, it follows that \([\exists x_1 P(x_1)]^{M_1, \theta_1} = 1 \).

Consider next a case involving multiple quantifiers. Look at (23a), and again, before evaluating it formally, consider it intuitively. Formula (23a) says that everything in the domain has something that bears the relation \( K \) to it. In \( M_1 \) this is true, for 0 is \( K \)-related to 3, 9 to 3, and 3 to 9. Let us see whether the results of our formal procedure match with this intuition. It is convenient to work our way from the outermost layers of syntactic structure inward, applying the corresponding semantic rules as we parse the formula. The syntactic structure of (23a) can be displayed as in (23b).
In calculating \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1} \), we first apply rule \((21a)\) for universal quantification, which requires us to evaluate \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[0/x_1]} \) for all \( u \) in \( U_1 \). As there are three individuals in \( U_1 \), there will be three corresponding assignments to consider, namely \( g_1[0/x_1] \), \( g_1[3/x_1] \), and \( g_1[9/x_1] \). What are these assignments? Consider, for instance, \( g_1[3/x_1] \). As we saw in the evaluation of \((22)\), \( g_1[3/x_1] \) is the following function:

\[
g_1[3/x_1] = \begin{pmatrix} x_1 & \to & 3 \\ x_2 & \to & 3 \\ x_n & \to & 9 \end{pmatrix} \quad \text{where } n \geq 3
\]

This function is obtained from \( g_1 \) by changing the value of \( x_1 \) from 0 to 3. By parallel reasoning, \( g_1[9/x_1] \) is obtained from \( g_1 \) by changing to 9 the value that \( g_1 \) assigns to \( x_1 \). The result is

\[
g_1[9/x_1] = \begin{pmatrix} x_1 & \to & 9 \\ x_2 & \to & 3 \\ x_n & \to & 9 \end{pmatrix} \quad \text{where } n \geq 3
\]

Consider, finally, \( g_1[0/x_1] \). Notice that \( g_1(x_1) = 0 \). This means that if we take \( g_1 \) and change the value that \( g_1 \) assigns to \( x_1 \) to 0, we are going to get a function identical with \( g_1 \). That is, \( g_1[0/x_1] = g_1 \); the change is vacuous. In sum, to apply \((21a)\) to \((23a)\), we have to perform three computations:

\[
[\exists x_2 K(x_1, x_2)]^{M_1, g_1} \\
[\exists x_2 K(x_1, x_2)]^{M_1, g_1[3/x_1]} \\
[\exists x_2 K(x_1, x_2)]^{M_1, g_1[9/x_1]}
\]

Let us begin with the first one. As the outermost operator is the existential quantifier, the relevant rule will be \((21b)\). According to it, \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1} = 1 \) iff for some \( u \in U_1 \), \( [K(x_1, x_2)]^{M_1, g_1[u/x_2]} = 1 \). So we again have three assignments to consider. The assignments derive from \( g_1 \), this time by changing the values that \( g_1 \) assigns to \( x_2 \). The three assignments we have to consider are

\[
g_1[0/x_2] = \begin{pmatrix} x_1 & \to & 0 \\ x_2 & \to & 0 \\ x_n & \to & 9 \end{pmatrix} \quad \text{where } n \geq 3
\]

\[
g_1[3/x_2] = \begin{pmatrix} x_1 & \to & 3 \\ x_2 & \to & 3 \\ x_n & \to & 9 \end{pmatrix} \quad \text{where } n \geq 3
\]

\[
g_1[9/x_2] = \begin{pmatrix} x_1 & \to & 9 \\ x_2 & \to & 3 \\ x_n & \to & 9 \end{pmatrix} \quad \text{where } n \geq 3
\]
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\[ g_1[3/x_2] = \begin{cases} x_1 \to 0 \\ x_2 \to 3 \\ x_n \to 9 \end{cases} \quad \text{where } n \geq 3 \]

\[ g_1[9/x_2] = \begin{cases} x_1 \to 0 \\ x_2 \to 9 \\ x_n \to 9 \end{cases} \quad \text{where } n \geq 3 \]

Note that \( g_1[3/x_2] = g_1 \).

For \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1} \) to be true, it is sufficient that \( [K(x_1, x_2)]^{M_1, g_1[0/x_2]} \) or \( [K(x_1, x_2)]^{M_1, g_1[3/x_2]} \) or \( [K(x_1, x_2)]^{M_1, g_1[9/x_2]} \) be true. Notice that at this point we are left with formulas that do not contain quantifiers. And we are already familiar with how our semantics works for such formulas. So let us try \( [K(x_1, x_2)]^{M_1, g_1[0/x_2]} \). This formula is true iff \( \langle g_1[0/x_2](x_1), g_1[0/x_2](x_2) \rangle \in V_1(K) \), that is, iff \( \langle 0, 0 \rangle \in V_1(K) \), which is the case. Thus \( [K(x_1, x_2)]^{M_1, g_1[0/x_2]} = 1 \). Consequently, \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1} = 1 \).

We have next to compute \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[3/x_1]} \) and \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[9/x_1]} \). Consider first \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[3/x_1]} \). This is true iff for some \( u \in U_1 \), \( [K(x_1, x_2)]^{M_1, g_1[3/x_1][u/x_2]} = 1 \). Let us consider, for instance, \( g_1[[3/x_1]9/x_2] \). This assignment is obtained from \( g_1 \), by changing what \( g_1 \) assigns to \( x_1 \) and \( x_2 \) in the way indicated, which yields

\[ g_1[[3/x_1]9/x_2] = \begin{cases} x_1 \to 3 \\ x_2 \to 9 \\ x_n \to 9 \end{cases} \quad \text{where } n \geq 3 \]

Consequently, \( [K(x_1, x_2)]^{M_1, g_1[3/x_1][9/x_2]} = 1 \) iff \( \langle 3, 9 \rangle \in V_1(K) \), which is true. Thus \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[3/x_1]} = 1 \).

Finally, let us compute \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[9/x_1]} \). Again, we must find some \( u \in U_1 \) such that \( [K(x_1, x_2)]^{M_1, g_1[9/x_1][u/x_2]} = 1 \). The reader should be able at this point easily to verify that by setting, for example, \( u = 3 \), we get \( [K(x_1, x_2)]^{M_1, g_1[9/x_1][3/x_2]} = 1 \). Therefore, \( [\exists x_2 K(x_1, x_2)]^{M_1, g_1[9/x_1]} = 1 \). At this point we have exhausted the domain of individuals. For each \( u \in U_1 \) we have found some \( u' \in U_1 \) such that \( u \) bears the \( K \) relation to \( u' \). Thus (23a) is true in \( M_1 \) relative to \( g_1 \).

The process of evaluation just illustrated is, of course, tedious. But the point is to come up with a formal semantics for quantification that will work in every possible case of any complexity whatsoever, and this one does. Quantifiers are construed as instructions to check assignments to the variables that they bind: how many assignments must yield a value of 1 is what each quantifier specifies. How many we need actually consider may
depend on where we happen to start. In the worst-case scenario the number of assignments that must be considered is the number of elements in the universe raised to the power \( n \), where \( n \) is the number of distinct variables bound by quantifiers. In the relatively simple example above, this was \( 3^2 = 9 \). It is clear that matters could quickly get out of hand were we to consider longer nestings of quantifiers or larger domains of discourse. But it is also clear that this limitation is only due to the limited character of our psychophysical resources (memory, life span, etc.). The procedure we have specified will eventually yield a truth value for each formula if we abstract away from such limits, that is, if we imagine, for example, being able to extend our memory space indefinitely. Compare our semantics for quantifiers with the algorithm for computing addition. Two numbers can well be too big to be added by any human. Yet the algorithm we know will eventually yield a value if we let it run for a sufficiently long time.

It should be noted that it will not matter which assignment we begin with in evaluating (22) or (23a). The semantics for the quantifiers will tell us how to construct the relevant assignments out of the original one (and keep track of them). The reader can verify this by recomputing, say, (23a) with respect to another assignment of her or his choice. The truth value of (23a) will not be affected by this. Any assignment \( g \) whatsoever will be such that \( \llbracket (23a) \rrbracket^{M, g} = 1 \). In general, as we will see below, the choice of initial assignment in evaluating a formula \( \psi \) will matter only if \( \psi \) contains free variables.

The semantics for PC is made up of three components: the assignment to variables, the model, and the recursively specified semantic rules. What is actually part of the grammar of PC is the following: the structure of the model (which in the case at hand is very simple), the interpretation of the logical symbols (like \( \vee \) or \( \wedge \)), and the recursive semantic rules. In fact, any structure of the following form is going to qualify as a model for PC:

\[
M = \langle U, V \rangle, \text{ where } U \text{ is a set of individuals, and } V \text{ is a function such that if } c \text{ is an individual constant, } V(c) \in U, \text{ and if } c \text{ is an } n\text{-place predicate, } V(c) \text{ is a set of ordered } n\text{-tuples of elements drawn from } U. \\
\text{In symbols, } V(c) \subseteq U_1 \times \cdots \times U_n, \text{ where } U_1 \times \cdots \times U_n, \text{ the } \\
\text{Cartesian product of } U \text{ times itself } n \text{ times, is the set of all ordered } \\
n\text{-tuples built on } U. \text{(See the appendix for an explanation of Cartesian products.)}
\]

The content of the model (that is, the particular choice of a universe of discourse and the way it is carved up into suitable extensions for predicative and individual constants) may vary. The recursive part of the semantics
then provides a way of computing the truth values of sentences of indefinite complexity relative to the content of a model. This represents how the semantics for PC provides a way of determining the truth values of sentences across different circumstances (where the latter are represented here by models).

A semantics for more complex constructions is generally specified in this same format. It consists of a model specifying the structure of the relevant domains and the values of nonlogical constants, of a characterization of the value of logical constants, of assignments to variables, and of a recursive characterization of truth.

The notion that we have defined for formulas is "true with respect to a model and an assignment." The interpretation of formulas that contain free variables, like (20), is going to depend crucially on the assignments in a way reminiscent of how the interpretation of sentences with pronouns depends crucially on a contextually specified way of getting at the intended referent. It is easy, for example, to come up with an assignment $g_2$ such that $[(20)]^{M_1, g_2} = 1$. Tarski's original notion was that of "satisfaction of a formula by an assignment." However, as noted above in connection with (23a), formulas without free variables are going to get a value independently of which particular assignment is chosen. For example, in showing that $[(20)]^{M_1, g_1} = 0$, we showed that $[P(m)]^{M_1, g_1} = 1$. During that part of our computation, the semantics of PC never required us to use the assignment $g_1$, as the formula in question does not contain any free variables. If we had an assignment different from $g_1$, we would have come up with the same result in evaluating $P(m)$. Similar considerations apply to (22). In evaluating these formulas, it will not matter what assignment we begin with. Whatever our choice, the semantics for $\forall$ and $\exists$ will force us to construct all the possible assignments to $x_1$ and $x_2$ that can be relevant. In general, if a formula does contain free variables, it can only be true or false with respect to an assignment. But when a formula contains no free variables, if it is true with respect to an assignment, it will be true with respect to all assignments. And if it is false with respect to an assignment, it will be false with respect to all of them. This is simply because which particular assignment we start with does not enter in any relevant way into the computation of the value of the formula. We can exploit this fact to define truth formally:

(25) A formula $A$ with no free variables is true in a model $M$ iff for any assignment $g$, $[A]^{M, g} = 1$. It is false iff for any assignment $g$, $[A]^{M, g} = 0$.

Thus, by this definition, $[(23a)]^{M_1} = 1$; more simply, in $M_1$, (23a) is true.
Readers might want to familiarize themselves more with these techniques by evaluating a few more formulas. Consider, for example,

(26) \( \exists x_2 \forall x_1 K(x_1, x_2) \)

Formula (26) is the result of permuting the quantifiers in the formula in (23a). For (26) to be true, we have got to find some \( u \in U_1 \) that bears the \( K \) relation to \( u' \) for all \( u' \) in \( U_1 \). That is, we must find some \( u \) in \( U_1 \) such that 

\[
\begin{align*}
&[\forall x_1 K(x_1, x_2)] M_1, g_1[u/x_2] = 1. \text{ But there is no such } u. \text{ To see this, consider that} \\
&[\forall x_1 K(x_1, x_2)] M_1, g_1[0/x_2] = 0, \text{ since } [K(x_1, x_2)] M_1, g_1[0/3/x_1] = 0. \text{ And} \\
&[\forall x_1 K(x_1, x_2)] M_1, g_1[9/x_2] = 0, \text{ since } [K(x_1, x_2)] M_1, g_1[9/3/x_1] = 0. \text{ Thus,} \\
&(26) \text{ is false in } M_1.
\end{align*}
\]

Exercise 4 Consider a model \( M_2 = \langle U_2, V_2 \rangle \) such that

\[
\begin{align*}
U_2 &= \{0, 1, 2, 3, 4, 5, 6, 7, 8, 9\} \\
V_2(j) &= 0 \quad V_2(m) = 9 \\
V_2(P) &= \text{the odd numbers in } U_2 = \{1, 3, 5, 7, 9\} \\
V_2(Q) &= \text{the numbers in } U_2 \text{ whose representation in standard arabic notation Pavarotti could recognize by his third birthday} \\
&\quad = \{0, 1, 2, 3, 4, 5, 7, 8\} \\
V_2(K) &= \text{the set of pairs } \langle x, y \rangle \text{ out of } U_2 \text{ such that } x \text{ is less than or equal to } y \\
V_2(G) &= \text{the set of ordered triples } \langle x, y, z \rangle \text{ of elements of } U_2 \text{ such that} \\
&\quad x + y = z
\end{align*}
\]

Furthermore, let \( g_2(x_1) = 1, g_2(x_2) = 5, g_2(x_3) = 6, \) and for all \( n \geq 4, \)
\( g_2(x_n) = 2. \)

What do the following formulas say in English, and what is their truth value in \( M_2? \)

(i) \( \forall x_1 \exists x_2 [K(x_1, x_2) \land \neg x_1 = x_2] \)
(ii) \( \exists x_1 [Q(x_1) \land \neg P(x_1)] \land \exists x_1 [Q(x_1) \land P(x_1)] \)
(iii) \( \forall x_1 [[P(x_1) \land \neg x_1 = m] \rightarrow Q(x_1)] \)
(iv) \( \forall x_1 [Q(x_1) \rightarrow [P(x_1) \land \neg x_1 = m]] \)
(v) \( \forall x_1 [\neg Q(x_1) \rightarrow [x_1 = m \lor \exists x_2 G(x_2, x_2, x_1)]] \)
(vi) \( \exists x_1 [G(x_1, x_1, x_1) \land \forall x_2 [G(x_2, x_2, x_2) \leftrightarrow x_2 = x_1]] \)
(vii) \( \forall x_1 \forall x_2 [G(x_2, x_1, x_1) \leftrightarrow x_2 = j] \)
(viii) \( \exists x_1 \exists x_2 \exists x_3 \neg [G(x_1, x_2, x_3) \leftrightarrow G(x_2, x_1, x_3)] \)
(ix) \( \neg \exists x_1 \neg K(x_1, x_1) \)
(x) \( \forall x_1 \forall x_2 \forall x_3 [G(x_1, x_2, x_3) \rightarrow [K(x_2, x_3) \land \neg x_2 = x_3]] \)
Evaluate the following formulas in $M_2$, with respect to $g_2$, showing the crucial steps.

(xi) \[ G(x_1, x_2, x_3) \]

(xii) \[ \forall x_1 G(x_1, j, x_1) \]

(xiii) \[ [ \neg P(m) \leftrightarrow Q(m)] \]

(xiv) \[ \forall x_2 \exists x_3 [G(x_1, x_2, x_3) \lor x_2 = m] \]

We can now proceed to define entailment, logical equivalence, validity, and contradiction along the lines familiar from the preceding chapter.

(27) a. A set of formulas $\Omega$ entails a formula $\beta$ iff for every model $M$ and every $\delta \in \Omega$, if $[\delta]^M = 1$, then $[\beta]^M = 1$.

b. A formula $\beta$ is logically equivalent to a formula $\delta$ iff $\beta$ entails $\delta$ and vice versa (that is, iff they are true in exactly the same models).

c. A formula $\beta$ is valid iff for every model $M$, $[\beta]^M = 1$.

d. A formula $\beta$ is contradictory iff for every model $M$, $[\beta]^M = 0$.

Given our semantics for PC and the definitions in (19) and (27), a number of entailments will automatically be allowed. The entailments in the semantics for $F_1$ had to do with the relations among conjunction, disjunction, and negation. The new entailments that fall out of the semantics for PC concern the relations among quantifiers and sentential connectives. Let us illustrate this by showing some of the standard results that the semantics for PC yields.

Let us show that (28) entails (29) and vice versa.

(28) \[ \forall x \neg P(x) \]

(29) \[ \neg \exists x P(x) \]

Assume that $M' = \langle U', V' \rangle$ is any model such that $[\neg P(x)]^{M'} = 1$. By the definition of truth, then, for every assignment $g$, we have that $[\neg P(x)]^{M', g} = 1$. By the semantics for $\forall$, this can be so iff for all $u \in U'$, $[\neg P(x)]^{M', g[u/x]} = 1$. By the semantics for $\neg$, the latter can obtain iff $[P(x)]^{M', g[u/x]} = 0$. Consequently, we have that there is no $u$ such that $[P(x)]^{M', g[u/x]} = 1$. Therefore, by the semantics for $\exists$, we have that $[\exists x P(x)]^{M', g} = 0$. And, by the semantics for $\neg$, we obtain that $[\neg \exists x P(x)]^{M', g} = 1$. The result applies generally, as we never used the specific content of $M'$ or $g$.

Assume now that $M$ is an arbitrary model such that $[\neg \exists x P(x)]^M = 1$. From this it follows by the definition of truth and the semantics for $\neg$ that for every $g$, $[\exists x P(x)]^{M, g} = 0$. Thus there cannot be any $u \in U$ such that $[P(x)]^{M, g[u/x]} = 1$. This in turn means that for all $u \in U$, $[P(x)]^{M, g[u/x]} = 0$. 

This in turn means, in virtue of the semantics for $\neg$, that $\left[\neg P(x)\right]_{M, g[u/x]} = 1$. As this holds for all $u \in U$, by the semantics for $\forall$ we must have that $\left[\forall x \neg P(x)\right]_{M, g} = 1$.

Let us show that (30) entails (31) but not vice versa.

(30) $\forall x [P(x) \rightarrow Q(x)]$

(31) $[\forall x P(x) \rightarrow \forall x Q(x)]$

Consider any model $M$ such that for all $g$, $\left[(30)\right]_{M, g} = 1$. By the semantics for $\forall$, it must then be the case that for all $u \in U$, $\left[P(x) \rightarrow Q(x)\right]_{M, g[u/x]} = 1$. By the semantics for $\rightarrow$, either $\left[P(x)\right]_{M, g[u/x]} = 0$ or $\left[Q(x)\right]_{M, g[u/x]} = 1$. Now two possibilities arise: either there is some $u \in U$ such that $\left[P(x)\right]_{M, g[u/x]} = 0$ or there isn't any such $u$. Consider the first possibility. If there is some $u$ such that $\left[P(x)\right]_{M, g[u/x]} = 0$, then by the semantics for $\forall$ we get that $\left[\forall x P(x)\right]_{M, g[u/x]} = 0$. Consequently, by the semantics for $\rightarrow$ we immediately derive that $\left[(31)\right]_{M, g} = 1$, since the latter is a conditional with a false antecedent. Consider now the second possibility: if there are no $u \in U$ such that $\left[P(x)\right]_{M, g[u/x]} = 0$, then by the semantics for $\forall$, $\left[\forall x P(x)\right]_{M, g} = 1$. But in order for (30) to be true as we have assumed, it has to be true that for all $u \in U$, $\left[Q(x)\right]_{M, g[u/x]} = 1$, and therefore, $\left[\forall x Q(x)\right]_{M, g} = 1$.

Now, to show that (31) does not entail (30), consider a model $M^\dagger = \langle U^\dagger, V^\dagger \rangle$ such that $\left[(31)\right]_{M^\dagger} = 1$ but $\left[(30)\right]_{M^\dagger} = 0$. Let $U^\dagger = \{a, b\}$, $V^\dagger(P) = \{a\}$, and $V^\dagger(Q) = \{b\}$. We will then have that $\left[\forall x P(x)\right]_{M^\dagger} = 0$, since $\left[P(x)\right]_{M^\dagger, g[b/x]} = 0$. Thus by the semantics for $\rightarrow$ we have that $\left[(31)\right]_{M^\dagger} = 1$. However, $\left[(30)\right]_{M^\dagger} = 0$, since $\left[\left[P(x) \rightarrow Q(x)\right]\right]_{M^\dagger, g[a/x]} = 0$.

Exercise 5  A. Show that the following pairs are equivalent:

1. $a$. $\forall x P(x)$
   $b$. $\neg \exists x \neg P(x)$

2. $a$. $\exists x P(x)$
   $b$. $\neg \forall x \neg P(x)$

B. Show whether the following pairs are logically equivalent:

3. $a$. $\forall x [P(x) \land Q(x)]$
   $b$. $[\forall x P(x) \land \forall x Q(x)]$

4. $a$. $\exists x [P(x) \land Q(x)]$
   $b$. $[\exists x P(x) \land \exists x Q(x)]$

5. $a$. $\forall x [P(x) \lor Q(x)]$
   $b$. $[\forall x P(x) \lor \forall x Q(x)]$

6. $a$. $\exists x [P(x) \lor Q(x)]$
   $b$. $[\exists x P(x) \lor \exists x Q(x)]$
(7) a. \( \forall x_1 \exists x_2 K(x_1, x_2) \]
   b. \( \exists x_2 \forall x_1 K(x_1, x_2) \]

C. What do you think would be the fastest way to compute the truth value of the formula below?

(8) \[ \left[ \left[ \forall x \exists y L(x, y) \lor \exists z [L(z, z) \land z \neq j] \right] \land \exists y \forall x L(x, y) \right] \]

It should be noted that the syntax of PC does allow for vacuous binding of variables. So, for example, (32a, b) are as well formed as (32c, d):

(32) a. \( \exists x P(y) \]
   b. \( \forall x P(f) \]
   c. \( P(y) \]
   d. \( P(j) \]

But natural languages generally want their quantifiers to do some work; sentences like "Every cat is such that the grass is green" sound quite odd. It turns out, however, that the semantics that we have provided makes (32a, b) logically equivalent to (32c, d), respectively. The quantifiers in (32a, b) make no contribution to the content of the formula they operate on; they are semantically void. To see this, consider a model \( M \) and an assignment \( g \) such that \( [(32a)]_{M, g} = 1 \). This can be so iff for some \( u \in U \), \( [P(y)]_{M, g[u/x]} = 1 \), which is the case iff \( g[u/x](y) \in V(P) \). But of course if \( g(y) \in V(P) \), then for any \( u \in U \), \( g[u/x](y) \in V(P) \). That is, whether \( P(y) \) holds is not going to depend on what one assigns to \( x \). Parallel reasoning shows that if (32c) is true, so is (32a). Thus, formulas containing vacuous quantifiers turn out to have the same truth conditions as the corresponding formulas without them. This is just a technical convenience and is not important for our purposes.

1.2 Quantification in PC versus quantification in English

Quantification in PC bears a connection with quantification in English. But such a connection is not straightforward. For example, given our semantics for PC, how would you express some of the most normal quantificational locutions of English, such as those in (33)?

(33) a. Some odd number is less than 9.
   b. Every odd number is less than 9.
   c. (At least) two odd numbers are less than 9.
   d. (Exactly) two odd numbers are less than 9.

For concreteness, let us adopt the model \( M_2 \) for PC described in exercise 4, and let us further adopt the following simplificatory conventions:
(34)  
  \( a. \) is an odd number \( \equiv P \)  
  \( b. \) is less than \( \equiv < \) (where \( \forall x \forall y [x < y \leftrightarrow (K(x, y) \land x \neq y)] \)  

Standard practice is to render (33a–d) as illustrated in what follows:

(35)  
  \( a. \) \( \exists x \left[ P(x) \land x < m \right] \)  
  \( b. \) \( \forall x \left[ P(x) \rightarrow x < m \right] \)  
  \( c. \) \( \exists x \exists y \left[ x \neq y \land P(x) \land P(y) \land x < m \land y < m \right] \)  
  \( d. \) \( \exists x \exists y \left[ \left[ x \neq y \land P(x) \land P(y) \land x < m \land y < m \right] \land \right. \)  
  \[ \forall z \left[ \left[ P(z) \land x < m \right] \rightarrow x = z \lor y = z \right] \]  

Sentence (35a) literally says that there is something that is an odd number and it is less than 9. It seems uncontroversial that if the latter is true, then some odd numbers are less than 9, and vice versa. Thus (35a) and (33a) appear to have the same truth conditions, which in some sense justifies using (35a) as a PC rendering of (33a). The same point can be made, perhaps less smoothly, with respect to (35b). The latter says that if anything is an odd number, it is also less than 9. This does seems to be content synonymous with (33b): we cannot think of any situation where one of (33b) and (35b) would be false and the other true. The only controversial case is a situation where there aren’t any odd numbers in the domain. In this case our semantics for PC predicts that (35b) is true. However, what truth value (33b) receives is not quite so clear cut.

Let us consider some further examples:

(36)  
  \( a. \) Every student registered in Joan’s seminar is a genius.  
  \( b. \) Every holder of a winning ticket receives a prize; the problem is that no one ever holds a winning ticket.  
  \( c. \) Mary read every book assigned last semester, if any were assigned.

If you tell us that no students are registered in Joan’s seminar, we will not conclude that (36a) is thereby rendered false; no one would respond to an utterance of (36a) with “No, that’s false because no students registered,” although one might respond, “Yes, but only because there are no students registered.” Certainly it seems odd to utter (36a) in a context in which it is apparent that there are no students registered. The degree of oddity associated with universal quantifiers whose domain is empty seems to vary significantly; (36b) seems not so bad, and (36c) is fine, even though it explicitly allows for the possibility that the domain is empty. All this suggests that we might be in presence of a presuppositional phenomenon. When we say every student, we generally presuppose that there are some. That this piece of information should not be part of the truth-conditional
meaning of sentences like (36a–c) is supported by its removeability, which is often symptomatic of presuppositions.

Consider next (35c). It says that there are at least two distinct things that are odd numbers and less than 9. The truth-conditional equivalence of (33c) and (35c) appears uncontroversial.

Finally, consider (35d). It says that there are two distinct things that are odd numbers and less than 9, and furthermore that anything that is an odd number and less than 9 must be identical to one of those two things. This makes (35d) false in every situation where there aren't exactly two odd numbers less than 9. The philosopher Bertrand Russell proposed the same idea in order to express the quantificational import associated with the definite article. In (37b) we give his famous rendering of (37a).

(37)  
\[ a. ~ \text{The present queen of England is tall.} \]
\[ b. \exists x [\text{PQE}(x) \land \forall y (\text{PQE}(y) \leftrightarrow y = x) \land \text{tall}(x)] \]

Take a situation where England has two queens: Elizabeth V and Mary III. In such a situation the second conjunct of (37b) would be false, for not every queen of England is identical with Mary, nor is every queen of England identical with Elizabeth.

Notice that in writing formula (37b), we have added the one-place predicate PQE to the vocabulary of PC; obviously, we are interested in models where PQE is interpreted in the same way as the English expression is presently queen of England. From now on, we will freely add predicates to PC that correspond to English expressions when we want to use PC formulas to represent the truth conditions for English sentences.

**Exercise 6**  
A. Assuming \( M_2 \) as a model, express the following sentences of English in PC.

(a) Everything is odd or not odd.

(b) For every \( n \), the thing that yields \( n \) when added to \( n \) is 0.

(c) Everything is greater than or equal to itself.

(d) For every number \( n \), the result of adding \( n \) to 9 is greater than or equal to 9.

(e) Everything has something greater than it.

B. Add *man*, *smoke*, and *get sick* to PC as one-place predicates (members of the category Pred\(_1\)) and assume models where these predicates are interpreted just as in English (that is, the extension of *man* is the set of those individuals in the domain who are men, the extension of *smoke* is those who smoke, and the extension of *get sick* is those who get sick). Give
formulas of PC that have the same truth conditions as the following English sentences.

\( (f) \) More than two but fewer than five men smoke.
\( (g) \) Only men smoke.
\( (h) \) No man smokes.
\( (i) \) If someone smokes, she or he gets sick.
\( (j) \) No more than one man smokes.

In English and other natural languages, quantifying expressions like *every* and *some* are always accompanied by nominal expressions that seem intuitively to restrict the universe of discourse to individuals to which the nominal applies. We noted this in passing in our early informal discussion of sentences containing expressions like *every cat* or *some cat*. Even in maximally generic words like *everything* or *something*, *every* and *some* are affixed to the noun *thing*. In PC, however, we see that expressions like *cat* (or *thing*) have to be represented by a predicate. Sentences like (38a, c) will be represented as in (38b, d), respectively.

(38)  
\( a. \) Every cat prowls.  
\( b. \) \( \forall x[\text{cat}(x) \rightarrow \text{prowl}(x)] \)  
\( c. \) Some cat prowls.  
\( d. \) \( \exists x[\text{cat}(x) \wedge \text{prowl}(x)] \)  

Notice that representations of this kind do not make explicit our intuition that *cat* is playing quite a different role from *prowl*. Notice also that the formulas of PC change not only the quantifier but also the connective in the complex formula over which the quantifier has scope; in contrast, the English sentences differ only in the quantifying expression used. There is a way to make the dependence of the quantifier on the nominal explicit; its further advantage is that we need no longer use connectives in translating simple sentences like (38a, c). In (39a, b) we represent (38a, c) using what is called *restricted* quantification.

(39)  
\( a. \) \( (\forall x : \text{cat}(x)) \text{prowl}(x) \)  
\( b. \) \( (\exists x : \text{cat}(x)) \text{prowl}(x) \)  

In logics that use quantification of this type, the range of quantifiers is restricted to those individuals that satisfy the formula immediately following the quantifying expression, "cat(x)" in (38). The quantifiers are then interpreted as before: they require that (a) all or (b) some of the assignments of values to \( x \) that satisfy the restricting formula must also satisfy what
follows, "prowl(x)" in (38). If we confine our attention to the quantifiers that we have considered so far, then we can say exactly the same thing whether we use restricted or unrestricted quantification. A difference seems to emerge, however, when we turn to examine expressions like *most*. It can be shown that a quantifier like *most* cannot be represented in PC. To see this, consider what one might try to substitute for the question mark in (40b) so that (40b) is equivalent to (40a). It is easy to verify that neither $\to$ nor $\land$ will do. Yet (40c) does the job well, with *most* telling us that, say, more than half the assignments from the restricted domain of cats are also assignments for which "prowl(x)" is true.\(^2\)

(40) a. Most cats prowl.
   b. most $x[\text{cat}(x) ? \text{prowl}(x)]$
   c. (most $x : \text{cat}(x)) \text{prowl}(x)$

These observations have made some linguists conclude that using a notation with restricted quantifiers is more convenient for semantic purposes. While that might be right, it should also be noted that, as we will see, PC turns out to be in need of modifications on various other counts if it (or its semantics) is to be used for linguistic purposes. Various such independently needed modifications of PC turn out to make possible the expressibility of *most* and similar quantifiers, and thus we see no compelling argument for (or against) use of restricted quantification.

To sum up, PC seems capable of expressing many of the quantificational constructions that one finds in natural language. What we mean by this is that formulas of PC appear to have the same truth conditions (appear to describe the same situations) as sentences of English (relative to a suitable interpretation of the lexical items). This is simply based, however, on matching our intuitions about English sentences against the truth conditions explicitly associated with formulas of PC. The problem that we next face is how we match quantificational English sentences with their truth conditions in a more systematic or compositional way. The next section is devoted to this issue.

2 Quantification in English

We have been assuming that semantic interpretation is driven by syntactic structure. We now want to look at how quantificational expressions can be compositionally interpreted, which means that we have to look at what the syntax of English tells us about quantifier scope. Here we run into an interesting problem.
In giving our phrase-structure (PS) grammar for PC, we said that an occurrence of a variable \( x_n \) is bound iff it is C-commanded by a quantifier of the form \( Qx_n \); more generally, we defined the scope of a quantifier as what it C-commands. We say that a quantifier has scope over all the expressions that occur in its scope. The syntax of PC is designed to express scope relations unambiguously. This is not so, however, for English.

Exercise 7 In exercise 2, p. 97, you provided a definition of bound and free variables applicable to the PC syntax specified in (15). How would you define the scope of a quantifier for that same syntax?

You may remember that in chapter 1 we briefly discussed some examples of scope ambiguity. For example, sentences like (41a) appear to be semantically ambiguous. The two readings that (41a) seems to have can be represented by the two formulas in (41b, c):

(41)  
\begin{align*}
  &a. \text{Everyone loves someone.} \\
  &b. \forall x \exists y [\text{love}(x, y)] \\
  &c. \exists y \forall x [\text{love}(x, y)]
\end{align*}

In (41b) the existential quantifier associated with the direct object in (41a) is in the scope of the universal quantifier associated with the subject. In this situation we say that the universal quantifier has wide scope, the existential narrow scope. Formula (41b) says that everyone loves some person or other. In (41c) the opposite is true; the existential quantifier has wide scope, the universal quantifier narrow scope. Formula (41c) says that there is (at least) one person that everybody loves.

In chapter 2, \( F_1 \) allowed distinct syntactic structures to correspond to a single surface string; by interpreting structures rather than strings, we could assign a single interpretation to each sentential structure and at the same time allow multiple interpretations for syntactically ambiguous strings. Many English strings of words can be shown to be associated with distinct structures on syntactic grounds alone; frequently the distinct syntactic structures are associated with distinct interpretations, as we mentioned in chapter 1. Various constituency tests can be used to justify the assumption that (42a), for example, has the two structures shown in (42b, c).

(42)  
\begin{align*}
  &a. \text{John hit a boy with a binocular.} \\
  &b. [\text{John hit} \ [\text{NP a boy with a binocular}]] \\
  &c. [\text{John hit} \ [\text{NP a boy}][\text{PP with a binocular}]]
\end{align*}

In (42b) the prepositional phrase (PP) forms a constituent with and semantically modifies the NP a boy; in (42c) it does not form a constituent with
the NP *a boy*; it modifies the V *hit*. (We leave it open as to whether the PP in (42c) is attached to the VP or the S.) These hypotheses can be confirmed in various ways. For example, under the assumption that only equal categories can conjoin, one would expect that *NP a boy with a binocular* in (42b) could conjoin with other NPs and that the result should be semantically unambiguous. This is indeed so.

(43) John hit a dog, a boy with a binocular, and a girl.

Sentence (43) can only mean that John hit a dog, a boy who was carrying a binocular, and a girl.

Furthermore, on the assumption that one cannot extract PPs out of NPs, only in (42c) should we be able to question the PP. Thus one would expect the result of questioning the PP to be unambiguously associated with reading (42c). Again this seems to be so:

(44) With what did John hit a boy?

Introductory syntax textbooks provide abundant discussion of such cases. It is far less clear, however, that the string in (41a) is associated with distinct syntactic structures corresponding to formulas (41b, c). The problem here is that independent syntactic evidence that there are two structures associated with (41a) is not so easy to come by. In particular, no simple-minded (surface) constituency test, like the ones illustrated in (43) and (44), appears to be able to detect ambiguities of any kind.

One might try to argue, as has been done in, for example, Reinhart (1979), that there is no ambiguity in (41a), on the grounds that the two readings are not logically independent: (41c) entails (41b) (but not vice versa). This means that the set of circumstances where (41c) obtains is a proper superset of the set of circumstances where (41b) obtains, as is shown in the following diagram:

In chapter 2 a similar situation came up in connection with exclusive versus inclusive *or*, and we used it to argue against the ambiguity of *or*. By parallel reasoning we could argue that (41a) is semantically associated with the more general reading (41b). The more specific reading, where the
loved one happens to be the same for everybody, is not thereby excluded and can be the intended one under suitable contextual conditions.

To implement this view, one must claim that some principle fixes the scope of quantifiers in such a way that no scope ambiguity arises. For instance, on the basis of examples like (41a) one could claim that quantifiers are interpreted in their linear left-to-right order (in terms of C-commands at the surface structure, the C-commanding quantifier has wide scope, as in Reinhart's proposal). The problem is, however, that any such principle should provide a procedure that always associates the most general reading with sequences of quantifiers, in the way that the principles just mentioned do with respect to (41a). But this does not seem very likely, as the following examples suggest:

(45)  
\(a\). There was a name tag near every plate.  
\(b\). A flag was hanging in front of every window.  
\(c\). A student guide took every visitor to two museums.

In (45a, b) the preferred reading is not the one that one would expect in terms of the left-to-right (or C-command) condition. Such a principle would assign a name tag (or a flag) wide scope over every plate (every window), which yields the more restrictive of the two possible readings. Thus the reading where every plate (every window) has wide scope, the preferred one, cannot be derived by appealing to contextual or pragmatic factors. A mechanism for assigning wide scope to the rightmost NPs seems to be needed. Furthermore, in (45c), of all six possible quantifier construals, the most general one (the one entailed by all the others) is the one where the second quantifier has scope over the other two. It is difficult to see what principle could account for cases like those in both (41) and (45).

Perhaps one way to rescue the idea that sentences like (41) are unambiguous might be the following: in interpreting a sentence, always assign wide scope to every and narrow scope to some, two, etc. But this too appears to run into difficulties. Consider the following:

(46)  
\(a\). Everyone loves someone I know.  
\(a'\). \(\forall x \exists y [\text{know}(I, y) \land \text{love}(x, y)]\)  
\(b\). It is not the case that everyone loves someone I know.  
\(b'\). \(\neg \forall x \exists y [\text{know}(I, y) \land \text{love}(x, y)]\)

According to the proposal just outlined, (46a) would have only the reading specified in (46a'). The other alleged reading (where there is just one person I know that everyone loves) would be a special case of (46a'), one where the woman everyone loves happens to be the same one. It follows, then, that since (46a) on such a proposal would be unambiguous, the only
possible reading for the negation of (46a), namely (46b), would be the one shown in (46b'). Imagine now the following scenario. I know many people, and everyone likes someone or other among them. However, there is no person I know that everyone loves: not everyone loves Sue, not everyone loves John, not everyone loves Mary, and so on. It seems to us that it would be perfectly appropriate to report such a situation by means of (46b). That is, (46b) could well be true in the scenario we just set up. However, notice that (46b') would be false in such a scenario, for everyone does love one of my friends or another. So the proposal we have considered seems to predict that a certain reading is absent from (46b), contrary to what appear to be the facts.

One can see what goes wrong with such a proposal by examining its logic again, which goes as follows. The two alleged readings of a sentence like (47a) stand in the relation shown in (47b).

\[
\begin{align*}
(47) & \quad a. \text{Everyone loves someone.} \\
       & \quad b. \; \exists v \rightarrow \forall e \\
       & \quad c. \; \neg \forall e \rightarrow \neg \exists v
\end{align*}
\]

So one can assign the more general $\forall e$ reading to (47a) and argue that the $\exists v$ reading arises as a special case. This is appealing, as it prevents us from positing an ambiguity for which we have no evidence other than these scope phenomena. The problem, however, is that negation reverses entailments such as the one in (47b). Under negation we get the pattern in (47c). So $\neg \exists v$ is the more general reading (the entailed one). This is illustrated in figure 3.1. In this figure the situations associated with a (certain reading of) a sentence are represented as a portion of a space, and entailment can be visualized as inclusion ($A$ entails $B$ if the space of possibilities corresponding to $A$ is included in the space of possibilities corresponding

---

Figure 3.1
to $B$). Negation takes us from the space associated with a sentence to the space excluded by it. The reader can easily check that if $A$ is a subregion of $B$, then $\text{not } B$ must be a subregion of $\text{not } A$.

The interpretation assigned to a negative sentence ought to be just the negation of the interpretation assigned to its positive counterpart. But, as we have seen, the interpretation of $\neg \forall \exists$ is not general enough to cover all readings associated with negative sentences like (46b), and thus the strategy of assigning positive sentences like (46a) only the more general $\forall \exists$ reading is problematic. (In contrast, negated disjunctions do have the narrow range of interpretations predicted by assigning only the general inclusive reading to $\text{or}$; see chapter 4, p. 198.)

So we are led to conclude that on our current understanding of quantificational dependencies, scope ambiguities are real. Perhaps this thesis will at some point be refuted, but at present we see no alternative to it. A sentence containing quantified NPs is, in general, semantically ambiguous as to how the scope relations of its NPs may be understood. Even if no single sentence may allow us to construe the scope of its NPs in any old order, nevertheless, any old order seems to occur in some sentence or other. It appears less ad hoc, then, to assume that any quantifier scope construal is possible as far as semantics goes, and that pragmatic factors or lexical properties of items may rule certain construals out. To avoid positing these ambiguities is more complicated than dealing with them, and examples like (46) suggest it is also empirically inadequate.

If there are scope ambiguities, the problem is where to resolve them. Two major kinds of strategies come to mind as we try to develop compositional rules that can assign (41a) both the truth conditions associated with (41b) and those associated with (41c). The first treats the scope ambiguities of a sentence as basically semantic and complicates rules of semantic interpretation to allow them to assign distinct specifications of truth conditions to a single syntactic structure. The second hypothesizes a more abstract level of syntactic structure than the surface structure and provides distinct syntactic structures to associate with sentence (41a) and to serve as input to the recursive rules of semantic interpretation.

Cooper (1983) is the most explicit and fully developed attempt to pursue the first strategy, but the semantic techniques involved are significantly more complex that those afforded us by PC. We will not be able to discuss his approach here but will just adopt a strategy of the second kind.

PC itself, of course, is an example of a strategy of the second kind in dealing with scope, as it provides a syntactic characterization of the scope
of a quantifier. What we might hope to do is to find evidence for a more abstract level of English syntax that somehow resembles more closely the syntax of PC.

Recent syntactic theories of all kinds have found it necessary to articulate and enrich syntactic structure with notions that go well beyond representing the immediate constituent parts, on which we relied in testing the syntactic structure of (42). What we do below is adapt one such proposal suggested in the work of Chomsky and his associates that uses the notions of movement and traces. Our purpose here is not to endorse this particular analysis over its competitors but simply to provide a concrete proposal for treating scope ambiguities in English as due to (abstract) syntactic ambiguities.

2.1 Syntactic preliminaries
In this section we summarize briefly the main notions of transformational syntax that we are going to use in what follows. Readers familiar with post-1965 transformational approaches may skip this section.

The development of transformational syntax after 1965 (the date of publication of Aspects of the Theory of Syntax) has led to a model of grammar usually schematized as follows:

```
   DS
  / \      
 SS  PF   LF
```

Each node in the diagram (namely, DS, SS, PF, and LF) stands for a distinct level of grammatical representation. DS stands for deep structure (also abbreviated as D-structure), SS stands for surface structure (also abbreviated as S-structure), PF stands for phonological form, and LF for logical form. These levels are derivationally linked as indicated by the arrows. In generating a sentence, the grammar first produces its D-structure. This is then mapped onto the corresponding S-structure. The S-structure is the input to two interpretive components. On the one hand, the S-structure of a sentence is mapped onto a phonological form. On the other hand, it is mapped onto one or more logical forms, which are then semantically interpreted. We will say more about LF shortly. Each level is subject to certain conditions of well-formedness. To be a well-formed sentence, a sentence must be well-formed at each level. D-structure represents, in the form of phrase-structure markers, the structural properties of sentences that can be directly projected from their lexical makeup. D-structure is
mapped onto S-structure by moving constituents out of their allowable D-structure positions by application of a very general rule: move any constituent $\alpha$ anywhere.$^4$ Various independent constraints prevent the "move $\alpha$" rule from overgenerating. For example, sentences like (48b, d) are derived via the "move $\alpha$" rule from the D-structures associated with (48a, c), respectively.

(48)  a. John likes beans.
      b. Beans, John likes.
      c. John wonders what Bill bought.
      d. John wonders Bill bought what.

One can describe the relation between (48a, c) and (48b, d) by saying that in (48b, d) a constituent has been dislocated to clause-initial position. Various properties of dislocated constituents, such as interrogative and relative pronouns or topicalized expressions, depend on their DS position. Thus, for example, case markings on dislocated constituents may depend on where they come from:

(49)  a. *Whom did you say ______ came late?
      b. Whom did you say John met ______?
      c. To whom did Joan give the book ______?

As (49) illustrates, accusative case on interrogative pronouns in English is acceptable only if the question concerns what would be an accusative case complement of a verb or preposition. This shows that the position of the dislocated constituent in (49b, c) and the position of the gap, the position with which accusative case marking is usually associated, must be somehow related. Movement is a way of capturing such relatedness.

More specifically, it is assumed that moved constituents leave behind an empty node coindexed with them, so that, for example, the S-structure associated with (49b) would be as in (50) (irrelevant details aside):

(50) $[S, \text{whom}_i [S \text{did you say } [S \text{John met } [NP e_i]]]]$

These phonologically unrealized or empty elements (called traces) are argued to be actually audible in certain contexts. In English, for instance, there is a contraction process that turns want + to sequences into wanna. Wanna contraction appears to be blocked by traces intervening between want and to, as illustrated in (51).

(51)  a. Who do you wanna invite?
      a'. $[S, \text{who}_i [S \text{do you want to invite } e_i]]$
      b. *Who do you wanna come?
      b'. $[S, \text{who}_i [S \text{do you want } e_i \text{ to come}]]$
If syntactic structure encodes information about missing constituents (as in the view of movement we have just described), then facts such as those in (51) can be plausibly explained as the blocking of a phonological process triggered by structural elements (traces). Data such as those in (51) are arguably more difficult to explain in terms of theories of syntax that eschew abstract empty nodes.

The view of movement just sketched can be useful in dealing with quantifier scope as well. One can imagine representing the scope of quantified NPs by adjoining them to the site over which they are supposed to have scope. Thus, for example, the two NPs in (52a) could be fronted (by the “move α” rule) in either order, yielding the two structures in (52b, c).

(52) a. Everyone loves someone.
   b. [s everyone, [s someone, [s e1 loves e2]]]
   c. [s someone, [s everyone, [s e1 loves e2]]]
   d. ∀x∃y[loves(x, y)]
   e. ∃y∀x[loves(x, y)]

The two structures in (52b, d) could then be unambiguously mapped onto the truth conditions associated with (52d, e) respectively.

Thus one could imagine having an overt movement that actually dislocates constituents and a covert one, perhaps with properties similar to those of overt movement (and perhaps obeying similar constraints), whose role is purely interpretive. The latter kind of movement yields disambiguated structures that constitute the input to semantic interpretation. The kind of movement used to represent scope is generally called quantifier raising (QR) and the level of syntactic structure that QR gives rise to is called Logical Form (LF). It should be born in mind that even though this notion bears some relation to the characterizations of logical form one finds in the logico-philosophical literature (which we will discuss in section 3), it is not to be identified with it. LF is a level of syntactic representation where scope and possibly other relations relevant to semantic interpretation are overtly displayed. LF mediates between surface syntactic structures and meaning (truth conditions). As such it is a technical notion of syntactic theory, and we restrict the use of the acronym LF accordingly.

Going back to the diagram on page 120, then, S-structure is mapped onto LF by “move α”. To say that the latter movement is not overt is to say that the structures it generates are not relevant to phonological interpretation. The only level of syntactic structure that seems to play a role for phonology is surface structure, which is, therefore, taken as input by the phonological
component of the grammar (as displayed by the left branch of the wedge in the diagram on page 120).

This discussion gives only a very rough overview of some current syntactic terminology. In particular, movement of constituents, motivated in transformational grammar to handle certain classes of syntactic dependencies, provides a way of dealing with scope. Other ways have been proposed within the generative tradition. The semantic methods to be illustrated in the next section can be modified, as far as we can see, to apply to any other way of disambiguating surface syntactic structures with regard to the scope of familiar quantified NPs.

2.2 The fragment $F_2$

To illustrate the problems involved in spelling out the truth conditions of sentences containing quantified NPs, we will now formally describe a fragment of English, $F_2$, that includes some elementary forms of quantification. $F_2$ is generated by a set of PS rules. The syntactic structures admitted by this set of rules undergo a quantifier-raising transformation. In light of what we discussed in 2.1, we shall call the phrase markers associated with sentences generated by the PS rules $S$-structures and the phrase markers generated by applying quantifier raising to $S$-structures $L F$ structures. A compositional model-theoretic interpretation is provided for $L F$ structures. Thus, sentences are going to interpreted relative to (one of their) $L F$ structures. As we are not dealing in this fragment with relative clauses, questions, or other constructions involving overt syntactic movement, we shall not have two distinct levels for D-structure and S-structure.

2.2.1 The syntax of $F_2$  With this in mind, let us consider the syntax rules for $F_2$. As is usual, we will use $\rightarrow$ for phrase structure rules and $\Rightarrow$ for transformations.

(53)  a. $S \rightarrow NP \ VP$
      b. $S \rightarrow S \ conj \ S$
      c. $S \rightarrow \ neg \ S$
      d. $VP \rightarrow V_1 NP$
      e. $VP \rightarrow V_{in}$
      f. $VP \rightarrow V_1 NP \ PP[to]$
      g. $NP \rightarrow \ Det \ Nom$
      h. $PP[to] \rightarrow to \ NP$
      i. $Det \rightarrow the, a, every$
      j. $N \rightarrow Pavarotti, Loren, Bond$
      k. $Nom \rightarrow book, fish, man, woman$
The rule for quantifier raising is

\[(s \times NP, Y) \Rightarrow (s \ NP, (s \ X, e, Y)]\]

where NP is [Det Nom].

Here is an example of some sentences generated by \(F_2\), along with their LF structures. One of these structures is presented in full, the others in abbreviated form.

\[(55)\]

\(a.\) Every man gives a book to the woman.

\(b.\)

\[
\begin{array}{c}
1 \ S \\
2 \ NP_3 \\
4 \ NP_2 \\
5 \ S \\
8 \ Det \\
9 \ Nom \\
10 \ Det \\
11 \ Nom \\
12 \ Det \\
13 \ Nom \\
14 \ NP \\
15 \ VP \\
16 \ V_3 \\
17 \ NP \\
18 \ PP[to] \\
19 \ NP \\
\end{array}
\]

\[
every \ man \ a \ book \ the \ woman \ e_3 \ gives \ e_2 \ to \ e_5
\]

\(c.\) [[every man]_3 [[the woman]_5 [[a book]_2 [e_3 gives e_2 to e_5]]]]

\(d.\) [[a book]_2 [[every man]_3 [[the woman]_5 [e_3 gives e_2 to e_5]]]]

\(e.\) [[a book]_2 [[the woman]_5 [[every man]_3 [e_3 gives e_2 to e_5]]]]

\(f.\) [[the woman]_5 [[every man]_3 [[a book]_2 [e_3 gives e_2 to e_5]]]]

\(g.\) [[the woman]_5 [[a book]_2 [[every man]_3 [e_3 gives e_2 to e_5]]]]

\[2.2.2 \text{ The semantics of } F_2\]

We begin by first providing an example of a particular model for \(F_2\). Let \(M_3 = \langle U_3, V_3 \rangle\), where

\[(56)\]

\(a.\) \(U_3 = \{\text{Bond, Pavarotti, Loren, War and Peace, Aspects}\}\)

\(b.\) \(V_3(\text{likes}) = \{\langle \text{Bond, Loren}, \rangle, \langle \text{Pavarotti, Loren}, \rangle,\)

\(\langle \text{Loren, Aspects}, \rangle, \langle \text{Bond, War and Peace}, \rangle,\)

\(\langle \text{Pavarotti, Pavarotti} \rangle\}\)

\(V_3(\text{hates}) = \{\langle \text{Bond, Pavarotti} \rangle\}\)

\(V_3(\text{gives}) = \{\langle \text{Bond, Aspects, Loren} \rangle\},\)
\[ \langle \text{Pavarotti, War and Peace, Loren} \rangle \]
\[ V_3(\text{is hungry}) = \{\text{Pavarotti, Bond}\} \]
\[ V_3(\text{is boring}) = \emptyset \]
\[ V_3(\text{Pavarotti}) = \text{Pavarotti} \quad V_3(\text{Bond}) = \text{Bond} \quad V_3(\text{Loren}) = \text{Loren} \]
\[ V_3(\text{book}) = \{\text{War and Peace, Aspects}\} \]
\[ V_3(\text{man}) = \{\text{Bond, Pavarotti}\} \]
\[ V_3(\text{woman}) = \{\text{Loren}\} \]
\[ V_3(\text{fish}) = \emptyset \]
\[ V_3(\text{and}) = \begin{cases} 
1,1 & \rightarrow 1 \\
1,0 & \rightarrow 0 \\
0,1 & \rightarrow 0 \\
0,0 & \rightarrow 0 
\end{cases} \]

Similarly for or and it is not the case that.

c. Let \( g_3 \) be a function that assigns a value to traces. In particular, let us assume that for any \( n, g_3(e_n) = \text{Pavarotti} \).

We provide next the recursive part of the semantic rules. As before, we want to associate each syntactic rule with a semantic one. After each semantic rule, we indicate the corresponding syntactic rule. As this part of the semantics is independent of any particular choice of model, we will relativize it to an arbitrary model \( M \) and assignment \( g \) (rather than to \( M_3 \) and \( g_3 \)).

(57)

a. If \( A \) is a lexical category and \( \beta \) a trace term, \[ \llbracket A \beta \rrbracket^{M,g} = g(\beta). \] Otherwise, \[ \llbracket A \beta \rrbracket^{M,g} = \llbracket V \rrbracket^{M,g}. \] (53j-o)

b. \[ \llbracket A B \rrbracket^{M,g} = \llbracket B \rrbracket^{M,g} \] for \( A, B \) of any category. (53e, q)

c. \[ \llbracket \text{NP to VP} \rrbracket^{M,g} = \llbracket \text{NP} \rrbracket^{M,g}. \] (53h)

d. \[ \llbracket \text{NP VP} \rrbracket^{M,g} = 1 \text{ iff } \llbracket \text{NP} \rrbracket^{M,g} \in \llbracket \text{VP} \rrbracket^{M,g}. \] (53a)

e. \[ \llbracket \text{[S} \text{ conj} \text{S} \text{]} \rrbracket^{M,g} = \llbracket \text{conj} \rrbracket^{M,g}(\llbracket \text{[S} \text{]}^{M,g}, \llbracket \text{S} \text{]}^{M,g}) \]. (53b)

f. \[ \llbracket \text{neg S} \rrbracket^{M,g} = \llbracket \text{neg} \rrbracket^{M,g}(\llbracket \text{S} \rrbracket^{M,g}) \]. (53c)

g. \[ \llbracket \text{V NP} \rrbracket^{M,g} = \{x : \llbracket x, \text{[NP]}^{M,g} \rrbracket \in \llbracket \text{V} \rrbracket^{M,g}\}. \] (53d)

h. \[ \llbracket \text{V NP PP} \rrbracket^{M,g} = \{x : \llbracket x, \text{[NP]}^{M,g}, \text{[PP]}^{M,g} \rrbracket \in \llbracket \text{V} \rrbracket^{M,g}\}. \] (53f)

i. \[ \llbracket \text{[every} \beta \text{]} \rrbracket^{M,g} = 1 \text{ iff for all } u \in U, \text{ if } u \in \llbracket \beta \rrbracket^{M,g}, \text{ then} \llbracket \text{S} \rrbracket^{M,g}[u/e_i] = 1. \] (QR)

j. \[ \llbracket \text{[a} \beta \text{]} \rrbracket^{M,g} = 1 \text{ iff for some } u \in U, \text{ if } u \in \llbracket \beta \rrbracket^{M,g} \text{ and} \llbracket \text{S} \rrbracket^{M,g}[u/e_i] = 1. \] (QR)

k. \[ \llbracket \text{[the} \beta \text{]} \rrbracket^{M,g} = 1 \text{ iff for some } u \in U, \text{ if } \llbracket \beta \rrbracket^{M,g} = \{u\} \text{ and} \llbracket \text{S} \rrbracket^{M,g}[u/e_i] = 1. \] (QR)

On the basis of the semantics for \( F_2 \) we can provide the usual definitions of truth, entailment, and related notions.
(58)  
a. A sentence $S$ of $F_2$ is **true** in a model $M$ relative to one of its LF structures $\beta$ iff for all assignments $g$, $[\beta]^M,g = 1$. $S$ is false in $M$ relative to $\beta$ iff for all $g$, $[\beta]^M,g = 0$.

b. A sentence $S$ of $F_2$ relative to one of its LF structures $\beta$ **entails** a sentence $S'$ of $F_2$ relative to one of its LF structures $\delta$ iff for any model $M$, if $S$ is true in $M$ relative to $\beta$, then $S'$ is true in $M$ relative to $\delta$.

Let us illustrate the working of the present semantics by computing the values of (55a) in $M_3$ with respect to $g_3$ relative to the LF in (55b), repeated here.

(55)  
a. Every man gives a book to the woman.

Let us illustrate the working of the present semantics by computing the values of (55a) in $M_3$ with respect to $g_3$ relative to the LF in (55b), repeated here.

(55)  
a. Every man gives a book to the woman.

By (57i), $[[55b]]_{M_3,g_3} = 1$ iff for all $u \in U_3$, if $u \in V_3($man$)$, then $[[3]]_{M_3,g_3[u/e_3]} = 1$. We note that only Pavarotti and Bond (Pa and Bo henceforth) are in $V_3($man$)$ in $M_3$, and thus we have to compute only $[[3]]_{M_3,g_3[Pa/e_3]}$ and $[[3]]_{M_3,g_3[Bo/e_3]}$. Let us start with the former. By (57j), $[[3]]_{M_3,g_3[Pa/e_3]} = 1$ iff for some $u \in V_3($book$)$, $[[5]]_{M_3,g_3[[Pa/e_3]u/e_2]} = 1$. Let us try $u = War and Peace$ ($W&P$ henceforth). By (57k), $[[5]]_{M_3,g_3[[Pa/e_3]W&P/e_2]} = 1$ iff for some $u \in U_3$, $V_3($woman$) = \{u\}$ and $[[7]]_{M_3,g_3[[Pa/e_3]W&P/e_2]u/e_3] = 1$. Since $V_3($woman$) = \{Loren\}$ ($Lo$ henceforth), we have to compute $[[7]]_{M_3,g_3[[Pa/e_3]W&P/e_2]Lo/e_3}$. By (57d) and (57a), the latter is the case iff $g_3[[[[Pa/e_3]W&P/e_2]Lo/e_3](e_3) \in \{x : <x, g_3[[[[Pa/e_3]W&P/e_2]Lo/e_3](e_2), g_3[[[Pa/e_3]W&P/e_2]Lo/e_3](e_3) \in V_3($gives$)>\}$, that is, iff $Pa \in \{x : <x, W&P, Lo > \in V_3($gives$)>\}$, which is indeed the case. Therefore, $[[7]]_{M_3,g_3[[Pa/e_3]W&P/e_2]Lo/e_3} = 1$, $[[5]]_{M_3,g_3[[Pa/e_3]W&P/e_2]} = 1$, and $[[3]]_{M_3,g_3[Pa/e_3]} = 1$. Now we have to compute $[[3]]_{M_3,g_3[Bo/e_3]}$. The value of the latter is 1 iff for some $u \in V_3($book$)$, $[[5]]_{M_3,g_3[[Bo/e_3]u/e_2]} = 1$. It is easy to see that $[[5]]_{M_3,g_3[[Bo/e_3]Aspects/e_2]} = 1$, as $Bond \in \{x : <x, Aspects, Lo > \in
We thus conclude that $[[3]^{M_3, g_3[Bo/e_3]} = 1$, and therefore also that $[[55b]]^{M_3, g_3} = 1$.

We are assuming that QR is optional, but sentences with quantified NPs left in situ (that is, not raised by means of QR) will be uninterpretable and thus ultimately ungrammatical. Sentences that do not have an S-structure phrase marker distinct from their LF will be interpreted on the basis of their S-structure. Sentences that have an LF distinct from their S-structure have to be interpreted relative to their LF. Various ways of achieving the same effects are conceivable. For example, one could make QR obligatory and avoid having to filter out unraised quantified NPs in the semantics.

In the grammar of $F_2$ it turns out to be easy to filter out sentences with unraised quantified NPs, since these NPs simply lack a denotation, and thus rules like (57d), which interprets subject/predicate constructions, will not work if the NP is a quantified one. Quantified NPs receive an interpretation only in fronted position and then only indirectly by means of the contribution they make to the truth conditions of the sentences they occur in.

Yet the fact that quantified NPs lack a value is a drawback of the present approach, which one would like ultimately to overcome. It forces us to deal with each determiner within an NP in terms of a separate semantic rule, as (57i–k) illustrate. Not only is this inelegant; it will not be viable in the long run, as there are an indefinite number of determiners that can occur within NPs (complex NPs like every man and some woman, every man and some woman and three boys, a chicken in every pot, two candidates from every city, some but not all men, not every but some man, most or all men, etc.). If each individual NP is simply associated with a separate semantic rule, our capacity to interpret such an indefinite variety of NP types would be a mystery. Clearly the semantic value of NPs, just like that of other nonlexical phrases, has to be compositionally derived from the semantic values of their parts. But then NPs have to have a semantic value and cannot be treated indirectly just by looking at their semantic role in the structures in which they occur.

These considerations show that our semantics for $F_2$ is compositional only in a weak sense: sentences are compositionally interpreted in terms of the meanings of their parts, but other phrases, such as NPs, are not. As we have seen, this has undesirable consequences. However, there is no way to find an object that can play the role of quantified NP meanings within the limits of the semantics for PC. More powerful semantic techniques are called for. We will come back to this issue in chapter 9.
The present fragment assigns two LFs to sentences like (59a), namely, (59b, c).

(59) a. It is not the case that every man is hungry.
   b. [[(every man), it is not the case that [e_i is hungry]]]
   c. [it is not the case that [[every man], [e_i is hungry]]]

LFs (59b, c) are not equivalent, as they are associated with the truth conditions associated with (60a, b), respectively.

(60) a. \( \forall x [\text{man}(x) \rightarrow \neg \text{hungry}(x)] \)
   b. \( \neg \forall x [\text{man}(x) \rightarrow \text{hungry}(x)] \)

We think that (59a) in fact lacks the reading expressed by (60a), contrary to what the grammar of F_2 predicts. We think, however, that this is due to the nonidiomatic way of expressing negation that we have in F_2. The normal negation of “Every man is hungry” in English is “Every man isn’t hungry,” and the latter does seem to have the two readings associated with (60a, b). So we think that in general quantifiers do give rise to scope ambiguities when they interact with negation. We will return to this issue in chapter 5, where we develop a fragment of English incorporating a more adequate treatment of negation.

Exercise 8 For each of the LFs associated with (55a), determine which of the other LFs it entails.

2.3 Pronouns as bound variables and some scope restrictions in English

As pointed out in Cooper (1983, 3.2.1), a mechanism for wide scope quantification (such as QR) can be used to account for three things:

(i) Ambiguities due to the presence of several quantified NPs in a clause (“Every man loves a woman”)
(ii) Ambiguities that quantified NPs generate in interaction with intensional contexts (to be discussed in chapter 5)
(iii) Bound uses of pronouns (“Every cat loves its whiskers”)

We just saw how (i) is accommodated in F_2. We will see what phenomena (ii) refers to and how to accommodate them when we discuss intensionality. To see (iii), we have to introduce pronouns into F_2, which we now do. This again will serve as an illustration of the problems involved.

Personal pronouns in English are inflected with respect to gender, number, and case. We cannot deal properly here with the issues that arise in connection with the status of these notions. What we will do is to represent pronouns as abstract feature bundles, like \([_N x_n[FEM,SNG,ACC]]\) or \([_N x_n[MAS,SNG,ACC]]\), where \(n\) is an arbitrary numerical index. That is, things
like $x_{n[FEM,SNG,ACC]}$, $x_{n[MAS,SNG,ACC]}$ are new lexical entries of category N. We assume that the phonological component of the grammar spells out the latter two representations as *her* and *him* respectively. Actually, as we will only deal with singular pronouns, we will omit the feature SNG from the representation of pronouns. The rule for their introduction is the following:

(61) $N \rightarrow x_{n[GDR,CASE]}$

where GDR is MAS, FEM, or NEUT and CASE is ACC or NOM. We further assume that two NPs with the same index (for example, a quantified NP in fronted position and a pronoun) agree in gender and number specification. Finally, we assume that something takes care of case endings so that their distribution is correctly captured. One could do this by brute force, resorting to the following sort of filter:

(62) Structures of the form $[\beta x_{n[NOM]}]$ and $[x_{n[ACC]} \beta]$ are not in $F_2$.

Filter (62) rules out structures like $[vp \text{ likes ho}]$ and $[\text{s him is boring}]$.

With these modifications $F_2$ now generates sentences like (64a) below. But before looking at it, we must also slightly modify the semantics of $F_2$ given in (57) so that pronouns are correctly interpreted. First, we have to assume that the assignments of values to variables (the $g$ functions) are extended to pronouns. So, for example, let us assume that $g_3$ is modified as follows: $g_3(x_1) = \text{Pavarotti}$, $g_3(x_2) = \text{Bond}$, $g_3(x_3) = \text{Loren}$, and for any $n \neq 1, 2, 3$, $g_3(x_n) = \text{Pavarotti}$. Furthermore, for any $n$, $g_3(e_n) = \text{Pavarotti}$. We present next the amended version of (57), italicizing the parts that have been modified.

(63) a. If $A$ is a lexical category and $\beta$ a trace or pronoun, $[[A \beta]]^{M,g} = g(\beta)$. Otherwise, $[[A \beta]]^{M,g} = V(\beta)$.

i. $[[([\text{every } \beta], S)]^{M,g} = 1$ iff for all $u \in U$, if $u \in [\beta]^{M,g}$, then $[S]^{M,g}[u/t_i] = 1$, where $t_i$ is a trace or a pronoun. That is, $g[u/t_i] = g$ except that $g[u/t_i](e_i) = u$ and $g[u/t_i](x_i) = u$.

j. $[[[a \beta], S]]^{M,g} = 1$ iff for some $u \in U$, $u \in [\beta]^{M,g}$ and $[S]^{M,g}[u/t_i] = 1$, where $t_i$ is a trace or a pronoun.

k. $[[[\text{the } \beta], S]]^{M,g} = 1$ iff for some $u \in U$, $[\beta]^{M,g} = \{u\}$ and $[S]^{M,g}[u/t_i] = 1$, where $t_i$ is a trace or a pronoun.

$F_2$ so amended serves as a preliminary illustration of how our formal semantics for quantification can be applied to a natural language. We think that such an approach helps bring into focus some interesting empirical properties of grammars. In what follows, we briefly discuss a sample of such properties.
Let us first familiarize ourselves with the way $F_2$ works. In (64b) we illustrate the surface structure of (64a), and then we compute the value of (64b) in $M_3$ relative to $g_3$.

(64)  

a. Pavarotti likes her.

b.  

```
1 S
   2 NP
      4 N
   3 VP
      5 V
   6 NP
      7 N
```

Pavarotti likes $x_3[\text{FEM,ACC}]$

By (57c), $[(64b)]^M_{3,g_3} = 1$ iff $[2]^M_{3,g_3} \in [3]^M_{3,g_3}$, that is, iff Pavarotti $\in [3]_{M_3,g_3}$. By (57f), $[3]^M_{3,g_3} = \{x : \langle x, g_3(x_3) \rangle \in V_3(\text{likes})\}$. But $\{x : \langle x, g_3(x_3) \rangle \in V_3(\text{likes})\} = \{x : \langle x, \text{Loren} \rangle \in V_3(\text{likes})\} = \{\text{Bond, Pavarotti}\}$. Pavarotti is a member of the latter set; thus $[(64b)]^M_{3,g_3} = 1$. This calculation illustrates how pronouns on their deictic use are assimilated to free variables in the syntax of PC and get their value from an assignment function.

Typical examples of bound variable uses of pronouns are the following:

(65)  
a. Every teenager likes her mother.

b. Every professor thinks that she is busy.

At present we are unable to accommodate such uses because we haven't dealt with the semantics of possessives or with embedding. If we had a semantics for such constructions, the treatment of bound pronouns in $F_2$ would apply to them (as we will see when we deal with embedding).

Yet $F_2$ does display some bound variable uses of pronouns, and these raise some interesting problems. Here is an example.

(66)  
a. The man is hungry, and he is boring.

b. $[s [\text{the man}]_3 [e_3 \text{ is hungry and } [\text{NP } x_3] \text{ is boring}]]$

c. $\exists y[\text{man}(y) \land \forall x[\text{man}(x) \leftrightarrow x = y] \land \text{hungry}(y) \land \text{boring}(y)]$

(67)  
a. A man is hungry, and he is boring.

b. $[s [a \text{ man}]_2 [e_2 \text{ is hungry and } [\text{NP } x_2] \text{ is boring}]]$

c. $\exists y[\text{man}(y) \land \text{hungry}(y) \land \text{boring}(y)]$

In these two examples (b) is the LF of (a), and (c) is a PC rendering of the truth conditions that the semantics in (63) associates with these constructions. In these sentences we see an NP assigned scope over both conjuncts in a conjunction. Prima facie, as the sentences in question are indeed
grammatical (if one is willing to tolerate a certain stylistic awkwardness),
the fact that these constructions can be accommodated in $F_2$ and can be
interpreted as shown in (66c) and (67c) appears to be a positive result.
Examples of the same kind can be constructed for disjunction:

(68) [A package]$_4$ (that I was waiting for) either got delayed, or it$_4$ was
sent to the wrong address.

Notice also that the sentences in (69a) below are interpreted conjunctively
and the existential quantifier associated with a man binds the pronoun he,
which is schematically illustrated by the PC rendering in (69b).

(69) a. A maniac has damaged this painting. He evidently used a knife.

b. $\exists x[\text{maniac}(x) \land \text{damaged-this-painting}(x) \land \text{used-a-knife}(x)]$

These examples show that definite and indefinite NPs can have scope
over coordinated structures and even across stretches of discourse, a fact
that can perhaps be accommodated within the grammar of $F_2$.

However, it must also be observed that universally quantified NPs
behave differently in this respect from existentially quantified ones, as is
shown by the following examples (where the asterisk is used to indicate
ungrammaticality in the intended interpretation).

(70) a. *[Every man]$_4$ is hungry, and he$_4$ is boring.

b. $\forall x[\text{man}(x) \rightarrow [\text{hungry}(x) \land \text{boring}(x)]]$

(71) a. *[Every man]$_4$ walked in. He$_4$ was wearing a hat.

b. $\forall x[\text{man}(x) \rightarrow [\text{walked-in}(x) \land \text{wearing-a-hat}(x)]]$

The (a) sentences in these examples show that in general a universal
quantifier contained within a conjunct cannot bind pronouns contained in
other conjuncts in English (unlike the existential quantifier associated with
the indefinite article). This behavior of universal quantifiers is reminiscent
of the coordinate structure constraint, a constraint familiar to linguists
since the work of Ross (1966). Such a constraint describes a crucial property
of movement dependencies, namely, the impossibility of extracting a con­
stituent out of just one of two conjuncts, illustrated by the following
examples:

(72) a. *Which boy did John see _____ and Mary likes Bill.

b. *Beans John likes _____ and Mary hates potatoes.

It is hard to avoid the conclusion that quantifiers like every are governed
by the same constraint (whatever a correct account of it might be). However,
if we follow this line, (66a) and (67a) now become a problem. We have to
explain why NPs whose determiner is a definite or indefinite article (as in
(66a) and (67a) respectively) do not appear to be subject to such a constraint. We will come back to this problem shortly. The interesting thing to note here is that if it is correct that every is subject to the coordinate structure constraint, an interpretive phenomenon (the scope properties of a quantifier) would be subject to a restriction governing syntactically overt movement. This in turn would suggest that a unified treatment of overt movement and scope phenomena (which the theory we are adopting provides) is empirically supported. If wh dependencies and quantifier scope were dealt with in terms of totally different mechanisms, there should be no reason to expect them to obey similar restrictions.

In fact, parallelisms in the behavior of wh dependencies and quantifier scope are not limited to coordinate structures. They show up with respect to other grammatical structures, especially so-called “island” environments. For example, it is impossible to question a constituent contained in an NP of the form \([\text{NP} \text{ NP} \text{ S}]\) (a relative or an appositive clause, for example). Structures of this sort constitute an island. This is exemplified by the ungrammaticality of the following sentences:

\[(73)\]

\[a. \quad \*\text{[Which class]}\_i \text{ did you correct the homework that}_i \text{ the teacher assigned } \_j \text{ to } \_j?\]

\[b. \quad \*\text{[Which assignment]}_i \text{ did you hear the claim that a student copied } \_j?\]

Here the indices represent the dependency between dislocated constituents and gaps. This constraint, known in the literature as the complex NP constraint, appears to hold also of quantifier scope. Rodman (1976) points out the following minimal pair:

\[(74)\]

\[a. \quad \text{Guinevere has a bone in every corner of the house.}\]

\[a'. \quad \forall x[\text{corner-of-the-house}(x) \rightarrow \exists y[\text{bone}(y) \land \text{has}(g, y) \land \text{in}(y, x)]]\]

\[b. \quad \text{Guinevere has a bone which is in every corner of the house.}\]

The preferred reading of (74a) is the one represented in (74a'), where the universal quantifier has widest scope. On the other hand, such a reading is unavailable for (74b), where to obtain it we would have to move the universally quantified NP out of a complex NP. Again, there must be a good reason why these parallelisms hold. Such parallelisms would be very puzzling if overt wh dependencies and quantifier scope did not have a common structure. Our present approach is far from explaining these generalizations. It just provides a framework within which such an explanation might be found.

In light of these examples the hypothesis that quantifier scope is subject to constraints similar to those on wh movement gains further plausibility,
which makes the behavior of the NPs illustrated in (66–69) very puzzling. What is it that allows them to extend their scope beyond what is possible for every?

The mystery that surrounds NPs whose determiner is a definite or indefinite article is not confined to their behavior with respect to coordinated structures. Consider the contrast in (75).

(75)  
\(a. \) *Every farmer who owns \([\text{every donkey}]_1\) beats it\(1\).  
\(b. \) Every farmer who owns \([\text{a donkey}]_1\) beats it\(1\).

Sentence (75a) on the intended reading is ungrammatical. This is to be expected if every is subject to something like the complex NP constraint: *every donkey* can bind the pronoun *it* only if we extract the former out of the relative clause in which it is embedded (a complex NP). On the other hand, (75b) is perfectly grammatical. This appears to be a further instance of the capacity of NPs with articles to extend their scope beyond that possible for universally quantified NPs. But there is something about (75b) even more surprising. So far we have assumed that NPs with indefinite articles are semantically associated with existential quantifiers, a hypothesis that seems to work remarkably well. However, this will not do for cases like (75b). If *a donkey* is existentially quantified, we have essentially two options in assigning truth conditions to sentences like (75b):

(76)  
\(a. \) \(\forall x [(\text{farmer}(x) \land \exists y [(\text{donkey}(y) \land \text{own}(x, y))] \rightarrow \text{beat}(x, y)]\)  
\(b. \) \(\forall x \exists y [(\text{farmer}(x) \land \text{donkey}(y) \land \text{own}(x, y))] \rightarrow \text{beat}(x, y)]\)

In (76a) the existential quantifier is assigned narrow scope with respect to the implication. However, in such a case the second occurrence of \(y\), the one that represents the pronoun in (75b), is not bound by \(\exists\), and thus its value is referentially independent of the NP *a donkey*, which doesn't give us the reading we want.

In (76b) the existential quantifier is assigned wide scope over the conditional, and so the second occurrence of \(y\) is bound. But this still gives us the wrong truth conditions. Sentence (76b) is true whenever there is anything that makes the antecedent false. The existence of something that is not a donkey is sufficient to make (76b) true, independently of what every farmer does to donkeys. Thus, for example, in a situation in which there is a cat and no farmer beats his donkey, (76b) would be true, for the cat would suffice to make the antecedent of the conditional false and hence the whole conditional true. But this is clearly not a reading that (75b) allows. Thus, (76b) does not adequately represent the truth conditions of (75b).

A better approximation to what (75b) means is given by the truth conditions of (77).
(77) \( \forall x \forall y[[\text{farmer}(x) \land \text{donkey}(y) \land \text{own}(x, y)] \rightarrow \text{beat}(x, y)] \)

Formula (77) seems to represent fairly well the truth conditions associated with (75b) though perhaps only under the further assumption that there is a presupposition that each farmer owns just one donkey. However, in (77) we are interpreting the indefinite NP *a donkey* in terms of a universal quantifier rather than an existential quantifier. Why and how does this comes about?

This phenomenon is perfectly general. In fact, it also shows up in other types of constructions, notably conditionals, as the following illustrates:

(78) a. *If Kim owns [every donkey] \(_1\), she beats it \(_1\).*
    b. If Kim [owns a donkey] \(_1\), she beats it \(_1\).
    c. \( \exists y[[\text{donkey}(y) \land \text{own}(k, y)] \rightarrow \text{beat}(k, y)] \)
    d. \( \exists y[[\text{donkey}(y) \land \text{own}(k, y)] \rightarrow \text{beat}(k, y)] \)
    e. \( \forall y[[\text{donkey}(y) \land \text{own}(k, y)] \rightarrow \text{beat}(k, y)] \)

Again the scope of an NP with an indefinite article is able to span beyond the scope of a universally quantified NP (see (78a, b)). And again the usual existential interpretation of the indefinite article gives wrong results (consider (78c, d)). The phenomenon under discussion has been known at least since the ancient Stoics. In recent debates it goes under the name of *donkey anaphora* owing to the examples used to illustrate it by Geach (1962), which have become standard in the literature.

To summarize, we have found good evidence that universally quantified NPs are subject to constraints similar to those to which question formation is subject (like the coordinate structure constraint and other island constraints). NPs with indefinite (or definite) articles do not appear, prima facie, to obey restrictions of this sort. Furthermore, indefinite articles appear to undergo what looks like a change in meaning when they occur in the restrictive portion of a universal quantifier or in the antecedent of a conditional. Much recent work has been devoted to the solution of these mysteries, and this work suggests that the phenomena illustrated in (66–69) and those illustrated in (75–78) are indeed related. Such work focuses on how the truth conditions of sentences can affect, as well as be affected by, the dynamics of discourse. It calls for techniques that go well beyond the limits of this book, however. At any rate, we hope to have aroused the curiosity of the reader about these matters.

### 2.4 Coreference and noncoreference

Further interesting properties of pronouns (and interaction with quantifiers) arise in connection with disjoint reference (or noncoreference) phe-
A quite pervasive generalization about natural languages is that pronouns cannot corefer if they are somehow too close. Thus, for example, (79a) cannot in general have the same truth conditions as something like (79b):

(79)  

a. He loves him.  

b. love(x₁, x₁)

The two occurrences of the pronoun in (79a) are not expected to refer to the same entity. To a significant degree the domains over which pronouns must be disjoint in reference coincide in languages like English with the domains within which reflexives must find an antecedent. Much work has been done on the individuation of the syntactic domains (and on the exact conditions) with respect to which such a generalization holds. Let us briefly consider the general form that a theory of this phenomenon might take within the format for grammatical analysis that we are assuming.

A possible first guess is to try to constrain the way in which the indices are associated with pronouns, so that, for example, the two pronouns in (80a) are never coindexed, while the two in (80b) always are. The pronouns in (80c, d), on the other hand, may or may not be coindexed.

(80)  
a. John spoke with him about him.  
b. John spoke with her about herself.  
c. He thinks that he is smart.  
d. He loves his mother.

The principle of coindexing just sketched would yield the following pattern of grammaticality:

(81)  
a. John spoke with him₁ about him₂.  
a'. *John spoke with him₂ about him₂.  
b. John spoke with her₃ about herself₃.  
b'. *John spoke with her₃ about herself₂.  
c. He₁ thinks that he₁ is smart.  
c'. He₁ thinks that he₃ is smart.

The rationale behind this move is the following. Our semantics treats pronouns like variables in a logical calculus, as the notion of variable appears to be our current best formal tool for dealing with the way pronouns behave. The data in (80) and (81) suggest that we should keep the variables that interpret two (or more) nonreflexive pronouns in the same local domain distinct from each other and that we should make sure that the variables that interpret reflexive pronouns have a suitable antecedent.
Interestingly, effects of a closely related sort are detectable elsewhere. Specifically, disjoint reference constraints seem to apply to relations between pronouns and other kinds of NPs, as illustrated in (82).

(82)  
  a. John likes him.  
  b. Every student likes her.  
  c. Every student thinks that she is smart.

In (82a) *him* is not expected to refer to John. In (82b) *her* cannot be referentially dependent on *every student*, while in (82c) *she* can. It seems reasonable to assume that these facts can be accounted for by the same general principles that account for the facts in (80).

On the basis of these observations we might try to adjust our sample grammar $F_2$ along the following lines. Suppose we said that every NP (pronouns and nonpronouns) is freely assigned an index. Unwanted types of coindexing are then filtered out by the following principles:

(83)  
  a. A reflexive pronoun must be coindexed with a C-commanding argument within the minimal NP or S that contains it.  
  b. A nonreflexive pronoun must not be coindexed with a C-commanding NP within the minimal NP or S that contains it.  
  c. A nonpronominal NP must not be coindexed with a C-commanding NP.

The principles in (83) can be regarded as a rudimentary theory of syntactic binding. Let us briefly see how they work. Principle (83a) yields the following pattern:

(84)  
  a. *Himself$_1$ likes him$_1$.  
  b. *He$_1$ likes herself$_1$.  
  c. *He$_1$ thinks that Mary likes himself$_1$.

Sentence (84a) is ruled out because of the C-command condition on coindexing. Sentence (84b) is ruled out because the coindexed pronouns do not carry the same gender specifications. Sentence (84c) is ruled out because the antecedent of the reflexive is not in the same local domain as the reflexive.

Principle (83b) yields the following pattern:

(85)  
  a. *John$_1$ likes him$_1$.  
  b. *[Every student]$_1$ likes her$_1$.  
  c. [Every student]$_1$ thinks that she$_1,2$ is smart.

Finally, principle (83c) rules the following structures out:
(86)  a. *He\textsubscript{1} thinks that \{every student\}_{1}/John\textsubscript{1} is tired.
b. *\{Every student\}_{1} likes \{every student\}_{1}.
c. *John\textsubscript{1} likes John\textsubscript{1}.

To understand the significance of these patterns, we have to determine their actual semantic import. How does an approach along these lines (or some refinement of it) account for our intuitions concerning the meaning of the constructions we are examining? In the following discussion let us focus first on pronouns and quantified NPs, and let us put aside proper names.

On the general semantics that we are assuming, what follows from the binding theory is that example (87a) gets the truth conditions associated with (87b), and (88a) those associated with (88b).

(87)  a. He\textsubscript{1} likes himself\textsubscript{1}.
b. like(x\textsubscript{1}, x\textsubscript{1})

(88)  a. [Every professor]\textsubscript{1} likes herself\textsubscript{1}.
b. \forall x\textsubscript{1}[\text{professor}(x\textsubscript{1}) \rightarrow \text{like}(x\textsubscript{1}, x\textsubscript{1})]

This appears to be the right result. Thus our rudimentary binding theory provides a good first approximation to the meaning of reflexives.

A further consequence of the binding theory is that sentences like (89a) can never be interpreted as in (89b).

(89)  a. Every professor likes her.
b. \forall x\textsubscript{1}[\text{professor}(x\textsubscript{1}) \rightarrow \text{like}(x\textsubscript{1}, x\textsubscript{1})]

To obtain the reading in (89b), every professor and her would have to be coindexed. But this is ruled out by principle (83b). Notice that the grammar of F\textsubscript{2} would indeed generate (89b) as a possible reading of (89a) if something like principle (83b) were not adopted. This shows that a set of binding principles along the lines we are considering is necessary on truth-conditional grounds, for otherwise we would be predicting that (89b) is a possible meaning of (89a).

The truth-conditional relevance of binding theory can be further confirmed by considering what would happen if something like (86b) were grammatical. Its LF would be (90a), which would result in the truth conditions represented in (90b) or the equivalent (90c).

(90)  a. [[every student]_{1} [[[every student]_{1} [e\textsubscript{1} likes e\textsubscript{1}]]]]
b. \forall x\textsubscript{1}[\text{student}(x\textsubscript{1}) \rightarrow \forall x\textsubscript{1}[\text{student}(x\textsubscript{1}) \rightarrow \text{like}(x\textsubscript{1}, x\textsubscript{1})]]
c. \forall x\textsubscript{1}[\text{student}(x\textsubscript{1}) \rightarrow \text{like}(x\textsubscript{1}, x\textsubscript{1})]

But clearly the sentence “Every student likes every student” lacks the
reading given in (90c). Similar considerations apply to (86a). Thus the binding theory seems to yield a wide range of correct results.

How can we generalize the above results to the case of proper names? There are several ways of doing it. Perhaps the simplest one within the present setting is to assimilate proper names to quantified NPs. That is, we could let proper names undergo QR. The semantic rule that interprets structures with raised proper names is very easy to state:

(91) If NP<sub>i</sub> is a proper name, [[NP<sub>i</sub>, S]]<sup>M, g</sup> = 1 iff [[S]]<sup>M, g'</sup> = 1 where g' = g, except that g'(t<sub>i</sub>) = [[NP<sub>i</sub>]]<sup>M, g</sup> (where t<sub>i</sub> = x<sub>i</sub> or t<sub>i</sub> = e<sub>i</sub>). On the basis of (91) the LF associated with (92a) is (92b), which has the same truth conditions as (92c).

(92) a. John likes himself.
   b. [John<sub>1</sub> [e<sub>1</sub> likes x<sub>1</sub>]]
   c. like(John, John)

This is so because according to (91), for (92b) to be true we must have that [[e<sub>1</sub> likes x<sub>1</sub>]]<sup>M, g[e[John/t]<sub>1</sub></sup> = 1. And the latter is the case iff (92c) is the case, which is what we want. In general, all the above considerations concerning quantified NPs will extend to proper names if we guarantee that they are interpreted in raised position.

Careful consideration of our semantics will reveal an interesting problem. Consider (93a). Our grammar requires that the pronouns be assigned different indices, and this yields the truth conditions represented in (93b).

(93) a. He likes him.
   b. like(x<sub>1</sub>, x<sub>2</sub>)

But now nothing prevents x<sub>1</sub> and x<sub>2</sub> from referring to the same individual. Similar considerations apply to (94a).

(94) a. John likes him.
   b. [John<sub>1</sub> [e<sub>1</sub> likes x<sub>2</sub>]]

Nothing prevents x<sub>2</sub> in (94b) from accidentally coreferring with John. This might seem not to do justice to our intuitions about the meaning of these sentences.

An easy way out of this problem would be to require that distinct variables be mapped into distinct individuals. That is, we could restrict ourselves to assignments that require that whenever n ≠ m, g(x<sub>n</sub>) ≠ g(x<sub>m</sub>). However, this condition appears to be far too strong. For one thing, it would make formulas like (95a) and sentences like (95b) always false:

(95) a. x<sub>1</sub> = x<sub>2</sub>
   b. He is John.
Furthermore, even putting identity statements aside, there are cases where the noncoreference effects are suspended. The following examples adapted from Evans (1980) illustrate:

(96) a. I know what John and he [pointing at Bill] have in common. John likes Bill and he [pointing again at Bill] likes Bill also.
   b. Look, fathead, if everyone likes him [pointing at Bill], then Bill must also like him.

Examples of this kind appear to be perfectly sensible and are fairly systematic. They call, therefore, for an account of some sort. The nature of the facts in question suggests that we might be dealing with a presupposition phenomenon. In other words, we might represent what is going on in sentences like (93) and (94) along the following lines, where (b) gives truth conditions and (c) gives presuppositions.

(97) a. He likes him.
   b. like(x₁, x₂)
   c. x₁ ≠ x₂

   b. like(j, x₂)
   c. j ≠ x₂

The idea here is that the truth conditions associated with (97a), say, are those represented by (97b), which do not exclude the possibility that x₁ and x₂ may turn out to denote the same individual. However, (97a) is also associated with a presupposition that this is not so, a presupposition that in such special contexts as (95) and (96) may be canceled.

In fact, this view meshes well with general pragmatic strategies, which we will discuss in more detail in chapter 4. The point is that the grammar provides us with a specific tool for expressing coreference: reflexives. If speakers have grounds for asserting the coreferential reading, they would be misleading their audience by uttering, say, “He likes him” instead of “He likes himself.” This would explain why the presuppositions in (97) and (98) systematically arise. Note that such a strategy must still be based on a theory of binding along the lines sketched above, for otherwise how could we formulate the required presuppositions?

The topics at hand are quite intricate. Our discussion is preliminary, and there are many related phenomena that we haven’t even begun to discuss (such as, for instance, the interactions of binding theory with wh dependencies). Yet the above considerations illustrate that a theory of binding along the lines we have been considering appears to be necessary to get the
right truth conditions for a substantial number of sentences and also has a wide-ranging set of semantic consequences that must be carefully weighed.

### 2.5 Summary

This section has focused on the question of giving a precise account of the truth conditions of sentences containing quantified expressions. We provided a sample grammar, \( F_2 \), that associates a certain class of English sentences with a syntactic analysis similar to PC, and this allowed us to transfer the model-theoretic semantic tools we introduced for PC to the English fragment. Fragment \( F_2 \) associates with sentences structures much like those that recent GB syntactic studies hypothesize are assigned at the LF level. We have also considered some of the scope and binding phenomena that have come to constitute a standard set of problems for any theory of natural language meaning. This enabled us to illustrate some of the issues that arise in trying to identify a principled interface between syntax and semantics.

### 3 Logical Form (LF)

A main strength of the approach to meaning that we have been developing is that it provides a theory of entailment and thereby characterizes one central aspect of our semantic competence. There are other ways of approaching this task that are relevant to our enterprise and that we should therefore discuss, however briefly.

Consider the sentences below:

(99) a. All mothers are women, and Loren is a mother.
    b. Loren is a woman.

It is clear that (99a) entails (99b). In fact, for any pair of sentences that bear to one another the same structural relationship as (100a) to (100b), we can tell that the first will entail the second.

(100) a. All As are Bs and \( x \) is an A.
    b. \( x \) is a B.

The thing to note here is that we have to know virtually nothing about what (100a) and (100b) mean in order to determine that (100b) follows from (100a). We are able to determine it just by looking at the syntactic structure of (100a) and (100b), in which we treat the noncontent expressions all, and, and is a as part of that structure. This suggests that we may be able to
characterize something closely resembling entailment in purely syntactic terms just by looking at the form of argument patterns.

In fact, techniques of this sort have been widely and successfully studied within logic. The complexity and ambiguity of natural language, however, have made it very hard to characterize a sufficiently general notion of inference (proof or deduction) directly in terms of natural language syntax. This has led logicians to construct artificial languages that are on the one hand capable of expressing significant portions of what natural language expresses and at the same time are endowed with a simple syntax that supports a purely syntactic characterization of the notion of a valid inference. PC is one such language.

To get the flavor of what is involved in syntactically characterizing the notion of a valid inference, let us define some of the key concepts that this requires. A formal system consists of a language (a set of symbols and a set of formation rules that determine what strings of symbols are well formed) and a deductive apparatus. The deductive apparatus generally consists of a (possibly empty) set of axioms and a set of inference rules. The axioms are certain formulas of the language that are taken as valid without proof. Inference rules determine how formulas can be inferred or deduced from other formulas.

In the present chapter we have formulated the PC language. Such a language was used to introduce certain semantic techniques. But we have provided no deductive apparatus for PC. To see how such an apparatus may be specified, let us give one of the standard axiomatizations of the predicate calculus.

\[
\begin{align*}
\text{(101) } a. & \quad \psi \rightarrow (\phi \rightarrow \psi) \\
& \quad (\psi \rightarrow (\phi \rightarrow \theta)) \rightarrow ((\psi \rightarrow \phi) \rightarrow (\psi \rightarrow \theta)) \\
& \quad (\neg \psi \rightarrow \neg \phi) \rightarrow ((\neg \psi \rightarrow \phi) \rightarrow \psi) \\
& \quad \forall x \psi \rightarrow \psi(t/x) \\
& \quad \forall x (\psi \rightarrow \phi) \rightarrow (\forall x \psi \rightarrow \forall x \phi)
\end{align*}
\]

Here \( \psi \) and \( \phi \) are arbitrary formulas of PC and \( \psi(t/x) \) is the result of uniformly substituting \( t \) for \( x \) in \( \psi \). The choice of the axioms is determined not by their intuitiveness but by considerations of formal simplicity. The standard rules of inference for PC are given in (102) (\textit{modus ponens}) and (103) (generalization).

\[
\begin{align*}
\text{(102) From } \psi \text{ and } \psi \rightarrow \phi \text{ you can infer } \phi. \\
\text{(103) From } \psi \text{ you can infer } \forall x \psi.
\end{align*}
\]
The predicate calculus as a formal system is made up of PC plus the axioms in (101) and inference rules (102) and (103). In terms of this apparatus we can now explicitly define the notions of proof and theorem. 

(104) A sequence of well-formed formulas $\langle \psi_1, \ldots, \psi_n \rangle$ is a proof iff for $1 \leq i \leq n$, $\psi_i$ is either an axiom or is derived from $\psi_1, \ldots, \psi_{i-1}$ by one of the inference rules.

(105) A formula $\phi$ is a theorem iff there exists a proof $\langle \psi_1, \ldots, \psi_n \rangle$ such that $\psi_n = \phi$.

So informally, a proof is a sequence of formulas such that each member of the sequence is either an axiom or derivable from already proven formulas by means of inference rules. A theorem is the last line of a proof. For the benefit of the reader unfamiliar with these notions, let us given an example of a proof. In (106) we show that $p \rightarrow p$ (where $p$ is any formula) can be derived from the axioms in (101) and hence is a theorem of PC.

(106) a. $p \rightarrow ((p \rightarrow p) \rightarrow p)) \rightarrow ((p \rightarrow (p \rightarrow p)) \rightarrow (p \rightarrow p))$ axiom (101b)

\[
\frac{\psi}{\phi} \quad \frac{\theta}{\psi} \quad \frac{\phi}{\psi} \quad \frac{\theta}{\theta}
\]

b. $p \rightarrow (p \rightarrow p)) \rightarrow (p \rightarrow p)$ axiom (10a)

\[
\frac{\psi}{\phi} \quad \frac{\psi}{\psi}
\]

c. $(p \rightarrow (p \rightarrow p)) \rightarrow (p \rightarrow p))$ from (a) and (b) by modus ponens

d. $p \rightarrow (p \rightarrow p)$ axiom (101a)

\[
\frac{\psi}{\phi} \quad \frac{\psi}{\psi}
\]

e. $p \rightarrow p$ from (c) and (d) by modus ponens

The Greek letters written under the formulas indicate what part of the axiom each subformula corresponds to. The sequence of formulas $\langle(106a), \ldots, (106e)\rangle$ constitutes a proof and its last line, $(106e)$, is a theorem of PC. Not all theorems of PC are so trivial, but they are all proved by means of the same machinery.

We can further define the notion that $\psi$ is derivable from $\phi$ by saying that if we take $\phi$ as a premise (as an additional axiom, if you wish), $\psi$ is provable in terms of the deductive machinery of PC. This gives us a notion closely related to the notion of entailment but defined in purely syntactic terms, that is, solely in terms of the structural properties of configurations of symbols and independently of their meaning.

A natural question to ask is, What exactly is the relation between the syntactic characterization "$\psi$ is derivable in PC from $\phi$" and the semantic characterization "$\phi$ entails $\psi$"? Both are relations between sentences of a certain language. They are defined totally independently of one another and yet they intuitively appear to be related. They can both be regarded as
characterizing the conditions under which the information that $\psi$ conveys is in some relevant sense included in the information that $\phi$ conveys.

The question of how the syntactic notion of provability relates to the semantic notion of entailment breaks down into two subparts. Let us examine them separately. The first subpart can be put in the following terms: if $\psi$ is derivable from $\phi$ (in some formal system such as PC), does $\phi$ entail $\psi$ (with respect to a given semantics for the language)? This question is equivalent to the following: if $\psi$ is derivable from $\phi$, is $\psi$ true whenever $\phi$ is true? An affirmative answer to this question would tell us something very important concerning our formal system. It would tell us that the system does what it is supposed to do, namely, enable us to infer conclusions from premises without ever letting us infer false conclusions from true premises. If our formal system meets this requirement, it is consistent or sound.

We cannot rely on the self-evidence of the axioms or inference rules to conclude that a formal system is sound. Seemingly unproblematic assumptions have often turned out to be inconsistent. And an inconsistent calculus is pretty useless: it is unable to separate valid inferences from invalid ones.

How can we prove that a formal system (for example, PC) is sound? One way of doing it is by showing inductively that all its axioms are logically valid and that its inference rules are truth preserving. We illustrate this strategy by showing that (101a) is logically valid (or true in every model) and that modus ponens is truth preserving.

Assume that for some model $M$ and assignment $g$, $\models [\psi \rightarrow (\phi \rightarrow \psi)]^{M,g} = 0$. Then, by the semantics for $\rightarrow$ it must be the case that $\models [\psi]^{M,g} = 1$ and $\models [(\phi \rightarrow \psi)]^{M,g} = 0$. The latter is possible iff $\models [\phi]^{M,g} = 1$ and $\models [\psi]^{M,g} = 0$, again by the semantics for $\rightarrow$. But then we should have that $\models [\psi]^{M,g} = 1$ and $\models [\psi]^{M,g} = 0$, a contradiction. Therefore, for every model $M$ and assignment $g$, we must have that $\models [\psi \rightarrow (\phi \rightarrow \psi)]^{M,g} = 1$.

Let us next show that modus ponens is truth preserving. Assume that there is a model $M$ and an assignment $g$ such that $\models [\psi]^{M,g} = 1$ and $\models [\psi \rightarrow \phi]^{M,g} = 1$ but $\models [\phi]^{M,g} = 0$. By the latter two assumptions and the semantics for $\rightarrow$, it follows that $\models [\psi]^{M,g} = 0$. But this contradicts our first assumption. Thus for any model $M$ and assignment $g$, if $\models [\psi]^{M,g} = 1$ and $\models [\psi \rightarrow \phi]^{M,g} = 1$, it must also be the case that $\models [\phi]^{M,g} = 1$.

To complete our soundness proof, we would have to show that all the axioms in (101) are logically valid and that the generalization rule preserves truth. It turns out that this is indeed the case: PC is a sound system.

The second question that we can ask about the relation between provability and entailment is the following: whenever $\psi$ entails $\phi$, is it also the case that $\phi$ is syntactically derivable from $\psi$? An answer to the latter
question tells us whether our formal system is *complete*, whether it characterizes as provable all the arguments that our semantics independently characterizes as valid. If we can show that $\psi$ entails $\phi$ but $\phi$ is not derivable from $\psi$, then the formal calculus would be incomplete (with respect to the given semantics). It can be proved that PC is complete in this sense. There are many interesting standard formal systems that turn out to be incomplete. Completeness, however, signals that the system is in an important sense nonarbitrary: provable inferences, syntactically characterized, coincide exactly with valid inferences, semantically characterized.

So formal systems (or calculi) can be studied from both a syntactic and a semantic point of view. The branch of logic that focuses on formal systems as provability devices is called proof theory, while the one that studies them from a semantic point of view is called model theory. The notion of truth is absolutely central to the latter. It is by playing the syntactic and semantic perspective against each other that we can learn the most about the properties of a given calculus.

These considerations enable us to address several questions concerning the notion of logical form. The term *logical form* tends to be used very differently by different people, which leads to considerable confusion. Consider, for example, the notion of LF introduced in section 2.1. LF is defined as a level of syntactic structure that arises when certain rules (specifically, QR) are applied to S-structures. In particular, we are using LF as a level of structure at which quantifier scope and anaphoric dependencies are disambiguated. If we were to stop at that, there would be nothing specifically logical about LF. Logic, we think, has to do with valid inference patterns. LF as such doesn't characterize them. To do that, we need either to specify a proof theory for LF or a way of interpreting it that supports a definition of entailment.

This is not merely a quibble about the word *logical*. The point is rather that something is needed to give to LF (or some other relevant level of syntactic structure) its actual semantic bite. That something must incorporate at least a characterization of our intuitions about what entails what.

Conceivably, one might want to explore the following strategy for semantics. We might systematically (or compositionally) map the relevant level of syntactic structure into a formal calculus and use the deductive machinery of the calculus to characterize the relevant semantic notions. After all, we have just seen that in a significant class of cases (complete systems) the definitions of “$\psi$ is derivable from $\phi$” and “$\phi$ entails $\psi$” pick out exactly the same pairs of formulas (that is, $\psi$ is derivable from $\phi$ iff $\phi$
entails $\psi$). We could view such a map onto a formal calculus as providing us with logical forms (lfs) for English sentences. (Note that the lfs provided by formal calculi are different from LFs produced by quantifier raising.) Such logical forms can further be viewed as abstract characterizations of the mental representations that we associate with sentences. One basis for such a claim is the following. If the mind is a computational device, our recognizing semantic relatedness, and in particular our recognizing what entails what, would seem to be based on some mental calculus that specifies semantic relations among sentences on the basis of their formal properties. And our theory of logical form provides us with a formal calculus that characterizes how sentences are semantically related and makes empirically testable predictions. This does not mean, of course, that the mind actually goes through derivations such as the one in (106) to assess entailments. As Stanley Peters put it, our theory is a theory of what it is that the mind must compute, not of how it computes it (see Johnson-Laird (1983), p. 167).

A view such as this, or some more refined variant of it, however appealing, must, we think, be modified by two considerations. First, mapping English into an uninterpreted calculus cannot exhaust all there is to say about meaning. We use English to talk about reality, and we need some way of characterizing how this happens. As we have tried to show, the notions of truth and denotation give us a handle, an indispensable one, we think, on how this happens.

Second, a calculus must be sound, for otherwise it is useless. And unless it is complete, we have no guarantee that the correspondence between its theorems and valid arguments is nonarbitrary. How do we know that a calculus has these properties? Again, as we have seen above, the notions of truth and denotation in a model have proved to be formidable tools on this score.

Thus this approach to the notions of logical form and semantic representation might well be viable. But we fail to see how this can be if these notions are not solidly grounded on a truth-conditional and denotational perspective to ensure that the truth-conditional interpretation of the calculus we use is a known quantity.

Exercise 9 Add to $F_2$ (display (53)) the following syntactic rules:

r. NP $\rightarrow$ no N
s. NP $\rightarrow$ not every N

Give the semantics for (r) and (s). According to the semantics you have given, does (iia) entail (iiib) and does (iia) entail (iib)? Does the result you get match your intuitive judgment?
(i)  
a. No man smokes.
   b. Not every man smokes.

(ii) 
    a. Some man drinks, and no man smokes.
    b. Not every man smokes.
1 Introduction

How do people use language to convey what they mean? In this chapter we suggest how a model-theoretic semantics can help answer this question. The English fragment $F_2$ generates declarative sentences and includes an interpretation function $[\ ]$ that recursively assigns truth conditions to them. This program helps us provide a precise account of entailment relations and other semantic notions. We have also used it to explore some of the complexities of possible structural constraints in English on anaphoric relations. But it is not immediately obvious just what role a formal account of the semantics of a language can play in helping us understand language production and its subsequent interpretation. We know that people use language to implement their various aims and intentions, to do things. What we want to explore is the connection between linguistic meaning and these activities.

We are not attempting to describe directly the uses of language. Those uses, however, are part of the empirical data to which our theoretical account of semantic competence must be responsive. Knowing "how to do things with words," as J. L. Austin (1962) so nicely put it, depends on our having the linguistic knowledge that a semantic theory attempts to model. And what people do with their language provides evidence about the nature of the grammar of that language, including its semantic rules.

$F_2$ is an abstract system, a formal language that is describable in terms that make no reference to how or why speakers might use such a system, to their intentions, goals, or attitudes. In $F_2$, for example, we can prove that sentences (1a) and (1b) together entail (1c).

(1)  
  a. Pavarotti hates every woman.
  b. Sophia Loren is a woman.
  c. Pavarotti hates Loren.
This entailment relation is independent of what speakers believe or do; it is a matter of the relation that holds between \([(1a)], [(1b)], and [(1c)]\) in all models for \(F_2\). If, however, English speakers who utter strings like these are indeed using a system like \(F_2\), we expect this entailment relation to place constraints on the kinds of utterances they can successfully use.

For example, we would be surprised indeed to find a speaker who utters \((1a)\) and \((1b)\) assertively while denying \((1c)\) in the same discourse. Of course, \((1a)\) could be offered as a supposition or somewhat tentative assertion and then considered together with \((1b)\). In such a discourse the denial of \((1c)\) would constitute good grounds for rejecting the earlier supposition \((1a)\). In other words, what \(F_2\) is like places certain limits on how its sentences will be used by rational linguistic agents.

There are not only constraints but also possibilities of use that \(F_2\) helps us understand. For example, someone who takes you already to believe that \((1b)\) is true can sensibly assert \((1a)\) with the aim of conveying \((1c)\) to you: \((1a)\) might be offered, for instance, to challenge your assertion that no one hates Sophia Loren. Sentence \((1a)\) will be a good tool for that job in the imagined context precisely because of the entailment relations that \(F_2\) specifies (and the speaker’s belief that you recognize those relations). In offering \(F_2\) as a fragment of English, we make a claim that ordinary speakers of English can in fact use its sentences in certain ways in situated discourse and cannot use them in other ways. It is facts about English speakers that constitute our evidence that they know and use a system something like \(F_2\). The grammar of \(F_2\) does not itself, however, specify how speakers might use and hearers interpret its sentences. The relation between that grammar and facts like these about linguistic communication is necessarily indirect. To understand it better, we will draw on work in linguistic pragmatics and the philosophy of language.

2 Expression meaning and speaker’s meaning

Our focus so far has been on assigning meaning to linguistic expressions. The meaning of a declarative sentence, we have said, is associated with its truth conditions: a sentence \(\alpha\) means that \(p\) just in case \(\alpha\) is true in situation \(v\) iff \(p\), where \(p\) is some sentence of our metalanguage that gives the truth conditions for \(\alpha\). So, for example, we say that the meaning of \((2a)\) is a proposition that is true in model \(M\) just in case \([[(2a)]^M = 1\) in \(M\); this proposition is expressed by the set-theoretic statement \((2b)\).

\(\text{(2)} \ a. \ \text{Pavarotti doesn’t like Loren.}\)

\(\ b. \ \langle[[\text{Pavarotti}]]^M, [[\text{Loren}]]^M \rangle \notin [[\text{like}]]^M\)
$F_2$ is a formal language, but we have claimed that it models a fragment of English and that our account of the truth conditions of its sentences is a partial account of the semantic knowledge of English speakers. We have also claimed that knowledge of this kind underlies the capacity of English speakers to use (2a) to convey the information that Pavarotti doesn’t like Loren. If Joan believes that Pavarotti doesn’t like Loren and wants to share this belief with Alan, Joan can utter (2a), and we say that in so uttering, Joan herself means that Pavarotti doesn’t like Loren. If in uttering (2a) to Alan, Joan cannot mean that Pavarotti doesn’t like Loren, then we are inclined to say that $F_2$ is not a fragment of the language Joan uses for communicating with Alan. That a sentence means that $p$ in a language is somehow connected to its being reliably useable by speakers of that language to mean that $p$ and to communicate that meaning to one another.

We already have some account of what it is for a sentence, a linguistic expression, to mean that $p$. In this section we want to say something about what it is for a speaker to mean that $p$, and we want to consider in somewhat more detail how these two distinct notions of meaning might be related to one another. (As is customary in linguistic discussions, the word speaker is not confined to those who are audibly uttering expressions but includes any utterer of a linguistic expression, no matter what medium the expression is uttered in.)

What is it for a speaker $A$ to mean that $p$ in uttering sentence $\alpha$? When you read sentence (2a) above, you undoubtedly did not understand us, the authors of this book, to mean that Pavarotti doesn’t like Loren even though you understand that the expression we produced means that. We have simply mentioned that sentence as an example without really using it. We are expressing no opinions at all about Pavarotti’s attitude toward Loren when we cite this sentence to illustrate our general points about sentence meaning. In general, we don’t intend you to draw any conclusions about what we think of Pavarotti or Loren on the basis of the many example sentences we provide. Although the sentences in our examples are associated with meanings in English and thus can be understood both by us and our readers, our uttering those sentences as examples does not involve our using them to mean something. In such cases the expressions mean something, but the speakers are not using them to mean something. For someone to mean something in uttering a sentence, more is required than just producing a written or phonetic realization of the sentence, knowing what the sentence itself means, and expecting one’s addressee to share that knowledge.
What more is needed? Grice (1957; 1989, chap. 14) provided a ground-breaking discussion of this question that linked meaningful use of linguistic expressions with various other ways people might communicate and also with the more general notion of meaning as evidence ("Those clouds mean rain"). These ideas are developed further in Grice (1968; 1969; 1982; or 1989, chaps. 6, 5, and 18). Part of Grice's answer is implicit in our explanation of why our mentioning example sentences like (2a) does not involve our using them to mean anything. We do not mean that Pavarotti doesn't like Loren because we do not intend for you to take our utterance of sentence (2a) as evidence of anything at all about Pavarotti and Loren. This suggests that one who does utter (2a) to mean that Pavarotti doesn't like Loren is using the sentence in order to produce in others a certain opinion about Pavarotti's feelings toward Loren. A speaker who means that Pavarotti doesn't like Loren must intend addressees to take the utterance as evidence about Pavarotti's relation to Loren.

Intending one's utterance to count as evidence that some proposition \( p \) is true is not all that is required for one to mean that \( p \). Suppose that Joan utters (2a) intending to impress others by giving them evidence of intimate acquaintance with certain famous people. We would not say that in uttering (2a), Joan means that she is intimately acquainted with Pavarotti and Loren. Although she intends her addressees to take the utterance as evidence of such an acquaintance, she does not intend to accomplish this effect through getting the addressees to recognize her intention to give them information about her relation to Pavarotti and Loren. To mean that \( p \), says Grice, is to intend addressees to recognize one's intention that one's utterance is to count as evidence that \( p \), and furthermore, to intend that the addressee's recognition of one's intention be instrumental in achieving the intended effect. In the case of Joan's name-dropping, her intention to impress could be achieved even if the hearer did not take her to have intended that effect (perhaps the hearer assumes she is modest but reasons that she must know these famous folk to be so well informed about their relationship). In fact, Joan's chances of success in impressing others are probably enhanced if her addressees do not recognize what she seeks to accomplish.

Grice considers a number of examples of utterances for which we might say that a speaker intended to convey that \( p \) but where we would nonetheless not be willing to say that the speaker meant that \( p \). On the basis of such examples he arrives at something like the following definition:

(3) Speaker \( A \) means that \( p \) in uttering \( x \) to hearer \( B \) iff \( A \) intends the utterance of \( x \) to lead \( B \) to adopt a certain attitude toward \( p \), and \( A \)
also intends B's recognition of A's intention to be instrumental in producing in B the intended attitude toward p.

The phrase *a certain attitude* in definition (3) is neutral about exactly what sort of attitude might be involved. Different attitudes in the addressee will be aimed at if the speaker is doing something like directing or inquiring rather than stating. We set aside such complications for now but discuss some of them in subsequent sections.

Suppose a speaker utters (2a), "Pavarotti doesn't like Loren," and means exactly what it literally says, that is, what is expressed by the set-theoretic statement in (2b). Such a speaker, according to (3), is intending to produce in a potential audience something like the belief that Pavarotti is not linked by the like relation to Loren, or at least a recognition in that audience that the speaker so believes. We might say that in uttering (2a), the speaker intends to express the information that Pavarotti doesn't like Loren and to mean thereby that Pavarotti doesn't like Loren. The speaker presents that proposition as true in some situation, as a piece of information about that situation. The information is conveyed if the audience is led to believe on the basis of understanding the utterance (and taking the speaker to be a reliable informant) that Pavarotti doesn't like Loren in the situation being discussed.

When the speaker means that p in uttering x, p is said to be the speaker's meaning (or the occasion meaning) of that utterance of x. What x itself means is expression meaning or timeless meaning (Grice's expression) or linguistic meaning or the semantic value of x. If in uttering sentence (2a) Joan means that (2b) is true, then the speaker's meaning of that utterance of (2a), what Joan herself means, and the expression meaning, what the sentence she uttered means, completely coincide. Joan means just exactly what the sentence she has uttered means.

Grice proposes that speaker's meaning is fundamental. A sentence x has proposition p as its timeless meaning, he suggests, when there is some sort of convention in uttering x to mean that p. We can recast this suggestion as (4):

(4) Sentence x means that p in community C iff there is some convention established among the members of C that to utter x is to mean that p (or that the speaker’s meaning of utterances of x is p).

More concretely, the English sentence "Pavarotti doesn't like Loren" has the truth conditions that it does in \(F_2\) because English speakers have established certain conventions specifying that in uttering the sentence, they mean that Pavarotti doesn't like Loren. Actually working out the
details of such a proposal requires elaboration of the notion of a convention; Lewis (1969) and Schiffer (1972) are examples of the many philosophical contributions to this endeavor that are relevant for thinking about how humans endow bursts of sound (or assemblages of marks) with conventional meaning. Grice himself (1982; 1989, chap. 18) moved to the view that it is communitywide social norms or canons of propriety governing speaker’s meaning that underlie expression meaning rather than conventions as such. But the central idea is much the same: conventional linguistic meaning derives from socially regulated or conventionalized intentional actions.

Of course, norms that regulate what speakers mean in uttering sentences cannot be established sentence by sentence. Defining expression meaning as suggested in (4) cannot be the full story, since speakers must know how to calculate sentential meanings recursively. When we said that there is a convention for meaning that Pavarotti does not like Loren in uttering “Pavarotti doesn’t like Loren,” we were speaking somewhat loosely. Rather, there must be norms for using words and syntactic structures that yield the result that utterances of the sentence in question conventionally convey the informational content in question. What might such usage conventions be like?

Certain lower-level expressions can be linked in a fairly direct way to speaker’s intentions in using them. For example, in using Pavarotti, speakers can intend to refer to Luciano Pavarotti. We can say that the speaker’s reference of Pavarotti is Pavarotti if it is Pavarotti to whom the speaker intends to refer when uttering Pavarotti. Or in saying of someone that she is hungry, we can say that one intends to attribute to her the property of being hungry. Then we can speak of a convention to refer to Pavarotti when uttering Pavarotti or a convention to attribute hunger to the subject when uttering is hungry. But we need not link linguistic expressions so directly with the actions that the speaker conventionally performs in using them. Speaker’s meaning for many expressions below the clausal level may be just a matter of what the speaker intends the expression to contribute to the overall speaker’s meaning of the utterance in which it occurs; that is, it may be just a matter of the contribution the expression makes to what the speaker means in producing that utterance.

The fundamental idea, however it is elaborated, is that conventions of language exist to help language users with their projects of affecting one another by producing bursts of noise, stretches of written symbols, or manual displays (as in American Sign Language). Utterances are reliably informative because conventions regulate what speakers mean in producing them.
It might be objected that we cannot equate what sentences mean with norms for what speakers mean in uttering them because many natural language sentences are ambiguous or include context-dependent elements and thus are not assigned truth conditions directly but only relative to something else. Suppose we have an utterance of (5a); then the proposition that the sentence expresses is defined only relative to an lf (logical form), either an lf interpreted in the same way as the PC formula (5b) or one interpreted like (5c).

(5) a. Someone likes everyone.
    b. $\exists x \forall y \text{like}(x, y)$
    c. $\forall y \exists x \text{like}(x, y)$

In using such a sentence to mean something, the speaker must select one logical form rather than the other (and intend addressees to select that same logical form). What the speaker means coincides with what the expression she utters means if what she means is identical with either the proposition expressed by (5b) or that expressed by (5c). It is plausible to think of the speaker as selecting not just a string to utter, something like (5a), but a structured expression in which the relative scopes of the quantified NPs are indicated (for example, a structure in which QR is applied to the subject NP before it is applied to the object NP, a structure interpreted like (5c)). If we take the uttered expression to consist not just of a string of words but also of an lf, we can think of someone producing (5a) as also uttering (5b) or (5c) and thus able to mean exactly what the expression she uttered means. English often uses stress and intonation to help convey which lf is associated with the uttered string. Nonetheless, it is quite possible for the same surface phonetic form to be associated with different lfs. But to understand what is meant a hearer must know which expression, which lf, the speaker is uttering.

Other sorts of ambiguities can be thought of in much the same way. In the case of lexical ambiguities, for example, we make the plausible assumption that there are multiple lexical entries for the ambiguous form, several “words” at some abstract level, and we define an interpretation relative to a particular entry in the lexicon (associating, for example, bull with the entry equivalent to male bovine rather than with that equivalent to nonsense). Syntactic ambiguities in surface structure require that we interpret relative to a particular constituent structure (associating competent women and men, for example, with [[competent women] and [men]] rather than with [competent [women and men]]).
Similarly, to associate an utterance of (6a) with a unique proposition, say (6b), we need some contextual specification of a value for the pronoun, and in the preceding chapter we used the assignment function $g$ for this job.

(6) $a$. He likes Loren.

$b$. $\langle g(he_1), [\text{Loren}]^M \rangle \in [\text{like}]^M$

Again the speaker is responsible for the pointing needed to establish just what she has said. In this case too there is a sense in which we might say that a speaker means exactly what she has said if we include in what she has said the contextually established assignment of a value to the pronoun. What the speaker has said tells the hearer to look for a pointing. Actually figuring out who is so indicated may be a complex matter and certainly involves more than just linguistic knowledge. For example, the speaker may point at a group that the hearer judges to include only one man (on the basis of a cursory assessment of clothing, hairstyles, body types, etc.); the hearer will use perceptual information, beliefs about sex-based differences in appearance, and various other kinds of data. Nonetheless, someone who points at Pavarotti and utters (6a) to mean that Pavarotti likes Loren has said directly and literally what she means. It is just that what has been uttered is in some sense incomplete. A sentence with a free pronoun does not express a proposition by itself. A contextual parameter must be supplied for interpreting the pronoun in order to arrive at the propositional content expressed by such a sentence. Something like the assignment function must be included in any account of the semantic contribution of pronouns. As we will see in chapters 5 and 6, pronouns are not the only expressions whose semantic interpretation requires reference to such parameters set by speakers. For a sentence with context-sensitive elements, what a speaker conventionally means in uttering it is what that sentence means relative to some contextual parameter (often one that the speaker may help set by pointing or in some other way).

The speaker's intentions are relevant both to disambiguation—choosing a particular logical form or lexical item—and to completing meaning for expressions that require further contextual specification—establishing reference for pronouns, for example. But our descriptions of disambiguation and of such phenomena as reference fixing can be given without referring to a speaker's interest in producing certain kinds of effects, as we have seen in the preceding chapters.

Grice introduces the notion of the applied timeless meaning of the utterance of $\alpha$ to cover disambiguation and contextual specification. In his view the semantic rules of the language will tell us what propositions are
potentially available as applied timeless meanings for a particular sentence \( \alpha \), what speakers might conventionally mean in uttering \( \alpha \). Where a string is ambiguous or incomplete, the rules tell us that an utterance of \( \alpha \) expresses one of the propositions available as a disambiguation or completion. The linguistic rules themselves do not say which such proposition is expressed by uttering the string, just as the syntactic rules do not tell us what string will be uttered. A speaker selects one of the applied timeless meanings associated by “timeless” linguistic conventions with the string uttered.

Can we now stop? If Alice means that \( p \) in uttering \( \alpha \) as an English sentence, must we conclude that the (applied timeless) meaning of \( \alpha \) in English is that \( p \)? Not always. Alice’s meaning may be different from the meaning of \( \alpha \) because Alice made a mistake. She intended to utter a sentence with applied timeless meaning that \( p \), but what she actually said does not have \( p \) as an applied timeless meaning. A slip of the tongue and the word like is substituted for hate: Alice utters (7a), although she actually intended to utter (7b).

(7) a. Pavarotti likes Loren.

b. Pavarotti hates Loren.

Or perhaps Alice is new to English and mistakenly thinks that (7a) means in English what (7b) actually means. In both cases her mistake is linguistic; for some reason the expression actually uttered does not have in English the meaning that she intended her utterance to have.

There are also nonlinguistic mistakes that create a divergence between the speaker’s meaning and the meaning of the sentence uttered. For example, Keith may see Pavarotti and Bond standing in the corner at a cocktail party; Pavarotti is drinking a colorless liquid with an olive floating in it from a martini glass, and Bond is drinking a colorless liquid with ice cubes in it from a tall tumbler. Believing that Pavarotti is drinking a martini and Bond water, Keith utters (8), thinking that what it expresses is the proposition that Pavarotti doesn’t like Loren.

(8) The man drinking the martini doesn’t like Loren.

Unbeknownst to Keith, however, Pavarotti’s martini glass contains only water (and an olive), whereas Bond is drinking not water but a very large martini poured over ice in a tall glass. So what the sentence uttered actually expresses is the proposition that Bond doesn’t like Loren, though what Keith intended to say was that Pavarotti doesn’t like Loren. Suppose Keith is speaking to Sheila, who knows about the deceptive glasses. Sheila may understand perfectly well what he means because she correctly realizes that he intended simply to refer to a particular person—Pavarotti, the man who
is actually drinking water from a martini glass. It intuitively seems that Sheila also knows that what Keith said was not what he meant. If she further knows that Pavarotti doesn't like Loren whereas Bond does, Sheila will probably be willing to take Keith as having expressed a truth, although she is aware that, literally interpreted, his words expressed a falsehood.

Donnellan (1966) speaks of referential uses of definite descriptions in cases like this where the speaker uses the content of the description only as a device for referring to some individual. Had Keith known that the individual was Pavarotti, he might have uttered our familiar (2a), “Pavarotti doesn't like Loren.” Or if he had known about the glasses and their contents, he might have uttered (9).

(9) The man drinking water hates Loren.

We are generally quite charitable in our interpretations in such cases. So long as the hearer is able to zero in on the same individual as the speaker, little significance is attached to whether the content of the description offered by the speaker to establish the individual as referent does or does not actually apply to that individual.

Donnellan contrasts such cases with attributive uses of definite descriptions, where the speaker wants to say something about whoever the description fits. Suppose Keith had uttered (10) in the circumstances above.

(10) The man drinking a martini will get drunk.

It is still possible that Keith simply wants to refer to Pavarotti and to say that he will get drunk. It seems more likely, however, that he means that whoever is drinking the martini will get drunk. Keith might only have been told that one man is drinking a martini and have no idea which one that is (being too far away to see their glasses) and want to say that the one who is will get drunk.

Kripke (1977) has argued persuasively that the man drinking the martini has the same semantic reference at the party (it happens to be Bond), whether Keith uses it referentially or attributively. Semantic reference is determined by timeless meaning and the circumstances. The speaker's reference of that NP, however, may vary, according to whether it is being used to refer to some individual independently identified by the speaker or to refer to whatever individual the chosen description actually applies to. In the case described above where Keith uttered (8) and was using the definite description to refer to Pavarotti (inaccurately, as it happens), what Keith means in uttering (8), the speaker's meaning of that utterance, is different from the applied timeless meaning of his utterance of (8), the
linguistic meaning of what he said. We don't even need to suppose that Keith is mistaken about the facts. He might know of the deceptive glasses but take his hearer to be confused and thus use a description that he has reason to think will work for the hearer, even though he himself knows the description is inaccurate.

Of course, whether or not semantic and speaker reference coincide, a speaker who uses a description referentially often means something different from one who uses it attributively. The attributive speaker may intend to convey that there is some connection between an individual's satisfying the description and having the property ascribed to the referent of the description, whereas the referential speaker intends to attribute the property on the basis of what is believed about some individual independently of whether that individual satisfies the definite description used to refer to him (or her). But these further messages that might sometimes be conveyed do not support the view that there is a systematic semantic ambiguity underlying the distinction between referential and attributive uses of a definite description. Notice that sentence (10) could be used in circumstances where we might hesitate to say that its use was either purely attributive or purely referential. Keith might want to say of some particular man that he will get drunk, but he might be using as evidence for his saying so his belief that the man is drinking a martini. Keith might believe that if Bond is drinking a martini, he will not get drunk, but that Pavarotti is particularly susceptible to martinis. The difference between attributive and referential uses of definite descriptions thus seems to be a matter of the sort of evidence a speaker is depending on in stating that some property or other holds of the individual who satisfies the description.

**Exercise 1** As evidence that a purely referential interpretation of a definite description like *the man drinking the martini* is assigned by semantic rules as a sense of that expression, some have pointed to Sheila's willingness to accept Keith's utterance of (8) as true just in case the intended referent of *the man drinking the martini* (Pavarotti) doesn't like Loren. That is, they claim that she is willing to understand the utterance on the referential interpretation and appraise its truth on that interpretation. Interpreted attributively, the sentence is false; the martini drinker (Bond) does like Loren.

Let us now suppose a different scenario in which Keith utters (i), intending thereby to say of the man holding the martini glass (Pavarotti, as it happens) that he doesn't like Loren.

(i) Bond doesn't like Loren.
Again, a hearer who realizes which man is Bond and which is Pavarotti may nonetheless also realize to which man Keith intended to refer and thus charitably treat him as having expressed a truth, while nonetheless recognizing that if Bond is interpreted as referring to Bond, then the sentence expresses a falsehood. Should we conclude that sentence (i) is ambiguous? Discuss this example and its implications for this argument in support of the claim that the referential/attributive distinction reflects systematic ambiguity in definite descriptions.

Grice himself was especially interested in cases where no linguistic or other mistakes are involved and yet we are still inclined to say that what the speaker means is not the same as the applied timeless meaning of the utterance. One kind of example is illustrated by the sentences in (11).

(11) a. [Linda], met the love of [her], life, and [she], got married.
   b. [Linda], got married, and [she], met the love of [her], life.

We typically interpret (11a) as part of a happy story, whereas (11b) suggests an impending tragedy, or at least a hard choice for Linda. Yet the semantic value we have assigned to and would lead us to assign the same applied timeless meaning to utterances of the two sentences (relative to some particular reference for Linda).

Consider (12), an example Carston (1988) attributes to Deirdre Wilson.

(12) It is better to meet the love of your life and get married than to get married and meet the love of your life.

Utterance of such a sentence would be pretty near incomprehensible if we supposed that the speaker meant the same thing by to meet the love of your life and get married and to get married and meet the love of your life. In actual discourse the proposition a speaker means to convey in uttering a particular expression often goes beyond what the expression itself means. A cooperative hearer will interpret the sentences in (11) as if the speaker had actually uttered the corresponding sentences in (13).

(13) a. [Linda], met [the love of [her], life], and then [she], got married to [him].
   b. [Linda], got married to [someone], and then [she], met [the love of [her], life].

This filling in or expansion of what linguistic meaning provides is similar to looking for the referent of a free pronoun. But there is an important difference: the grammar directs the hearer to find a pronominal referent but not to provide a further specification of what the speaker means with
the kind of sentence illustrated above. Nonetheless, there are principles that guide hearers in their interpretive tasks, whether disambiguating, fixing referents, or adding to what the speaker has actually encoded further aspects of the propositional content intended to be taken as if expressed. We need not spell out everything unambiguously and in full detail to one another. The reason is that interpretation can make use not only of linguistic knowledge but also of knowledge about the context in which we attempt communication and of expectations about one another as conventionally cooperative communicators.

There is a fable about the boy who cried "Wolf!" many times when no wolf was around and then was unable to issue the proper warning when a wolf finally did show up. The people who first heard the boy utter (14a) filled in his incomplete utterance. In doing this, they took him to mean that something like the proposition expressed by (14b) was true rather than something like what is expressed by (14c, d or e).

(14) a. Wolf!
   b. I have just seen a wolf near here.
   c. I have just been thinking about a wolf.
   d. My father once saw a wolf in a field far from here.
   e. A wolf can be dangerous.

Why? There is a general presumption that what the boy means in uttering (14a) will be a proposition that is immediately relevant to the addressees. It must also be a proposition addressees can be reasonably expected to identify just by recognizing the boy's intention to convey it. The boy crying "Wolf!" is responsible for somehow making the proposition he intends to convey manifest in his behavior (of which his utterance of the expression in question is one component) in the context in which he produces the utterance. Otherwise, he cannot intend to have it recognized without undue work on the part of his audience. Again it was Grice who first tried to explain in such terms how we are able to interpret beyond the letter of what is said. In section 5 we will say more about Grice's theory of conversation, a theory that has been developed in a variety of different ways (see, for example, Bach and Harnish (1979), Horn (1989), Levinson (1983), and Sperber and Wilson (1986)). The central point is that the proposition in (14b) is a message of more critical importance or relevance to the audience than the others and is also easier to retrieve from the boy's utterance, on the assumption that the boy is doing his communicative job properly. The extreme brevity of the utterance might be a clue, since it is more appropriate for a warning, for which time is short, than for reports on one's own mental states, recountings of past history, or statements of general truths.
Let us recall what happened to the boy in this old tale. Because he uttered (14a) time after time in the absence of any wolf, the townspeople ceased to heed his cries. When the wolf finally did show up, the boy was unable to use “Wolf!” to convey that information to them. Lewis (1969) has argued that there are conventions of truthfulness for speakers and of trust for hearers that prevail in communities that successfully use some language for communicating with one another. The boy who cried “Wolf!” when none was there had failed to heed the truthfulness convention, eventually eroding the convention of trust on the part of his hearers and finally undermining completely his capacity to convey information to them.

The central point is that what an expression means is directly tied to conventions for what speakers can mean in uttering it. What a sentence means can be thought of as its truth conditions relative to disambiguation and contextual specification. But what an expression means is only part of the evidence available to the hearer for interpreting what the speaker means in uttering it. Speakers may succeed in meaning something different or more than the meaning of the expressions they have uttered because they and their audience share certain expectations about one another as communicators and certain beliefs about the situation in which they are placed. We may succeed in meaning propositions that have not been fully stated: recall sentence (14), “It is better to meet the love of your life and get married than to get married and meet the love of your life.” Cooperative hearers use not only their linguistic knowledge but other information as well to figure out what speakers mean in their utterances, correcting linguistic and other mistakes and providing necessary specifications of propositional content that speakers have not overtly expressed.

So far we have considered only cases where speakers intend to speak directly and conventionally. Although the speaker may have made mistakes or not been fully explicit, the point of the utterance is not tied to any contrast between expression meaning and speaker meaning. Yet language can be used in more complex ways. A speaker can suggest some proposition and an attitude toward it but at the same time present this proposition and associated attitude as only suggested and not as directly part of what the utterance means. In such cases there is a clear sense in which there are different levels on which the speaker performs acts of meaning something.

For an example let's return to (2a), “Pavarotti doesn't like Loren.” It is quite possible for Joan to utter this to Alan and to mean not only that Pavarotti doesn't like Loren but also the stronger proposition that Pavarotti hates Loren, the proposition that would be assigned as the timeless meaning of sentence (1c), “Pavarotti hates Loren.” Joan may make
this stronger proposition manifest to Alan in a number of ways. She can pronounce the utterance with intonation and stress that direct Alan to examine it critically. She can rely on his using their shared belief in Pavarotti’s passionate nature (he is never neutral about his acquaintances: he either loves them or hates them). But her understatement is intended to be noticed as such: we cannot properly report her as simply having said that Pavarotti hates Loren, for such a report omits the effect achieved by her choice of the less direct mode of expression. She does not intend simply to get Alan to come to believe that Pavarotti hates Loren by recognizing that she so believes (and intends him to recognize that belief). If that had been her only purpose, the sensible strategy would have been to utter “Pavarotti hates Loren.” Her circumlocution must be intended to get Alan to recognize something else, perhaps her own delicacy in putting the matter. Or Joan might utter (2a) ironically, intending to convey to Alan that Pavarotti does like Loren (perhaps very much indeed). Here too it will be important for Alan to take Joan not only as informing him that Pavarotti like Loren but also as doing so by uttering something that both she and he take to mean just the opposite.

In either case Joan is doing something more complicated than straightforward communication. There is an explicit level on which she means something, and there is an implicit level on which she means something else—something more in the case where she has understated the situation and something quite opposite in the case where she is speaking ironically. In each case, part of the effect she intends her utterance to have is produced by the contrast between these two different levels of her meaning.

Another kind of multilevel communication is illustrated by the example we used in chapter 1 to illustrate that interpreting utterances involves more than just semantic knowledge. We noted that Molly might utter “I’d like a glass of water” and thereby suggest that the hearer ought to do something to satisfy the desire she has expressed (such as bring her a glass of water). In such an utterance Molly’s meaning is complex. On one level there is the proposition that she would like a glass of water presented as something to be believed by the hearer (on the basis of trusting her report). On another level there is the proposition that she will receive a glass of water, whose truth Molly intends to be ensured by an act of the hearer’s. We will consider such cases of so-called indirect speech acts in more detail in section 4 below.

Fresh metaphors and many other figurative uses of language are also to be understood in terms of multiple levels of speaker’s meaning. All such cases of multileveled communication go beyond simply conveying information and do other things as well: they amuse or give aesthetic pleasure or
enhance social relationships. A speaker may utter an expression that is conventionally informative, yet conveying that information or any other propositional content may be quite secondary to the speaker’s intentions, or perhaps not even a purpose at all. Nonetheless, analyzing straightforward communication will be an essential preliminary to developing illuminating accounts of these more complex uses of language, and so we will focus on the simpler cases.

Grice notes only that the speaker’s meaning can diverge from what the uttered expression means; he does not comment on the fact that such divergence may sometimes itself also be part of what the speaker means. But the general spirit of Grice’s proposal seems to us quite compatible with these added complexities. We can use Grice’s ideas to help flesh out an account of the relation between linguistic meaning and what speakers mean in uttering linguistic expressions. The abstract semantic systems we are exploring in developing a partial account of the truth conditions for English sentences represent theories of conventions developed by communities of English speakers for what members of the community are to mean in uttering such sentences. These are conventions that regulate speakers’ actions in presenting their beliefs (and other attitudes) to produce effects on the beliefs (and other attitudes) of their audience. Speakers need not always adhere to these conventions in order to achieve the effects they intend to achieve through their utterances: they sometimes make mistakes, and they often rely on hearers to fill in aspects of meaning they have not explicitly expressed. In other words, what a speaker means may be different from what the expression uttered means on the occasion of its utterance. In addition, there may be multiple levels of speaker’s meaning: a single utterance may be the instrument for a complex communicative act that depends for its effect in part on contrast between explicit and implicit levels of speaker’s meaning. Nonetheless, linguistic meaning—truth conditions for declarative sentences, for example—can be fruitfully thought of as in some sense created by conventions for performing certain kinds of actions intended to affect others in specific ways.

Thus the pragmatic notion of speaker’s meaning complements our semantic account of linguistic meaning in two ways. First, it provides insight into what it is for a linguistic expression to be used meaningfully: it provides a way to connect abstract linguistic meaning with what people do by means of using language. We will further explore these connections in the following two sections on sentential force and speech acts. Second, it helps us understand how interpretations of actual utterances might sometimes fail to coincide with the linguistically assigned interpretations of the expres-
sions uttered. In the final section on conversational implicatures we explore pragmatic principles of conversation that supplement semantic knowledge in successful communication.

3 Sentential Force and Discourse Dynamics

We might think of assigning truth conditions to a sentence as equivalent to representing the circumstances in which the sentence is true, the content of the sentence. As our discussion above of speaker's meaning makes clear, however, talk does not consist simply of presenting sequences of such representations of content in a way analogous to projecting a series of pictures on a screen. Consider the sentences in (15).

(15)  
   a. Bond gives every fish to Loren.  
   b. Does Bond give every fish to Loren?  
   c. Give every fish to Loren, Bond.

In uttering (15a) and thereby meaning what that sentence expresses, a speaker must be thought of not only as producing a representation of certain circumstances (those in which Bond gives every fish to Loren) but also as doing something more in which the content of what is said will figure. A speaker might, for example, be affirming that the circumstances of which she is speaking can be accurately so represented and inviting the other conversationalists to join in such an affirmation. Among other things, in stating that (15a), a speaker expresses the view that Bond's giving every fish to Loren holds in, and in some sense describes, the circumstances that are being spoken of (which are often but not always those of the context in which the sentence is being uttered). And although (15b) and (15c) seem in some sense to involve the same circumstances as those described by (15a), we do not speak of either (15b) or (15c) as true or false relative to a circumstance.

Sentence (15a) is, of course, declarative, (15b) interrogative, and (15c) imperative. Only sentence (15a) is generated by the grammar in $F_2$, which also assigns it truth conditions of the appropriate kind. Relative to any circumstance in which (15a) is assigned a value of 1, (15b) is truly answerable by (15a) or more briefly with yes. And relative to such a circumstance, (15c) is complied with or satisfied; if Bond responds with acceptance to an utterance of (15c), then he undertakes to bring such a circumstance into existence. Our truth-conditional analysis of (15a) thus seems also to be relevant to an analysis of (15b) and (15c), but we will want to assign a different semantic value to each of the three sentences.
One thing that seems obvious is that sentences (15a–c) are designed to do different things when produced in a discourse. Thus whatever semantic value we assign to them should reflect and help explain this distinction in potential discourse functions. Suppose Pavarotti utters the sentences in (15). In English we can report each act by using the corresponding sentence in (16).

(16)  

a. Pavarotti stated that Bond gives every fish to Loren.  
b. Pavarotti asked whether Bond gives every fish to Loren.  
c. Pavarotti told Bond to give every fish to Loren.

Putting it so suggests why it seems so natural to distinguish two aspects of the meaning of a sentence: its content—what (15a–c) seem (more or less) to have in common—and sentential force—what the grammar assigns to the sentence to indicate how that content is conventionally presented. Sentential force in this sense would be the semantic correlate of sentence type—what differentiates the three sentences in (15) most sharply. Informally, declarative, interrogative, and imperative sentence forces can be identified with stating that, asking whether, and telling to, respectively, as suggested by the verbs and complementizers in (16) that introduce the common subordinate clause. (The subordinate clause in (16c) is tenseless in contrast to the tensed clauses in (16a, b); we will here ignore this difference.) Most of this section will be devoted to exploring the question of how an account of declarative force, stating that, might be incorporated in an expanded semantic theory.

The idea of treating the meaning of a sentence as consisting of two components, force and content, is an old one. For example, Frege distinguished the thought that a declarative sentence expresses from the assertion that what is expressed by the sentence is true. More generally, he took sentential force to be what distinguishes the meaning or semantic value of different sentence types:

An interrogative sentence and an assertoric [or declarative] one contain the same thought; but the assertoric sentence contains something else as well, namely, assertion. The interrogative sentence contains something more too . . . . Therefore, two things must be distinguished in an assertoric sentence: the content, which it has in common with the corresponding propositional question; and assertion.¹

Frege introduced ⊨ to mark what he called “assertoric force” and what we have called “declarative force.” Others have used symbols such as ? and ! to mark interrogative and imperative forces. Thus representations like those in (17) are sometimes proposed (see, for example, Lyons (1977)).
Early transformational grammar had abstract syntactic markers $Q$ and $\text{Imp}$ that were supposed to be interpreted as interrogative and imperative force, respectively. But just writing such markers gives us no account of their value. In this section we will discuss some recent formal approaches to declarative force.

Linguistically assigned sentential forces need not be thought of as something mysterious and completely unlike the values available within a formal model-theoretic approach to semantic analysis. Considerable recent work in formal semantics and discourse theory is developing the view that sentential force can be modeled as a context-changing function: the change that uttering a particular sentence type produces in a discourse context. Extending the proposals made in Stalnaker (1974, 1978) and elsewhere, Heim (1983) suggests that we take our $[S]$, the value assigned to a declarative sentence by the recursive rules of interpretation, to be not a truth value (in circumstance $v$) but a function that takes $S$ together with the discourse context in which it is uttered and yields a new discourse context. Where $S$ is a declarative sentence, this function will indirectly also specify the truth conditions of $S$. These ideas are developed with the help of some formal machinery that we present in chapters 5 and 6, and we will give a somewhat fuller (though still sketchy) picture of them in our discussion of presupposition in chapter 6. At this point we just want to outline a bit of the intuitive picture that underlies recent formal discourse theories and the dynamic semantics associated with them.

How can we formally characterize a conversation or a narrative or any other situation in which language is used? Adopting the simplifying idealization that each utterance is a sentence, we can start by thinking of a discourse as a sequence of sentences, $S_1, S_2, \ldots, S_n$. (Of course, in conversation many utterances are not complete sentences, but we can ignore this complication for our present purposes.) The effect of uttering sentence $S_j$ generally depends not just on $S_j$ itself but on what has been uttered before, on the preceding sentences $S_1, \ldots, S_{j-1}$. The sentences may all be produced by the same person (perhaps an author or a monologuist), or in the more interesting case of interactive discourse, different people may utter different sentences. The purpose of the discourse may be to amuse or inspire by speaking of some fictional beings and their affairs, to impress someone by assuming certain attitudes or access to information, to gossip
about friends and colleagues, to make plans for dinner together next week, to work on revising the book one is writing, to pool information on a murder in an effort to crack the case, and so on. The abstract structure of discourse dynamics is essentially the same, however, no matter what particular aims and attitudes the participants happen to have.

As a discourse progresses, its participants jointly develop a slate of discourse commitments. Here we follow Stalnaker and Heim and call this slate the common ground. Other things can (and generally do) happen as discourse proceeds, but we want to focus on this component of the discourse context. The common ground is the participants' mutually developed public view of what they are talking about. It always includes the thoughts they have stated to one another insofar as such thoughts have not been challenged or withdrawn.

The common ground is of special importance in understanding Frege's assertive force. In conversations where we each express what we genuinely believe (and the others protest if someone expresses a belief from which they dissent), the common ground is mutually believed, although it may not include all that we believe, since we may keep some beliefs private. And, of course, we often engage in discourse in which no participant takes the thoughts expressed to be genuine beliefs (perhaps there is some pretense for the benefit of a third party). In all such cases, however, discourse participants are acting as if they mutually believe the common ground. As the philosopher G. E. Moore observed many years ago, there is something paradoxical in following an assertion of \( p \) with "but I don't believe \( p \)." Such a tag can only be construed as being on a different discourse level—an aside, perhaps, to signal that the common ground to which \( p \) is added is not one to be taken seriously. Although the proposition that the asserter of \( p \) does not believe \( p \) is perfectly consistent with \( p \), the common ground cannot include at the same level as \( p \) the proposition that a discourse participant does not believe \( p \). It is in this sense that the common ground represents what the conversationalists purport to mutually believe.

The discourse need not start with a clean slate. Most discourses take some commonplaces to be already in play (for example, that humans direct utterances toward one another intending thereby to achieve some kind of effect) or accessible if needed (for example, that water relieves thirst). Where the discourse starts depends on the previous shared history of the participants, the purposes of the discourse, and so on. Of course, one participant might take certain implicit assumptions as "in play," as part of the common ground, that the other participant was leaving out. For analytical purposes we can ignore this complication, since conversatio-
ists who discover such differences usually make adjustments in order to ensure successful communication.

The common ground is not just a set of unconnected thoughts. As new propositions are added to it, participants consider what those added thoughts entail in light of their being joined to those previously entered. We "put two and two together" and draw conclusions. Where these conclusions seem blatantly obvious, participants often don't bother to state them explicitly but simply add them unspoken to the growing common ground. If a proposition is a candidate for joining the common ground but is recognized as inconsistent with what is already there, then either the new candidate is rejected or some earlier commitment is abandoned. In any case, conversationalists aim at consistency in developing the common ground. (We put aside for the moment the special kind of playing with paradox that Lewis Carroll has immortalized.) Whether we are constructing the common ground as fantasy or fact, the same general process goes on. Constructing the common ground as fact does have a kind of analytical priority, however. Even telling a story is a matter of speaking as if we were recounting real events.

Discourse participants look at the common ground as a coherent and connected set of thoughts because the discourse process is a collaborative delineation of a story or a view of circumstances—actual, possible, or perhaps desirable. As new thoughts are added, they serve to refine and further specify which circumstances participants are speaking of. An example will illustrate. Suppose someone utters (18a), and suppose the common ground already contains (18b).

(18) a. Pavarotti likes Loren.
   b. Loren is a woman.

The common ground will now contain not only (18a) but also (19), which is entailed by the set consisting of (18a) and (18b).

(19) Pavarotti likes a woman.

In light of the inconsistency of liking and hating (which is not explicitly represented in fragment $F_2$), the common ground as now developed would be inconsistent with the proposition expressed by (20).

(20) Pavarotti hates every woman.

Thus in this discourse all circumstances in which (20) is true are eliminated from consideration after acceptance of (18a). If an utterance of (18a) is followed by an utterance of (20), the common ground must be revised, for (20) challenges (18a) and, where the domain includes women other than
Loren, tries to add additional information. It may be that one or another conversationalist will win out; then either (18a) or (20) is added to the common ground. If (20) is added and (18a) abandoned but (18b) retained, then, of course, (21) is also added.

(21) Pavarotti hates Loren.

If there's an impasse, then neither (18a) nor (20) can remain in the common ground. (The exchange will still leave some mark: the common ground will include certain higher-level propositions to the effect that one speaker stated that Pavarotti likes Loren and that another speaker stated that Pavarotti hates every woman.) What we can’t do is to act as if the circumstances we are speaking of are ones in which both (18a) and (20) express truths, because no such circumstances could exist in light of our assumptions about Loren and the incompatibility of liking and hating.

Of course, without (18b) in the common ground, (20) is not incompatible with (18a). Suppose the common ground so far does not include (18b); for all that has been said or tacitly assumed, Loren is a man or a fish or a book. In such a discourse (18a) can easily be joined by (20) and the common ground will then also be enriched to include (22).

(22) Loren is not a woman.

And so on. At each stage the common ground determines a set of circumstances that remain as live possibilities for the discourse. A live possibility at a given discourse stage is any circumstance v such that all the propositions in the common ground at that point of the discourse are true in v. The view being developed in the discourse does not encompass circumstances where some unchallenged uttered sentence gets a value of 0 or where some proposition that is recognized as a consequence of what has been said is false. Semantic theory cannot, of course, provide any insight into how conversationalists resolve conflicts that arise as they participate in the collaborative development of the common ground. Yet it does have quite a lot to say about the options open to them.

Although assertive utterances are generally intended to enrich the common ground and narrow the live possibilities, this isn’t essential to stating that \( p \). So, for example, at some later stage in a discourse where (18a) was added unchallenged to the common ground, someone might utter that same sentence again, perhaps as a way of reminding everyone that it is on the slate. Or after the first utterance of (18a) someone might utter (19), which is already conveyed by assertion (18a) plus assumption (18b); one might want to do this to make sure that the commitment to (19) receives explicit attention. The formal structure of the declarative is the same in both cases,
however: the proposition expressed by the simple declarative sentence uttered is added to the common ground (though the addition may sometimes be redundant), and any possibilities inconsistent with it are excluded from the set of live possibilities.

Because *assert that* tends to suggest that what is asserted is supposed not to be already part of the common ground, the more neutral *state that* is a less misleading designation of the sentential force of declaratives uttered in a discourse. Authors frequently do, however, use *assert* in the very abstract sense we are associating with *state*. (See Grice (1989), p. 18, for a discussion of different uses of *assert*.) Indeed, even *state* is sometimes used to imply something about the speaker's beliefs and motives that goes beyond what we mean here, but this seems to be the best familiar term for our present purposes.

In chapter 6 we show how ideas of this kind can be incorporated in a formal account of the meaning of declaratives in discourse. Matters are considerably more complex than we have indicated here, of course. We address some of these complexities in chapter 6.

One complication that we do not consider in chapter 6 is the possibility of subordinated commitment states or grounds: assumptions entertained simply to explore their consequences, for example. Someone might utter (23a), and someone else respond with (23b), which might lead the first speaker to state (23c).

(23)  

\[ \begin{align*} 
(a) & \text{ Suppose Bond hates every woman.} \\
(b) & \text{ Then } [\text{Bond}] \text{ would hate } [\text{Loren}], \text{ but } [\text{he}] \text{ likes } [\text{her}]. \\
(c) & \text{ So, Bond doesn't hate every woman.} 
\end{align*} \]

We also, of course, need to elaborate our account of discourse structure and context-changing functions in order to deal with interrogative and imperative forces. In chapter 2 we discussed an approach to the semantics of an interrogative (originally due to Karttunen (1977)) as a set of propositions; intuitively, these are the propositions that constitute true answers to the interrogative. Other more recent work has developed related ideas (see, for example, Groenendijk and Stokhof (1984) and Engdahl (1986)). Dynamic or discourse-theoretic accounts of interrogative meaning might, for example, take the interrogative to indicate that the common ground is to include some family of propositions whose membership is to be identified. Imperative meaning has been far less extensively studied; an informal proposal in Sperber and Wilson (1986) is that an imperative presents some proposition as controllable by the addressee and as desirable for someone, typically the speaker (requests or commands) or the addressee
(suggestions). Much more detailed work needs to be done to develop these and similar ideas explicitly enough to incorporate them into either a static truth-conditional semantics or the dynamic discourse semantics that we have begun to sketch here.²

The dynamic approach seems especially promising for developing an abstract semantic theory of sentential meaning that goes beyond truth conditions. The fundamental idea is that there is a formal discourse structure associated with contexts of utterance. We have informally discussed the common ground it includes and the associated live possibilities. The interpretation function \([\ ]\) can be thought of as recursively specifying functions that map the set of live possibilities at one discourse stage into another set (or perhaps change discourse structure in some other way). As we have presented it, \([S]\), the interpretation of a simple declarative sentence, maps the preexisting common ground onto a new common ground enriched by addition of the content expressed by that sentence (and concomitantly maps the live possibilities onto a set restricted by the elimination of prior possibilities inconsistent with that expressed content). We will give actual examples of rules assigning such functions in chapter 6. These rules can plausibly be thought of as encompassing both what Frege meant by sentential content and what he meant by sentential force. They give some substance to the notion that the meaning of a sentence involves both static truth-conditional content and dynamic force, which specifies something of how that content functions in discourse.

There are many unanswered questions about how best to implement a dynamic approach to sentential force. A more complex view than we have suggested could well emerge even for declarative sentences. It might be desirable, for example, to assign different dynamic semantic values to declaratives with the same truth-conditional content but distinct structures (for example, "Joan cried, or she laughed" and "If Joan didn't cry, she laughed"). We can proceed at this point, however, without addressing such issues as these.

4 Speech Acts

Our reconstruction of Fregean sentential force is, as we have noted, very abstract. What we called "stating that," for example, is much less concrete than claiming, guessing, reminding, warning, or threatening, the kinds of speech acts that many have thought must be the literal force associated with sentences by the language system. A sentence like (24) may be uttered with any one of these illocutionary forces.
The bull is in the field.

Yet in all cases, we are proposing, an utterance of a declarative sentence $S$ in which the speaker means anything at all is a statement: it places the proposition expressed by $S$ in the common ground and discards any possibilities rendered no longer live because of their inconsistency with that (possibly new) information. Where does this abstract stating act fit in a larger theory of the actions we perform when speaking?

4.1 The kinds of things we do with words

It is useful at this point to draw from Austin's analysis of speech acts. Austin introduced a tripartite classification of acts performed when a person speaks. We have already mentioned two such classes: locutionary and illocutionary acts. The *locutionary act*, Austin said, "is roughly equivalent to uttering a certain sentence with a certain sense and reference, which again is roughly equivalent to 'meaning' in the traditional sense." That is, a locutionary act is an act of producing a meaningful linguistic expression as such: the parrot producing a string of sounds that sound like "Polly wants a cracker" is not performing a locutionary act, because the bird does not have access to the linguistic structure and meaning that would underlie an English speaker's making the same noises. An *illocutionary act* is performed in saying something. In engaging in locutionary acts, we generally "also perform illocutionary acts such as informing, ordering, warning, undertaking, etc., i.e. utterances which have a certain (conventional) force." Here the speaker's motives go beyond simply saying something. An illocutionary act is part of the speaker's strategy in meaningfully using language; the speaker offers the utterance as a particular sort of interactional move. And we may, if lucky, also "perform *perlocutionary acts*: what we bring about or achieve by saying something, such as convincing, persuading, deterring" (italics added). Unlike locutionary and illocutionary acts, perlocutionary acts are performed only if the speaker's strategy actually succeeds in accomplishing its desired aims. Austin's interest lay primarily in elucidating the nature of illocutionary acts, for it is in them, his discussion makes clear, that full-blooded force resides, what an utterance is meant as by its utterer, how it figures in the utterer's general plan of action.

We will use Austin's notion of locutionary act to cover the very abstract notion of sentential force that we sketched for declaratives in section 3.1. The locutionary act performed in uttering sentence (24) can be thought of as the act of stating that the bull is in the field: the act of placing the proposition in question in the common ground (at some level) of some
discourse or other. But which discourse, and what are the aims of that discourse? Does the common ground include propositions about bulls being dangerous, about whether the addressee is considering entering the field, about whether the speaker intends to attempt to place the addressee in the field along with the bull, about what the addressee might want (imagine uttering (24) to someone longing to display bull-handling capabilities)? What are the motives prompting performance of this particular locutionary act in this particular context? Just stating that the bull is in the field is not enough to make the speaker an illocutionary agent engaged in a goal-directed course of action: abstract sentential force alone does not result in illocutionary force.

To use language is to perform some kind of illocutionary act: any actual performance of a locutionary act will figure in some way or other in a plan of action that gives it illocutionary significance. But it is by no means clear that the speaker needs to make particular elements of that plan manifest to the addressee to have successfully accomplished the illocutionary act that the utterance is meant as. Suppose the speaker means utterance (24) as a warning, yet the addressee does not so take it, perhaps having no thought of any potential peril from the bull’s being in the field. Has the addressee failed to retrieve the message that the speaker intended to convey? Not necessarily, although the addressee would not be fully cognizant of why the speaker spoke as she or he did. Of course, if a speaker means the utterance of (24) to serve not only as a direct statement that the bull is in the field but also as an indirect directive to the addressee to shut the gate to the field, then the speaker means to convey to the hearer more than what the sentence itself expresses. But is that directive meant as a suggestion or an order? It is not clear that the speaker must intend to convey what kind of directive the utterance is meant as. In other words, intended illocutionary acts need not be a part of what the speaker means in the sense elucidated by Grice’s notion of speaker’s meaning.

What an utterance is meant as, what illocutionary act the speaker intends, depends on how the utterance fits into the speaker’s purposes for the particular discourse and conceptions of what role this particular utterance might play in advancing those purposes. If the speaker is a sergeant and charged with responsibility for fish distribution and Bond is a private serving under the speaker’s command, then an utterance of (15c), “Give every fish to Loren, Bond,” is likely to be meant as an order. Suppose, however, that the speaker knows that Loren adores people who give her fish and utters (15c) in response to Bond’s uttering (25).
(25) I'd do anything to get Sophia Loren to like me.

In this case, (15c) is almost certainly meant as a suggestion.

The same locutionary act seems to have been performed in both cases. The imperative sentence (15c) tells Bond to give every fish to Loren in each case. There is no inclination to say that in either case the speaker is somehow using language nonliterally or indirectly (as when one uses (24), "The bull is in the field," as a way to tell someone to close a gate). We need not suppose multiple levels of speaker meaning for either the order or the suggestion. There seems to be a clear sense in which the speaker means the same thing in both cases, even though the two utterances count as quite different interactional moves. On the face of it, the difference seems to lie in how the act fits with the rest of the discourse and with the larger contextual factors relevant to understanding what the speaker is doing (such as the rank relation between speaker and addressee and assumptions about the relative interests of speaker and addressee in the addressee's acting as the imperative says).

Of course, speakers can, and often do, make their specific illocutionary aims explicit. We have a vocabulary for distinguishing among kinds of illocutionary acts. The speaker might utter (15c) and follow that utterance by saying one of the sentences in (26).

(26) a. And that's an order.
   b. That's the best suggestion I can come up with.

Interestingly, indirect illocutionary aims cannot be made explicit in this same way. Even where it is abundantly clear that the speaker intends an utterance of (24) to convey a directive to close the gate, the force of that implicit directive cannot be explicitly specified just by continuing with one of the tags in (26). Thus it seems plausible to say that (15c), "Give every fish to Loren, Bond," but not (24), "The bull is in the field," may be pragmatically specified as intended directly to convey an order or a suggestion and that this difference is linked to differences in the locutionary force associated with declaratives and imperatives. But the possibility of specifying imperatives as orders or suggestions or some other variety of directive does not mean, we think, that the imperative is ambiguous between ordering and suggesting and other kinds of directive. Indeed, not all meaningful uses of imperatives need be characterizable as any specific kind of illocutionary act of the directive variety. The imperative sentences in (27), for example, would rarely, if ever, be used to direct the addressee to do something, yet they need not be viewed as therefore nonliteral or indirect.
(27)  
a. Have a wonderful time. [A wish]  
b. Swim at your own risk. [A warning]  
c. Help yourself to whatever you want. [Permission or an offer]  
In other words, whatever imperative meaning might amount to, it seems that it must be sufficiently abstract to accommodate a wide range of actions. We offered no specific proposal for imperative force, for imperative meaning as a function that maps the discourse structure at one stage into a new structure. But we did make some suggestions about declarative force, and declaratives are used with an even wider range of apparently direct illocutionary force than imperatives.

(28)  
a. I'll be there right away. [A promise or an offer]  
b. She must get better. [A wish]  
c. You may watch "Sesame Street" tomorrow. [Permission]  
How can promises, wishes, and permissions be literal acts of stating? We'll say something more about cases like those in (28) when we discuss modal semantics in chapter 5. Sentence (28a) in particular points to a class of utterances that Austin examined in some detail and that might prima facie seem to undermine our claim that what declaratives do by virtue of their meaning is state: add propositions to the common ground. We now turn to consider explicitly performative utterances of declarative sentences.

4.2 Performative utterances

A performative utterance of a declarative does not simply convey a message but performs some substantive action (or initiates a state), indeed, the very action (or state) that the content of the declarative in some sense describes. The sentences in (29) can all be uttered as performatives.

(29)  
a. We find the defendant guilty as charged. [To utter (a) is to find the defendant guilty as charged.]  
b. I bid three clubs. [To utter (b) is to bid three clubs.]  
c. I promise to split any lottery winnings with you. [To utter (c) is to promise to split any lottery winnings with the addressee.]  
d. You're fired. [To utter (d) can be to fire the addressee.]  
e. You may have dessert tonight. [To utter (e) can be to grant permission to the addressee to have dessert on the night of the utterance.]  
f. Gentlemen are requested to wear jackets and ties to dinner. [To utter (f) can be to request gentlemen to wear jackets and ties to dinner.]  
As with the declaratives in (28) used to promise, wish, or give permission,
Speaking, Meaning, and Doing

it seems pointless for anyone to appraise the truth of any of the sentences in (29) on the occasion of its performative utterance. What is special about these performative utterances is that the utterance itself is what makes the circumstances fit the words: the utterance of sentence S brings into existence the very (nonlinguistic) facts that S states obtain. As Searle noted recently, it is only because of beliefs we have about causal relations that we don’t think that sentences like those in (30) can be uttered performatively by ordinary people.4

(30) a. You can now see. [Addressed to a blind person by a healer]
    b. The engine is turning over. [Used as a way of starting one’s car]

Someone’s seeing or an engine’s starting requires, most of us believe, more than a verbal trigger. Social actions, however, are different. Words have the power, for example, to terminate a person’s employment.

On our account, the grammar itself specifies that utterances of declaratives with content p (literally) state that p. Such statements may be true or false as applied to particular circumstances, so one question is why appraisal of truth seems quite beside the point for performative utterances of declaratives. According to the view we sketched of sentential force, linguistic rules assign to (29c) the locutionary act of stating that the speaker promises to share any lottery winnings with the addressee. How, then, can we explain the intuitive judgment that uttering this sentence counts as making the promise that, according to our analysis, it states has been made? Promising is not a species of stating in the way that ordering is a species of telling someone to do something, yet there is nothing indirect, nonconventional, or multileveled about using (29c) to make a promise. Indeed, its potential as a tool for promising seems intimately tied to what it means. Yet we have claimed that illocutionary forces are not in general a part of sentential meaning.

What Austin did was force analysts to recognize and think about the vast number of apparent counterexamples to an account like the one we have offered of the sentential force of declaratives. Declarative sentences used performatively seem prima facie to be counterexamples to a unified account of declarative sentential force because what they principally do is so very different from stating. With ordinary statements, which Austin called constatives, it is appropriate to challenge or confirm them with a no or yes. The no or yes is an assessment of whether the statement fits the circumstances being described, whether the statement ought to remain in the common ground to which the speaker adds it. Whether the words fit the circumstances is a matter of their truth in those circumstances (of what
we think of as truth *simpliciter*, where the circumstances being spoken of are conversationalists' actual surroundings. But it would generally be absurd to say "Yes" or "No" or "That's right" or "That's wrong" to a performative utterance of the kind illustrated in (29). Such utterances actually create the circumstances they speak of, so the question of whether they fit those circumstances seems quite irrelevant.

Sentences (29a–c) are explicit performatives; the matrix verb phrase labels the illocutionary act that an utterance of the sentence performs (finding guilty, bidding three clubs, promising, etc.). Sentences (29d–f) are interesting because they can be used either to report (a constative use) or to do (a performative use). Uttering (29d) is indeed to fire someone if the speaker has the appropriate position with respect to the addressee; if not, the sentence may be used to convey news of a firing to the affected party (for example, the receptionist might so inform an employee headed into the boss's office). And (29e) may either report on some third party's having given permission or actually confer that permission ((28c) can also be used either to report or to grant permission). Similarly, (29f) can be performatively issued by the hotel management or constatively uttered by a disgruntled man who has just learned the hotel's policy and is explaining to his companion why they ought to go buy themselves jackets and ties.

Performativity of an utterance is a matter of what the words mean and the powers accorded people by virtue of certain social institutions (the legal system with provision for trial by jury in the case of issuing a verdict, the rules of a game in the case of bidding, a particular form of labor organization in the case of firing). In some cases the relevant social institutions are very diffuse and little is needed beyond the words themselves for a speaker to succeed in performing the act in question (promising, for example).

This is not to say that performatives always work as they should any more than so-called constatives do. Just as constatives can be appraised as true or false in particular circumstances, performatives can be appraised as *felicitous* or *infelicitous* in various ways, Austin noted. We have, he claimed, certain conventions that in some sense regulate our use of performatives; he called these *felicity conditions*. If felicity conditions governing use of a certain form fail to be satisfied, then use of the form may *misfire*. If an utterance misfires, then the act in question does not come off (because the proper kinds of conventions are nonexistent, the persons and circumstances for such a performance are wrong, or the procedures are executed improperly or incompletely). The rules of bridge, for instance, don’t permit (29b) to effect the indicated bid (three clubs) at a point in the game where another
player has just bid three hearts or if the speaker is the partner of the person who just completed the preceding bid. In such contexts we sometimes say things like “No you don’t” (perhaps more often, “No; you can’t”) to indicate that the attempted alteration of the circumstances to fit the words did not take place.

Failure to satisfy other conditions may yield what Austin calls an abuse rather than a misfire. For example, an act is insincere if participants don’t have the thoughts and feelings they purport to have in performing it. If I utter (29c), “I promise to split any lottery winnings with you,” yet have no intention of sharing any winnings with you, then my promise is insincere. We do, of course, abuse performatives in such ways. An insincere promise is nonetheless a promise: the promiser has made a commitment whether or not she or he intends to honor it.

Constatives too can suffer abuses or misfires, Austin notes. Lying would be an abuse in the constative case. A misfire might be an utterance of (31) in a context with no elephant in view.

(31) That elephant is huge. [Speaker points to empty space.]

What makes the explicit performatives like those in (29a–c) so interesting is that they seem to wear their illocutionary forces on their linguistic sleeves. It is tempting to say that an utterance of (29c), “I promise to split any lottery winnings with you,” counts as a promise simply by virtue of what the sentence means, in almost the same way as a constative utterance of sentence (31) counts as the literal making of a statement. In the following section we discuss Searle’s account of the felicity conditions that govern the act of promising, an act that does not require the explicit rules and institutional arrangements that govern bidding or issuing a legal finding or discharging an employee.

Several approaches have been suggested for explaining performative utterances of declaratives like those in (28) and (29) while at the same time continuing to maintain that such declaratives do indeed state in our abstract sense. We have observed that performative utterances are not sensibly assessed in terms of their correspondence to the facts because in a real sense they create, rather than simply report, that correspondence. (Here we except the reporting uses that (29d–f) allow.) Even so, a possible explanation of performative power may be found in a more thorough consideration of truth conditions. It seems plausible that certain words (bid, promise, fire) are such that their contribution to truth-conditional content ensures that their utterance in certain contexts is self-verifying. Because of the nature of bidding, to state that one is doing so is to do so and thus to
state a truth. Indeed, it seems plausible, as Ginet (1979) proposed, that the statement that one is bidding three clubs serves as the instrument for doing so. Performatives, he argues, both state and do, and the doing is effected by means of the stating.

Our interest in an utterance of (29b) is in its effect on the nonlinguistic circumstances, on the bridge game, for example. At the same time, though, we take the utterance to expand the common ground like other assertive utterances: just after it is made, other players will act as if there is a general commitment to the utterer's having made the bid in question. The utterer issues a statement that the bid is being made, and the statement is instrumental in making the bid. That the utterer is viewed as having stated that she bids three clubs seems supported by the fact that considerations of consistency and of commitment to the consequences of propositions added to the common ground operate in exactly the same way that they do when a bid is reported after it is made. Thus either of the sentences in (32) could be used to report an utterance of (29b) (perhaps one of the other bridge players is getting deaf and did not hear what was said).

(32) a. She bid three clubs.
    b. She said that she bid three clubs.

As soon as the utterance is interpreted, the proposition that the utterer bid three clubs is entered into the common ground. In other words, to utter (29b) is not only to bid three clubs but also to state that one is so doing, a statement that is true unless the act misfires. And, as Ginet observes, the statement is not just an incidental accompaniment to the bid but the very means of making the bid.

We discuss briefly in chapter 5 a truth-conditional analysis of *may* by Angelika Kratzer that suggests why and how, in certain contexts, its use can be thought of as granting permission rather than merely informing the addressee that permission has been granted. Roughly, the idea is that a sentence like (29e), "You may have dessert tonight," says that the proposition that the addressee have dessert on the night of the day of the utterance is compatible with some contextually supplied set of propositions. The propositions in this case delimit permissible actions of the addressee. The set may be given in various ways: linguistic rules do not specify how membership in the set is determined. If there is some third party with authority over the addressee, the speaker may simply be reporting on the propositions that the authority has placed in the set of permissible actions. Perhaps, however, the speaker is the addressee's mother, with authority over the dessert issue. In this case the speaker herself may place the
proposition about eating dessert into the set of propositions describing permissible actions and may report that action at the same time she does it.

Exercise 2 We will say that a verb is a performative verb if it can be used as the highest verb in a sentence that can be uttered performatively. Which of the following verbs is a performative? For those that are, illustrate their performative potential in a sentence that can be uttered performatively. For those that are not, explain briefly why. Here are the verbs: concede, apologize, believe, say, thank, frighten, deny, forget, wish, hint, nominate, oppose, joke, congratulate, doubt.

Performatives offer a strong prima facie challenge to any theory that distinguishes sharply between locutionary force, which is associated with sentences as such and makes no reference to the goals or plans of speakers, and the action that gives illocutionary forces their potency, the action fueled by conversationalists' aims, attitudes, and beliefs. We do not think, however, that performatives constitute an insuperable problem for a program that places illocutionary force outside the realm of semantics proper. Work like Kratzer's makes us optimistic that continued detailed investigations of the truth-conditional content of a wide range of expressions will help explain many of the very interesting observations that have been made about language functions by focusing on the performative utterances. We turn to look next at Searle's account of the conventions that delineate the activity of promising, drawing from that account a rather different moral than Searle does.

4.3 Illocutionary acts as the subject of semantics

Searle (1969) took the Austinian program one step further, denying that there is any useful distinction between locutionary and illocutionary acts. If Searle is right, then there is no justification for treating the meaning of a sentence uttered in a discourse as distinct from the illocutionary force of that utterance. While we disagree sharply with Searle on this point, we do think that there is much to be learned from his thoughtful analyses of different kinds of illocutionary acts and the conventions governing them. Searle develops the idea that social conventions for selecting particular linguistic expressions to achieve particular aims in some sense constitute the linguistic meaning of the expressions used. Searle's idea is similar to Grice's view of linguistic meaning as deriving from social norms that regulate speaker's meaning (see section 2 above), but unlike Grice, Searle sees no place for a truth-conditional notion of linguistic meaning. Some of
the proposed conventions are very general ones relevant for virtually all felicitous uses of language and can be compared with Gricean maxims for conducting conversations, which we discuss below in section 5. Those specific to particular kinds of illocutionary acts are more interesting for our present purposes of considering whether sentential meaning specifies illocutionary force, as Searle has urged.

Searle’s account of promising can illustrate his general program of explaining how utterances accomplish the illocutionary aims agents intend them to serve. What does it take for an utterance to be a felicitous promise? Searle, in an important early paper (1965), discusses this question in some detail. For an utterance to be a felicitous illocutionary act of any kind, Searle suggests, conditions of normal “input” (speaking) and “output” (understanding) are required. Presumed are knowledge of the language, non-impaired cognitive functioning, adequate peripheral processing, and so on. (Is a promise defective or infelicitous if the addressee cannot understand it? There is disagreement on such matters, but the controversy is not really over analysis of illocutionary acts but over the more general notion of speaker’s meaning.) The utterance must not be simply offered for inspection but must be meant by its utterer. Searle proposes to exclude jokes, play-acting, and similar nonserious uses, but as noted earlier, we presumably understand what is going on in such cases through reference to serious communications. The actor is a locutionary agent serving as a mouthpiece for a different illocutionary agent, the character in the play. A speaker who is joking in promising to give the addressee caviar for breakfast every morning achieves her effect through pretending to make such a promise. The joke lies in seeing that the speaker is assuming the guise of some fictive illocutionary agent. Searle’s general input and output conditions are intended to focus attention on canonical cases of a fully competent speaker’s straightforwardly meaning an utterance to convey some message to a fully competent addressee in a situation where external factors do not interfere with the exercise of linguistic competence.

As Frege did, Searle draws a distinction between propositional content and force, although for Searle propositional content is what a speaker (not a sentence) expresses and force is illocutionary force. The conventions that govern an illocutionary act of a certain kind (usually) include a basic propositional content condition (a convention that the speaker must express some proposition) and a more specific condition about the content of the expressed proposition that arises from the nature of the particular illocutionary act in question. In general, Searle suggests, there will be two components to an utterance: a component that expresses its propositional

\[ \text{propositional content condition} \]
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content and the illocutionary force indicating device (IFID). IFIDs include syntactic devices like inversion, intonational markers, and of course the various performative verbs: warn, apologize, and promise. Often the context “will make it clear what the illocutionary force of the utterance is, without its being necessary to invoke the appropriate function indicating device.” 6 This caveat is ignored in Searle’s later discussion, but we will return to it below.

In the case of a promise, Searle proposes, the propositional content must predicate a future act or acts of the speaker (and not of anyone else). Some utterances seem to be promises yet do not explicitly express propositions that predicate an act of the speaker (“I promise that our dog will not chase your cat again”). Searle views promises whose overt content concerns events that are not acts of the speaker as elliptical expressions of promises to take an action to ensure that the (explicitly) promised event will occur (“I promise to see to it that our dog will not … “). He could also, of course, take a similar line with other promises that do not explicitly predicate actions (such as “I promise not to smoke” or “I promise to be awake when you return”). The specific propositional content conditions that Searle elaborates for the illocutionary act of promising are not peculiar to promising but are shared by other illocutionary acts in the general class that Searle calls commissives, acts in which agents commit themselves to some course of action (including not only promises but also offers and threats). In the discussion of Searle’s conditions on promising, we will use A to designate the act that a speaker makes a commitment to perform when she utters a commissive.

Certain preparatory conditions constrain the common ground that must be in place for the promise to occur. Intuitively, an illocutionary act must be thought to have some point; there must be some reason for the speaker to perform it. For a promise and other commissives, this amounts to the requirement that it is not already part of the common ground prior to the speaker’s commissive act that she will perform A. The condition that distinguishes a promise from other commissives is that it is part of the common ground that the addressee would like the speaker to perform A. Of course, the speaker may think the addressee wants A but be wrong in that judgment; in cases where the common ground is differently appraised or where the common ground includes false propositions, the promise is arguably defective.

Besides preparatory conditions, illocutionary acts also generally have sincerity conditions. Basically, these require that agents actually have the aims and intentions that their acts present them as having, guaranteeing
that the illocutionary force is a reliable indicator of the motives producing
the utterance. A promise is only sincere if the speaker actually intends to
do A. To allow for insincere promises, we might weaken this requirement
and require only that the speaker intends to assume responsibility for
doing A. An insincere promise is nonetheless a promise, just as a lie is
nonetheless a claim about how things are.

The essential condition of a promise, Searle proposes, is that promisers
intend their utterances to be understood as placing them under an obliga-
tion to do A. Exactly what this obligation amounts to is not spelled out.
Note, however, that the speaker’s assuming an obligation to do A entails
that A is a future act of the speaker, so this essential condition entails the
propositional content condition mentioned earlier. In general, what Searle
identifies as essential conditions for particular illocutionary acts constrain
propositional content conditions for the acts in question.

Finally, Searle formulates conditions intended to ensure both that the
speaker means the promise to be understood as such by the addressee, and
that the expression uttered is a conventional means of accomplishing that
illocutionary aim. What concerns us here is Searle’s formulation of this
second condition, namely, that the semantic rules of the language used by
speaker and addressee are such that the expression in question “is correctly
and sincerely uttered if and only if [the preceding] conditions ... obtain”
(Searle (1965), p. 236)). Taken at face value, this might seem to imply that
no other expression could also perform the same function, that there is only
one way “correctly and sincerely” to make a given promise. Searle must
intend that the expression in question is correctly and sincerely uttered only
if conditions like the above hold and that if those conditions obtain, its
utterance will be correct (and sincere).

Indeed, what Searle finally offers us is a formulation of the putative
“semantical” rules governing use of an IFID P for promising (for example,
a simple present tense promise whose subject is I). We simplify Searle’s
account slightly.

(33)  a. The propositional content rule. P is to be uttered only in the
context of a sentence (or larger stretch of discourse) predicating
some future act A of the speaker.

b. The preparatory rule. P is to be uttered only if the addressee is
positively oriented toward A and the speaker so believes (and
only if it is not obvious to the addressee prior to this utterance
that the speaker will do A).

c. The sincerity rule. P is to be uttered only if the speaker intends
to do A.
d. The essential rule. Uttering $P$ counts as undertaking an obligation to do $A$.

As Searle notes, the sincerity rule can be dropped, in which case the rules govern correct (and not correct and sincere) uses of the promising device; insincerity is always a possibility and nothing special needs to be said about it in the case of promises. The first half of the preparatory rule specifies what is taken for granted when an act is offered as a promise; the second half is designed to rule out pointless or unnecessary promises, although such promises can be made. The propositional content rule must be taken somewhat more loosely than stated: for example, the act(s) in question need not be explicitly stated but need only be somehow inferable from the context. The essential rule guarantees that an utterance of a promise must somehow allow us to infer some act or class of acts that the speaker can undertake an obligation to do. The essential rule and the positive half of the preparatory rule constitute the core of what it is to perform the illocutionary act of promising.

As Searle also notes, explicit devices for indicating illocutionary force are not always needed. What is accomplished by uttering (34a) can in many contexts be done simply by uttering (34b), which explicitly states only the propositional content required by (33a).

(34)  

a. I promise to write you next week.

b. I'll write you next week.

In uttering (34b) a speaker can state that she will write the addressee in the week following the utterance and at the same time promise to do so (although she does not explicitly state that she promises). The promise is not indirect or nonliteral: it is simply not overtly indicated (compare our discussion in section 2 of uses of and that convey more than logical conjunction). The sentences in (35), though predicating future acts of their utterers, are less likely to be used to promise than (34b).

(35)  

a. I'm going to write you next week.

b. I'm writing you next week.

c. I write you next week.

Even the sentences in (35), however, can be followed by (36).

(36) That's a promise.

An explanation of such facts should be found in an account of the differences among alternative ways of talking about the future.

Interestingly, the rules in (33) seem relevant not only to specifying what is required for correct use of a device for indicating a promise such as that
in (34a) but also to specifying what is required for a correct use of promise in a sentence like (37), where it contributes to propositional content and does not indicate illocutionary force.

(37) Joan promised to write Lee next week.

Like bidding three clubs, promising is an activity governed by certain rules. Both promising and bidding can be effected just by saying something. The rules of bridge that define bidding are explicit; the social conventions that define promising are implicit and closely tied to conventions for using language. To utter (34a) and mean what one says is to make a promise; an obligation henceforth exists. We have further suggested (contra Searle) that uttering (34a) is also to state that one is making such a commitment to the addressee, just as uttering (37) states that Joan has so committed herself to Lee. Sentence (34a), we propose, gives an on-the-spot report of what it does: it explicitly displays what we think of as its primary illocutionary force.

Thus, on the one hand, Searle characterizes what counts in general as an act of promising. As we have just seen, this cannot be viewed as something that could or should be part of the grammar, for (a) to the extent that language is involved, promising presupposes that the grammar is already in place (note the propositional content rule), and (b) form and illocutionary force are not directly linked.

On the other hand, the lexicon, a part of grammar, does reflect classifications of actions by the language-using community. Thus we can recast (33) as describing the conditions of correct use for the word promise, as delineating (at least partially) which actions are promises. We will say more in chapter 8 about ways to expand our semantic theory to incorporate analyses of the contribution made by lexical meaning to truth conditions for sentences.

In the heady days following the publication of Chomsky's Aspects, a number of linguists tried to combine Searle's view that illocutionary force was a matter of linguistic meaning with the standard logical conception of semantics as concerned with truth conditions for sentences. We turn now to examine this alternative approach to making the illocutionary force of a sentence a matter of linguistic semantics.

4.4 The performative hypothesis

The idea behind the performative hypothesis is that every sentence determines a literal illocutionary force and that explicit performative utterances overtly indicate this literal illocutionary force. Ross (1970) was the first to suggest that a sentence like (34b), "I'll write you next week," when uttered
as a promise, might be essentially identical to the overt performative (34a), "I promise to write you next week," at some more abstract linguistic level than surface syntactic structure. Similar ideas were further developed in work by Sadock (1974) and others.

More generally, what was proposed was that in relatively deep structure every sentence has some performative verb as its highest verb with a first-person subject and a second-person object. This underlying performative verb determines how someone else can accurately characterize what the utterance was meant as. Thus (34b), "I'll write you next week," might look like (34a), "I promise to write you next week," on one interpretation and like one of the sentences in (38) on others.

(38)  
(a) I claim that I will write you next week.
(b) I predict that I will write you next week.

From saying that overt performative utterances do indeed bear truth values, it can seem only a short step to saying that utterances of interrogatives and imperatives are also assigned truth values. This move assumes that we derive sentences like (15b), "Does Bond give every fish to Loren?" and (15c), "Give every fish to Loren, Bond," from explicit performatives like those in (39).

(39)  
(a) I ask you whether Bond gives every fish to Loren.
(b) I tell you, Bond, to give every fish to Loren.

Lewis (1972) takes this tack. Although such an approach might be viable, it is important to note that it does not remove the necessity of providing semantic values for the embedded interrogatives (introduced by the complementizer whether) and for the tenseless infinitival complements that occur in such contexts.

As we noted, Ross's proposal went even further, associating with every sentence, including declaratives, a higher performative verb. For example, he would derive (40b) from the structure underlying (40a).

(40)  
(a) I say to you that grass is purple.
(b) Grass is purple.

But this kind of move is semantically untenable if (40a) is to provide the basis for assigning truth conditions to (40b). To utter (40a) is ipso facto to say something true; the same can certainly not be said for (40b). Saying that these two sentences are semantically identical just does not work. Many, probably most, sentences do not report the illocutionary force with which they are uttered, even at some abstract level.
4.5 Grammar and illocutionary force

The performative hypothesis and Searle's speech act theory both attempt to treat the illocutionary force of an utterance as a component of its (literal) linguistic meaning. As Levinson points out in (1983), chap. 5, a single sentence can be used to perform a whole host of illocutionary acts, and the same illocutionary act can be performed by any number of different sentences (some of which may perform other acts as well). And this, he correctly observes, creates enormous difficulties for any theory that attempts to make the illocutionary force of an utterance a component of its linguistic meaning.

Take sentence (34b), "I'll write you next week," which can be uttered as a promise, a threat, or a report of a decision. If illocutionary force were a matter of linguistic meaning, then we would have to say that (34b) is ambiguous. The most likely source of such an ambiguity would be the auxiliary will. Yet whether the utterance counts as a promise, a threat, or just a report of a decision seems to be a matter not of which sense of will a speaker has selected but of assumptions about the addressee's attitudes toward the projected letter writing. The speaker may in fact make the sort of commitment that promises and threats share without having even considered whether the addressee is positively, negatively, or neutrally oriented toward the projected act. Even more problematic for an ambiguity account of illocutionary forces is the fact that a single utterance of (34b) might both report a decision and make a promise. Generally in a single utterance of an ambiguous expression, speakers convey only one of the linguistically assigned meanings (exceptions are puns, which are perceived as special). Rather few surface sentences are restricted to a single illocutionary force when uttered, and it is common for a single utterance to carry multiple illocutionary forces with there being no suggestion of punning.

There also seem to be many different ways to accomplish a given illocutionary aim. The two sentences in (34) can be used to perform the illocutionary act reported in (37), "Joan promised to write Lee next week," and so also can those in (41), given suitable circumstances surrounding their utterance.

(41) a. Count on a letter from me next week.
    b. I promise to comply with your request next week.
    c. I'll resume my daughterly duties again next week.
    d. You'll get a letter from me next week.

We hardly want to say that these sentences are synonymous. Nor do we want to say that in uttering (41a), Joan would mean just what she would
mean in uttering (41b), even if in both cases she meant her utterance as a promise to Lee to send a letter next week.

Linguistic meaning does constrain the illocutionary acts that utterance of a sentence can perform. Some illocutionary acts seem less directly accomplished than others. The sentences in (42) are far less direct than the sentences in (34) and (41) if uttered as the promise reported in (37); they contrast with those more direct promises in that their nonexplicit promissory value cannot be overtly signalled by continuing with (36), "That's a promise."

(42) a. How would you like a letter from me next week?
   b. The orthopedist says I'll definitely be able to use the typewriter next week.

The explanation of how the sentences in (42) can serve as indirect promises to write the addressee next week will presumably draw on some of the more general theories of pragmatic inferencing inspired by Grice's work on conversational implicature, which we discuss in the next section. Although the sentences in (41) can directly promise, we are not entitled to conclude that their being potential promises depends on some linguistic properties other than their truth conditions and abstract locutionary force.

Exercise 3 For each of the following illocutionary acts, give five non-synonymous sentences that could be used to perform them.

(a) Reminding someone to pick up the cleaning
(b) Offering to help someone wash the dishes
(c) Asking someone to hurry in the shower

For each of the following sentences, name at least two illocutionary acts their utterance could simultaneously perform. Where special contextual factors must be present, specify them.

(d) Assignments will be collected next week.
(e) I'm cold.
(f) Is Linda there?
(g) Our dinner reservations are at seven o'clock.
(h) You may want to review chapter 3 before Friday's test.

5 Conversational Implicature

Speakers mean more than the sentences they utter mean, as we have already observed at a number of points in this chapter. What is amazing is how
good language users are at going beyond what is overtly said to whatever is contextually or pragmatically implied. We suggested in section 2 that we sometimes even take what is pragmatically implied to be part of what the speaker straightforwardly means. How is this possible? Grice was the first to attempt an explanation of how we can so successfully convey more than what our words overtly say, to attempt a systematic account of the principles underlying pragmatic implication.7

Subsequent research has led to major revisions in Grice's original proposals, and there are currently several competing pragmatic theories, for example, "relevance" theory as presented in Sperber and Wilson (1986) and the neo-Gricean approaches of Horn (1989) and Levinson (1983). We will not try to lay out and compare these alternatives. Instead, we will just sketch Grice's original program, which has been the major reference point for virtually all current work in linguistic pragmatics, and then use it to help explain some of the divergences between interpretations assigned by $F_2$ and those that English speakers assign to occurrences of expressions in actual utterances. We will then briefly consider pragmatic approaches to such rhetorical devices as irony.

In chapter 1 we said that (an utterance of) sentence $S$ implies proposition $p$ (or has $p$ as an implication) just in case in uttering $S$ the speaker invites or licenses the addressee to infer that the speaker is making a commitment to $p$. One way in which an utterance of $S$ can imply $p$ in this sense is if $S$ entails $p$; entailment is one species of implication as we are using the term. Grice uses imply more restrictively than we do. He contrasts what is said, where at least some entailments belong, with what is implied (or suggested or insinuated). What is said constrasts with what is merely implied. This particular dichotomy is not one we examine in any detail. Grice, in fact, does not make much use of the everyday imply but immediately introduces technical terminology to cover implications that are not entailments of $S$. As Grice puts it, $S$ (or its utterance or utterer) may implicate a proposition, which is its implicatum (plural, implicata). The relation in such a case between an utterance of $S$ and what it implies is one of implicature; the implicata of an utterance are also called implicatures. We will continue to use imply in our more generous sense and draw on Grice's technical terminology in discussing nonentailed implications.

Grice takes implicatures to divide into two classes: conversational implicatures, which are derived on the basis of conversational principles and assumptions, and conventional implicatures, which are assigned on the basis of the conventional meanings of the words occurring in a sentence. It is primarily the conversational implicatures that will concern us in this
chapter, but before discussing them and the theory of conversation Grice offers to explain them, we will say just a few words about the conventional implicatures.

What Grice calls *conventional implicatures* are implications that are triggered by linguistic meaning but seem different from (ordinary) entailments in two ways: *(a)* the exact content of what is implied is not readily made explicit, and *(b)* the content of the implication does not seem at issue in the way that truth-conditional content standardly is. Let us illustrate with an example adapted from Grice.

(43)  
\[ a. \text{[John] is an Englishman, but [he] is cowardly.} \]
\[ b. \text{[John] is an Englishman, and [he] is cowardly.} \]
\[ c. \text{[John's] being cowardly is somehow unexpected or surprising in light of [his] being English.} \]

Sentence (43a) but not (43b) implies (43c). We might say that uttering (43a) adds the same propositional content to the common ground as uttering (43b), but that (43a) differs from (43b) in presupposing something along the lines of (43c).

Grice denies that (43c) is entailed by, or part of, the truth-conditional content of (43a), claiming that (43c) might be false yet (43a) nonetheless true. There is general agreement that something like (43c) is part of what (43a) implies by virtue of its meaning and that at the same time this implication has some kind of special status. We will postpone further discussion of conventional implicatures until chapter 6, where we consider in some detail the phenomenon of presupposition. Conventional implicatures, Karttunen, Peters, and others have suggested, are conventionally presupposed.

In the remainder of this chapter we will focus on nonconventional or conversational implicature, sometimes speaking simply of implicature. Part of what we mean by the conversational implicata of S is that the propositions in question are not entailed by S, or more generally, that the implication relies on more than the linguistic meaning of S. What more is involved?

What Grice proposed was that conversation is regulated by an overarching *principle of cooperation* between speaker and hearer to achieve the purposes at stake in their talk:

(44) Make your conversational contribution such as is required, at the stage at which it occurs, by the accepted purpose or direction of the talk in which you are engaged.
The purposes of central importance in elaborating a general theory of meaning and comprehension are those at stake in successfully and efficiently conveying information. Given these purposes, rational speakers, Grice proposes, choose what to say in light of something like the following maxims:

(45)  

b. *Quantity.* Be only as informative as required for current conversational purposes.  
c. *Quality.* Say only what you believe true and adequately supported.  
d. *Manner.* Be perspicuous: be brief and orderly and avoid obscurity and ambiguity.

In other words, Grice is suggesting that something like these maxims articulate a conversational strategy for cooperatively conveying information. We can see that some of them might be connected to the earlier discussed convention of truthfulness and to the need to make what one means readily accessible to one's audience. In figuring out implicatures, hearers rely on the assumption that these maxims are being observed or there is a good reason why some particular maxim has been "flouted." Sometimes conversational implicatures are part of what the speaker straightforwardly means; sometimes they introduce additional levels of speaker meaning. Let us now turn to concrete examples.

Many different kinds of implicatures have been discussed in the literature; we will illustrate a few here. To say something like (46a) is in most contexts to implicate (but not entail) the proposition expressed by (46b), whereas what (46c) expresses is entailed by (46a).

(46)  
a. Joan has a husband.  
b. Joan has only one husband.  
c. Joan has one or more husbands.

How do we know that (46a) does not entail (46b) and does entail (46c)? Well, if we discover that Joan is a biandrist, (46b) is false, but this discovery does not show that (46a) is false. One could sensibly respond to (46a) with (47a) but not with (47b), which contradicts (46a). (The symbol ≠ indicates that the following sentence is infelicitous or pragmatically inappropriate in the discourse context described.)

(47)  
a. Yeah, in fact she has two.  
b. ≠Yeah, in fact she has none.

A speaker who utters (46a) knowing that Joan is a biandrist (and issues no qualifiers along with that utterance) has been deceptive, since the speaker...
must know that the hearer will infer that Joan is a monandrist. In our culture there is a strong background assumption that people do not have more than one spouse. It would be disingenuous to claim not to have meant that Joan had only one husband, since the hearer will commonly draw such an inference. If the speaker is caught, the attempted defense is usually something like “I didn’t say she had only one.”

The American legal system has ruled on occasion that people (advertisers, for instance) can be held responsible not just for what is explicitly said but also for implicatures that most rational hearers would take them to have meant. Similarly, a hearer can deliberately “misunderstand” what has been meant by refusing to draw an obvious implicature: “But you didn’t say that you thought she would not come, only that you didn’t think she would come.” Of course, there can also be genuine misunderstandings due to hearers’ failing to draw the inferences that speakers take themselves to have meant and genuine differences of opinion on what hearers should infer in a given context.

Grice proposes that conversational implicatures are calculable from (1) the linguistic meaning of what is said (what the speaker conventionally or normatively is taken to mean), (2) the assumption that the speaker is observing the conversational maxims, and (3) contextual assumptions of various kinds (for example, that one spouse per woman is generally the upper limit). It is not simply that we intuitively grasp what is implied, he says, but that “the intuition is replaceable by an argument” involving general principles of conversation (Grice (1975), p. 50).

Although Grice is not completely explicit on this point, he seems to think of these arguments as deductive. Speakers rely on hearers’ being able to calculate implicatures. Why? Because the speaker needs to intend the hearer to understand simply by recognizing that the speaker so intends, and just retrieving linguistic meaning will not suffice. Of course, calculation may go awry because the hearer and speaker don’t assess contextual factors in the same way, because they give different weights to conflicting conversational principles, or because the hearer does not (perhaps cannot) make the effort to work things out. What is remarkable is how highly successful we seem to be in conveying to one another what we implicate.

That implicatures are calculable does not mean that speakers and hearers always actually calculate them; the cognitive processes at work need not involve deduction. Perrault (1987) and others have recently proposed nondeductive default logics as models of language users’ knowledge of (at least some) implicatures; in recent lectures Horn and Levinson endorse such a model, which is also suggested by the theory presented in Gazdar
Speakers need not supply the premises that would allow an implicature to be worked out; hearers simply apply default inference rules such as one permitting the inference from "x has a husband" to "x has exactly one husband". Such logics are "nonmonotonic" in that additional premises—for example, that Joan comes from a culture in which biandry is the norm—can defeat the default inference. Such nondeductive systems do not in themselves provide any account of Grice's observation that the inferences in question are motivated by conversational principles (though these principles are not, of course, inconsistent with a nonconventional and principled basis for the inference rules). Like Grice we will assume deduction from tacit premises, what are sometimes called enthymemes (arguments that require certain unexpressed premises). Such inferences are defeated if some of the implicit premises on which they depend have to be abandoned.

A fundamental characteristic of conversational implicatures is that they are cancelable or defeasible as well as calculable. This property follows immediately if the calculability is a matter of deducibility from contextually supplied or tacit premises, some of which may have to be abandoned in the face of their inconsistency with other contextual premises. It is easy to provide illustrations of cancellation or suspension of implicatures, as illustrated in (48).

(48) 

a. Joan has a husband, perhaps even two.  
b. Nicky got a job at Harvard and moved to Cambridge but not in that order.

In contrast, we can't in the same way cancel or suspend implications licensed simply by linguistic meaning (entailments or conventional implicatures).

(49) 

a. #Joan has a husband, yet perhaps she's unmarried.  
b. #Nicky got a job at Harvard and therefore moved to Cambridge, but her move was quite unconnected to her job.

There is a close link between the extrasemantic calculability of implicature, its dependence on implicit pragmatic premises, and its defeasibility. We return to this issue in chapter 6, section 3.3.

Grice has also suggested that expressions with the same linguistic meaning should generate the same implicatures relative to a fixed context; he calls this the nondetachability of implicature. The nondetachability assumption may be problematic and is certainly difficult to examine without some independently supported account of what linguistic meaning amounts to. It has been pointed out that (50a) will almost always implicate
(50c), whereas (50b), which might seem to be synonymous (and is certainly assigned the same literal linguistic content), does not seem to share this implicature.

(50) a. Can you pass the salt?
   b. Are you able to pass the salt?
   c. Please pass the salt.

There are, however, uses of sentences like (50b) to implicate requests like (50c); (51) provides an example.

(51) a. Are you able to lend me $15 until Friday?
   b. Please lend me $15 until Friday.

The fact that literal synonymy does not guarantee identical implicatures in all contexts shows that factors other than literal or conventional linguistic content are relevant for calculating implicatures. Although the literal content of an utterance always enters into calculating conversational implicatures, which may be what Grice had in mind when formulating his nondetachability principle, it is clear that the form in which that content is expressed is also often a significant factor (a fact of which Grice was well aware, as we will see). Compare the sentences in (52), which generate rather different implicata though strictly expressing the same truth-conditional content.

(52) a. It is possible that Jesse Jackson will be president some day.
   b. It is not impossible that Jesse Jackson will be president some day.

Belief that the speaker is indeed adhering to the general cooperative principle will generate implicatures. So-called scalar implicatures, first discussed in detail in Horn (1972), are said to exploit the maxims of quantity and quality. Thus in many contexts a speaker will implicate (53b) by uttering (53a).

(53) a. Some students did very well on the exam.
   b. Some students did not do very well on the exam.

The argument through which the implicature can be calculated goes something like the following: The proposition that every student did well on the exam is informative in the context. If it is thought to be true on the basis of adequate evidence, then it should be stated. Since the speaker did not so state, one can infer either that the speaker does not believe it or has inadequate evidence. Since the speaker is presumed to have good evidence about how all the students did, the speaker does not believe that every student did very well and, on the assumption about the speaker's access to
evidence, the speaker knows that not all students did well and intends to convey this.

In other words, the implicature in this case relies for its calculability on the maxims of quantity and quality. It would be defeated or weakened to something like (54) in contexts where the speaker is believed to have only partial information about performance on the exam.

(54) It is possible, on the basis of what the speaker knows, that some students did not do very well on the exam.

Horn has proposed a number of different linguistic scales that seem much like that relating some and all or every (for example, warm and hot, good and excellent, possible and necessary). There are many questions raised by positing such scales. But there is now much work (especially by Horn) that supports the view that implications like that in (53) are implicatures and do not require that we abandon standard logical accounts of the truth-conditional contribution of words like same and all. (The further link in the reasoning from (53a) to (53b) is the entailment from the proposition that not all did well to the proposition that some did not do well.) Fragment $F_2$, which lacks plurals, has scaled determiners a and every, which for these purposes might be expected to work like some and all.

Scalar implications like that in (53) are ubiquitous, and they often seem completely direct in the sense of being part of what speakers mean where there is only one level of speaker meaning. At the same time such implications are in general defeasible: stronger elements on a scale are consistent with weaker ones. In (55) the scaled expressions are italicized, with the weaker occurring first.

(55)  

a. *Some* of the students did very well on the exam, perhaps *all*.

b. The novel will certainly be *good*, and it may well be *excellent*.

c. *It* is *possible*, perhaps even *necessary*, to treat these inferences as implicatures.

Data such as these are prima facie evidence against the view that the implications like that in (53) are entailments.

Nonetheless, as Horn (1989) explains in some detail, there is a venerable tradition that tries to treat the weaker scaled items—some, good, possible—as ambiguous between a “two-sided” sense, in which they are inconsistent with the stronger member of the scale (this two-sided sense would make (53) an entailment) and a “one-sided” sense in which they are consistent with the stronger item (the one-sided sense appears in (55)). The problems with the ambiguity approach are manifold. One anomaly is that these so-called ambiguities are paralleled in language after language; to the best
of our knowledge, no language has different morphemes translating one-sided and two-sided *some*. Another is that distribution of the putatively different senses of *some* is linked to exactly the kinds of factors that play a role in the pragmatic implication arguments (a fact that is unexplained on the ambiguity account). For example, we don't seem able to interpret (55a) as involving the two-sided *some*, an interpretation that would make the sentence inconsistent. Still another is that which item in a scaled pair is “ambiguous” is predictable on the basis of relative strengths on the scale: “ambiguity” is consistently imputed to the weaker member of the scale.

There are others as well. Yet the ambiguity approach continues to be attractive to many, presumably because the two-sided understanding involved in interpreting (53a) as implying (53b) is apparently assigned so directly and does not involve multiple levels of speaker meaning. We certainly do not consciously go through a calculation like that given for (53) even if the possibility of such an argument is what ultimately supports the inference in (53).

One kind of data sometimes offered in support of the ambiguity analysis involves what Horn (1985) calls “metalinguistic” or “pragmatic” negation. We do find people uttering sentences like those in (56), where italics indicate intonational prominence.

(56)  

\[ \begin{align*} 
  &a. \text{That novel isn't *good*; it's absolutely superb.} \\
  &b. \text{She didn't get *some* of the questions right; she answered every single one correctly.} 
\end{align*} \]

What Horn argues is that the negative here does not serve to negate propositional content; that is, we do not interpret these sentences as denying the truth of the two-sided reading of the weak scalar item. Rather, he suggests, the emphasized weak-scalar item is being mentioned here and not used.

To use an expression is to be responsible for an illocutionary act in which the locution figures directly. To mention an expression is to disavow illocutionary agency in performing the locutionary act. We did not put it quite this way in section 2, not then having available the distinction between locutionary acts and illocutionary acts. One reason to mention an expression can be to comment on the possible illocutionary act of someone who might utter it. This is what seems to be happening in (56); the speaker is dissociating herself from one who would (simply) say that the novel is good or that some of the questions were answered correctly, in order to emphasize that what such a way of speaking implicates is false. What is negated seems to echo some other utterance and to criticize the speaker.
who chose the locution in question. What negatives do in the sentences in (56) seems very similar to what they do in the sentences in (57); in (57) the negatives criticize pronunciation, choice of register, or other unwanted implications, and the criticized locution is followed by the one endorsed.

(57)  

a. I don’t like to/mah/toes but to/mey/toes.

b. You didn’t go pee-pee: you urinated.

c. No, I didn’t have lunch with the girls: we women ate together.

What seems to clinch the case for treating some uses of negatives as involving something very different from negation of propositional content is that the material with which the negative is associated need not be linguistic at all. This point is beautifully made in person by Larry Horn performing on his kazoo, the brackets indicating the points at which he demonstrates two musical performances, the first to be avoided and the second to be imitated.

(58) It’s not [ ]1 but [ ]2.

It seems clear in (57) that in uttering the initial apparently negative clause, the speaker means only that some other speaker has failed to choose the most appropriate or effective locution to do the job; she then demonstrates what a better locution might be. A similar account of the import of the negatives in (56) seems quite plausible, in which case such utterances provide no evidence at all in favor of scalar ambiguities.

What are sometimes called clausal implicatures have also been much discussed. Uttering a sentence that contains an embedded clausal complement may generate an implicature about the epistemic status of that clause: for example, that the speaker is taking the proposition expressed by the subordinate clause as still an open question. Gazdar (1979) is the first extensive discussion of clausal implicatures as a class, and he proposes that they are governed by (59).

(59) If a sentence does not entail either the proposition expressed by the subordinate clause or its negation, then uttering the sentence implicates the (epistemic) possibility of both those propositions.

But (59) does not always work. Sentences (60a) and (60b) are alike in entailing neither the subordinate clause (60c) nor its negation (60d).

(60)  

a. I guess Joan is smart.

b. I am certain that Joan is smart.

c. Joan is smart.

d. Joan is not smart.
Thus Gazdar's principle (59) predicts that both (60a) and (60b) should implicate (61).

(61) For all I know, Joan is smart, and for all I know, Joan is not smart. Now (60b) certainly does not implicate (61); indeed, it tends to implicate (62).

(62) I know that Joan is smart.

It might seem somewhat more plausible that (60a) implicates (61). But even this somewhat more plausible prediction is dubious. Sentences like (60a) are typically used as hedged assertions of their complement clauses, thus implicating those complements; in many contexts, uttering (60a) would implicate (60c).

Nonetheless, Gazdar is quite right in observing that certain complex sentential forms imply (though they do not entail) propositions about the speaker's epistemic position with respect to the propositions expressed by constituent clauses. So for example, (63a) and (63b) each implies all the remaining sentences in (63), though these implications are defeasible.

(63) a. Either [Joan], bought steak, or [she], bought swordfish.
   b. If [Joan], did not buy steak, [she], bought swordfish.
   c. For all the speaker knows, Joan did not buy steak.
   d. For all the speaker knows, Joan did buy steak.
   e. For all the speaker knows, Joan did not buy swordfish.
   f. For all the speaker knows, Joan did buy swordfish.

We do not need principle (59), however, but can calculate these implicatures by appeal to the assumption that the speaker is cooperative in the purposes of the exchange and has adhered to maxims of quality and quantity. Let's see how the argument works.

In chapter 2 we semantically analyzed or as inclusive (as requiring only that at least one disjunct be true). Now we can say more about how the exclusive interpretation arises. A sentence like (63a), which is entailed on our account by (64a), is often taken to implicate (64b).

(64) a. Joan bought both steak and swordfish.
   b. Joan didn't buy both steak and swordfish.

The implicature is easily calculated from the observation that (63a) is entailed by, but does not entail, (64a). Thus (63a) is weaker. As is generally the case with such relations of relative strength, someone who states only that (63a) is true suggests she is not in a position to claim (64a) and thus (in many circumstances) implies that (64b), the negation of (64a), is true. In this way we can use the maxim of quantity to arrive at the
pertinent implication; we do not need to posit a special exclusive sense of or. The exclusive interpretation can be explained pragmatically rather than semantically.

Nonetheless, as with other scalar items, many have taken the ambiguity path. As evidence it is alleged that Latin aut actually expressed a disjunction true only in case exactly one of the disjuncts it joins is true, but the actual facts are not so simple. (Horn (1989) includes some discussion of this question.) It seems that aut may simply have been used in contexts where exclusiveness of the disjunction was presupposed.

Some negative sentences seem at first glance to offer evidence in support of the claim that the truth of exactly one disjunct is entailed.

(65) Joan didn’t buy either steak or swordfish: she came home with both.

Both stress and discourse constraints on the use of such sentences, however, strongly argue for their being cases of metalinguistic rather than propositional negation. In other words, the negative in (65) attacks the use of the word either as an ill-advised choice rather than negating the proposition expressed by (63a). Without focal stress as indicated or a preceding assertion of (63a), (65) seems interpretable only as a contradiction. Thus sentence (65) does not show the existence of a sense of or relative to which (63a) entails (64b); once again, apparent evidence of ambiguity evaporates once we see that not can indicate metalinguistic negation.

What is interesting is that neither … nor is only interpretable as negating an inclusive either … or. Note that the conjunction of sentence (66a) with (66b) is blatantly contradictory.

(66) a. Joan bought neither steak nor swordfish.
   b. Joan bought both steak and swordfish.

As we have observed in earlier chapters, ambiguities in a sentence are matched by ambiguities in the negation of that sentence. In general, neither … nor constructions express the negations of their either … or counterparts. Thus if either … or is ambiguous, we should expect a parallel ambiguity in neither … nor. If (66a) were interpreted as the negation of the exclusive sense posited for either … or, then on that interpretation (66a) would be true in the situation in which both (and not simply one) of its disjuncts is true. The fact that there is no available interpretation for (66a) compatible with (66b) strongly argues against the existence of an exclusive sense of or. Indeed, even (67) is incompatible with (66b), unless (67) is interpreted as metalinguistic negation (with tell-tale stress and discourse restrictions).

(67) It is not the case that Joan bought either steak or swordfish.
There are further considerations that can be offered against the ambiguity analysis, but these will serve for now. As Grice observes, the principle of Occam’s razor—do not multiply entities beyond necessity—is generally relevant. Why multiply senses if one suffices? In this case it seems clear that one sense not only can but must suffice.

Both scalar and clausal implicatures are instances of what Grice calls generalized conversational implicatures (GCIs). GCIs hold in a wide range of conversational contexts: a hearer could calculate them with access only to some very basic beliefs about communication and perhaps some other widely available assumptions about social norms and the subject matter being discussed. They are also typically direct in the sense we discussed in section 2; that is, the speaker does not mean to draw attention to the contrast between what is literally said and what is conversationally implicated. A GCI is like a second sense in being immediately available. It is not surprising then that GCIs are so often thought to be entailments, their defeasibility then being attributed to some putative ambiguity rather than to the failure of a conversational premise.

In contrast, particularized conversational implicatures (PCIs) depend crucially on contextual features specific to a given utterance and not just on a standard background. Sperber and Wilson (1986) discuss many examples of such contextually specific implications. For example, someone uttering (68b) in response to (68a) would implicate (68c) and (68d).

(68)  
\begin{align*}
  \text{a. } & \text{Have you read E. O. Wilson's Sociobiology?} \\
  \text{b. } & \text{I don't read science fiction.} \\
  \text{c. } & \text{I have not read Sociobiology.} \\
  \text{d. } & \text{I view Sociobiology as (like) science fiction (and thus as bad science).}
\end{align*}

One might think initially that particularized implicatures are limited to face-to-face communication, since it is only there that producer and interpreter are in (essentially) the same context. But there can be particularized implicatures that draw on the particular background generated by preceding text. That is, preceding text produces a partial but nonetheless particular context. A sentence in the middle of a book might be interpreted quite differently from the same sentence placed near the beginning. And sometimes an author assumes familiarity on the part of the reading audience with other texts she has produced. The contrast between generalized and particularized implicatures may not always be sharply defined. Indeed, most implicatures (even quite generalized ones) probably rely on premises that some community members cannot supply (the relatively young, new-
comers, and some unusually ill-informed people). Not surprisingly, however, most attention has been paid to systematizing the account of clear cases of GCIs, although Sperber and Wilson's work does not draw a real distinction (and offers analyses of many implicatures that Grice and those who have followed him more closely would treat as PCIs).

In the arguments supporting calculability that we gave above, there was tension between maxims but they were not abandoned. Sometimes, though, maxims are apparently flouted, and yet, Grice suggests, we still assume that the cooperative principle is in play, and we try to infer what the speaker intends to convey on this basis. In such cases we are reading between the lines: drawing inferences on the basis of beliefs of the sort embodied in the maxims about strategies and speaker's purposes.

For example, a letter of recommendation for someone applying for a faculty position in a linguistics department that consists only of (69a) would implicate (69b).

(69) a. Lee has a nice smile and draws beautiful phrase-structure trees.
   b. Lee is no good as a linguist.

The letter writer has obviously failed to give a full enough picture of Lee's qualifications for the post. How then do we actually infer (69b) rather than assuming that the letter writer has said no more because this is all she knows (or believes with adequate evidence) about Lee? Presumably, we have to appeal to principles beyond the maxims themselves in order to generate this inference, because if the letter writer does indeed believe with evidence something along the lines of (69b), quantity would seem to require that this be said. But it was not said. So quantity is blatantly flouted. And in this extreme case what is communicated about smiling and drawing trees is irrelevant to the communicative task at hand. But we need additional assumptions to conclude that the writer is implicating (69b) in writing (69a). We may assume that people typically refrain from saying overtly negative things in job recommendations, even where such negative evaluations are highly relevant, whereas they do not refrain from saying positive things that are relevant. Along with this assumption there must also be the overarching assumption that the letter writer is attempting to cooperate in spite of appearances to the contrary.

Such indirect communication can be risky. One hears arguments about what a recommender intended to implicate.

(70) A: She said nothing about his teaching, so she must be implying that it is terrible.
B: Oh no, I think she assumes that his teaching is fine unless otherwise stated.

As we noted earlier, there can be reasons for choosing such indirect ways of conveying what one means. One way of being polite is to “pretend” that one means one thing—what one directly says—while actually conveying something rather different: consider (71a) as a way of conveying (71b), purporting to offer the addressee a choice of seats while at the genuinely operative level issuing a directive as to where to sit.

(71) a. Would you like to sit here?
    b. Sit here, please.

Alert children frequently refuse to play this game: their answer to (72a) is (72b).

(72) a. Would you like to set the table?
    b. No, but I will.

After all, to act as if setting the table is what one wants to do is to lose moral credit for having agreed to do it (and to let the requester avoid the debt for having asked to have it done). Brown and Levinson (1978) discuss “linguistic universals of politeness,” drawing on a general Gricean pragmatic theory.

Exercise 4 In each of the pairs below sentence (a) conversationally implicates sentence (b). For each pair, provide a reason for thinking that the implication is not an entailment, and calculate the implicature as best you can, indicating where contextually specific premises need to be supplied.

(1) a. Joan swung at the ball.
    b. Joan missed the ball.

(2) a. I don’t think your solution works.
    b. I think your solution doesn’t work.

(3) a. Mary brought a man from New York as her guest.
    b. The man was not Mary’s husband.

(4) a. I wonder what time it is.
    b. The speaker wants to be told what time it is by the addressee.

(5) a. Jim’s research is respected.
    b. Many people respect Jim’s research.

(6) a. Jill and Greg went to the movies.
    b. Jill and Greg went to the movies together.
Many rhetorical strategies and figures of speech depend on what we called in section 2 multiple levels of speaker meaning. Sperber and Wilson (1986) discuss a number of cases. Their analysis of verbal irony, for example, makes it echoic in much the same sense as Larry Horn's pragmatic negation. The point of ironic utterances, they suggest, is to caricature an echoed utterance by performing essentially the same locutionary act in a manner designed to suggest that what such a locution explicitly expresses is inappropriate and thus to present those who might utter it as stupid, insensitive, or unsophisticated by mockingly imitating them. (There need not actually have been a previous utterance of the type so caricatured.) Thus two lovers might be happily walking in pouring rain, and one might say in a tone of mock surprise to the other.

(73) Why, it seems to be raining.

What might be meant? Here are some possibilities: that these two are above ordinary mortals, who notice such mundane details as whether it is raining, that they are so elevated because of the grandeur of their passion, that they cannot concern themselves with the possible disapproval of more conventional and prosaic souls, and so on. The particular inferences to be drawn about the speaker's attitudes cannot be identified simply on the basis of what one knows about the language system and about the appropriateness of the utterance in the given context. These are cases where what is conveyed is relatively open-ended: the main aim seems to be simply to evoke a general atmosphere or a family of attitudes.

A thorough exploration of indirect and nonliteral uses of language lies outside the scope of this book. We are inclined to be optimistic, however, that explicit accounts of what expressions literally mean and of the systematic processes of directly implicating will help us understand these more complex uses of language. Indirectness and figurativeness are in some ways parasitic on canonical situations, where language use is direct and conventional (though perhaps less than fully explicit) and where the aims of communication are the cooperative exchange of information.

Although the details are still far from clear, there continues to be considerable interest in the general Gricean idea that to attribute to others communicative intentions is to have certain expectations that can be exploited to enhance communicative ability. This idea has been especially important in trying to show how the logician's analysis of the semantic value of certain words and constructions can be maintained in the face of evidence that speakers often mean more than the logical analysis itself would seem to warrant. It is also crucial in extending analyses beyond
canonical communicative situations of cooperatively sharing information. Some such theory is an essential complement to the kind of truth-conditional semantic analyses we propose as an analysis of the meaning of disambiguated and contextually specified English sentences.
Chapter 5
Intensionality

1 Introduction

In this chapter we will explore ways in which intensional phenomena can be approached from the point of view of truth-conditional semantics. We will begin by discussing contexts that appear to resist an analysis in purely extensional terms.

1.1 Intensional contexts
To specify the truth conditions for the sentences in $F_2$, we had to consider only the referential value of their components in a given situation. Thus, for example, the truth conditions of (1a) are specified in (1b):

(1) a. Pavarotti is boring.
    b. (1a) is true in $v$ iff Pavarotti is in the set of things that are boring in $v$.

To determine the value of (1a) in $v$, we just have to check whether Pavarotti is in the set that constitutes the extension in $v$ of the predicate is boring. Individuals and sets, whatever mysteries may surround them, are paradigmatic extensional notions.

We know, however, plenty of constructions that are more complex. Consider, for example, the sentences in (2).

(2) a. Pavarotti is hungry.
    b. Pavarotti was hungry.

To know whether (2b) is true in a situation $v$, it is not sufficient to know the extension of is hungry in $v$. The latter knowledge suffices only to assess the truth value of (2a). To evaluate (2b) in $v$, we must know the extension of is hungry in circumstances that occurred prior to $v$. Thus if we want to say something about the semantics of tense, we need more than the extension of expressions in a given situation.
Consider (3) next:

(3) It is possible for John to travel to Russia.

To evaluate (3) in a situation \( v \), knowing the extension in \( v \) of \textit{to travel to Russia} will not suffice. Nor will it suffice to know what has happened before \( v \) and what will happen after \( v \). It might be that John has never traveled to Russia and never will. Yet traveling to Russia is quite possible for him, while for others it isn't. Thus the notion of possibility also calls for more than extensions, and it does so in a way that appears to be different from tense, for knowing what has been the case or what will be the case does not suffice to assess the truth value of (3).

Another example is provided by counterfactual conditionals, such as the ones in (4).

(4) a. If Proust had taken a cruise on the \textit{Titanic}, the \textit{Titanic} would not have sunk.

b. If Proust had taken a cruise on the \textit{Titanic}, \textit{Remembrance of Things Past} would not have been completed, and literature would have suffered a great loss.

We are inclined to judge (4a) as false and (4b) as true. Now we know that in fact Proust never was on the \textit{Titanic}. Yet the sentences in (4) invite us to consider a situation where he was and make a claim as to what follows from that. Clearly, the truth values of (4a) and (4b) do not depend on the truth values of the antecedents (or of the consequents), for in both cases the antecedents (and the consequents) are both actually false (Proust never cruised on the \textit{Titanic}, \textit{Remembrance of Things Past} was completed, and the \textit{Titanic} sank).

Another striking case is provided by sentences like

(5) John believes that Mary is hungry.

Clearly whether (5) is true or not does not depend in any way on the truth value of the embedded clause. John might believe that Mary is hungry, whether she is in fact or not. But we as yet have no way to assign a more plausible semantic value to the embedded clause in (5). We have argued that the meaning of sentences is related to their truth conditions. On this basis we would expect that John's belief has something to do with the truth conditions of the embedded clause, that it is somehow related to the conditions under which "Mary is hungry" is true. But we are so far unable to use this idea in providing a compositional semantics for sentences like (5).

All these constructions are said to be \textit{intensional}; their analysis will require sharpening our view of such intensional notions as those of \textit{proposi-}
tion and property, which we discussed informally in chapter 2 in connection with Frege's notion of sense. Now something that the sentences in (2b) to (5) all seem to have in common is that they call for a consideration of the extension that expressions have in circumstances other than the one in which we are evaluating them. In the case of (2b) this claim hardly requires further comment. It should also be clear with respect to (3). To claim that for John to travel is possible we must consider what options John might have. Such options must include some in which John's traveling takes place. Envisioning a possibility is simply considering an alternative way in which the world might have been, that is, a nonactual circumstance. A similar point can be made in connection with (4). Conditionals in general invite us to imagine that certain hypotheses hold (whether they in fact do or not) and to consider their consequences.

And something in very much the same vein can also be said about (5). Consider the ways in which the world could be, the alternative states of affairs that might obtain. We can regard them as forming a logical space: the space that delimits all the possible alternatives to the state of affairs in which we in fact are. Belief can be thought of as a way of locating oneself in this logical space. Accordingly, (5) says that John believes himself to inhabit a region of the logical space where Mary is hungry. He is disposed to act as if the actual world were in that region. For example, he may offer her something to eat or start cooking a meal for her, etc. His expectations, desires, and so on depend on what it would be like if Mary were hungry.

In fact, all predicates that can take that clauses as complements are amenable to an analysis similar to that just sketched for believe. To fear, to hope, and to wish that Mary is hungry can all be thought of as attitudes in favor of or against those (possibly nonactual) circumstances where Mary is hungry. In chapter 3 we said that different models might reflect different circumstances or states of affairs, but the semantic machinery presented there did not allow us to consider more than one such state of affairs in interpreting a sentence. Yet a semantic analysis of (2b) to (5) and related constructions seems to call for consideration in a given circumstance of alternative sets of circumstances, states of affairs, or more picturesquely, possible worlds.

Roughly speaking, a possible but nonactual state of affairs is what would be the case if some (many, most, or even all) events had different outcomes from those that they in fact have. For example, one can imagine a possible state of affairs exactly like the one we are in except that this text is printed in red rather than in black. David Lewis in (1973), p. 84, offers a
vivid characterization of possible worlds in the following often quoted paragraph:

It is uncontroversially true that things might have been otherwise than they are. I believe, and so do you, that things could have been different in countless ways. But what does this mean? Ordinary language permits the paraphrase: there are many ways things could have been besides the way they actually are. On the face of it, this sentence is an existential quantification. It says that there exist many entities of a certain description, to wit, "ways things could have been." I believe permissible paraphrases of what I believe; taking the paraphrase at its face value, I therefore believe in the existence of entities which might be called "ways things could have been." I prefer to call them "possible worlds."

The formal apparatus of possible worlds, a number of whose applications to semantic questions we discuss later in this chapter, was introduced in Kripke (1959) as a tool for investigating the semantic properties of certain formal systems. There has since been, and continues to be, much controversy in the philosophical literature over what assumptions that apparatus requires. In accepting Lewis's point we do not deny that possible worlds might raise deep metaphysical issues, but we think that the formal apparatus can be adopted without resolving these issues, just as we can successfully use the notion of an individual in set theory and logic without resolving all the thorny problems it raises, for example, the mysteries of criteria for identifying individuals. Such skeptics about possible worlds as Quine or, more recently, Barwise and Perry have not abandoned set-theoretic methods just because they lack adequate criteria for identifying individuals (and thus ultimately sets). Nor should they.

Our position is the following. We find possible worlds an extremely useful tool in understanding meaning. Evaluating the notion is a matter of evaluating the role it plays in the various enterprises of which it is part, and we should not be misled by the science fiction flavor of the terminology. This is, we think, in the same spirit as Stalnaker (1984). Stalnaker argues very strongly that possible worlds should be regarded as "not concrete objects or situations, but abstract objects whose existence is inferred or abstracted from the activities of rational agents. It is thus not implausible to suppose that their existence is in some sense dependent on, and that their natures must be explained in terms of, those activities" (p. 50). Kripke makes a similar comment: "‘Possible worlds’ are stipulated, not discovered by powerful telescopes" (1972), p. 267.

The human activities on which the existence of possible worlds depends (through which they are stipulated) include using language and interpreting expressions. Semantics, as we understand it, seeks to develop a model (or part of a model) of such activities. In fact, using the formal apparatus of
possible worlds in semantics has produced some very interesting and nontrivial accounts of various intensional phenomena, and many quite enlightening semantic studies have been generated. It certainly seems to us a fruitful hypothesis that our semantic competence can be elucidated in this framework. We now turn to introducing the main ideas underlying possible world semantics.

1.2 Possible worlds
A sentence $S$ is semantically associated with a way of dividing circumstances (or, as we can now say, possible worlds) into two groups: those adequately characterized by $S$ (those in which $S$ is true) and those that are not. This much was implicit in our discussion in chapter 2 of the meaning of a sentence as (at least partly) constituted by its truth conditions (not, you will remember, by its truth value as such). To understand the content of a sentence "is to have the capacity to divide the relevant alternatives in the right way" (Stalnaker (1984), p. 4). This way of putting it suggests that we might identify the content of a sentence, the proposition it expresses, with the set of circumstances or possible worlds in which it is true, at least as a first approximation. Equivalently, we can think of a proposition as a

\[ p = \begin{bmatrix}
  w_1 & \rightarrow & 0 \\
  w_5 & \rightarrow & 0 \\
  w_6 & \rightarrow & 0 \\
  \vdots \\
  w_3 & \rightarrow & 1 \\
  w_4 & \rightarrow & 1 \\
  \vdots 
\end{bmatrix} \]
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function that associates with each relevant world or circumstance a truth value: true with the worlds in which it is true, false with the others. This is illustrated in figure 5.1. The box in figure 5.1 includes all the worlds that we are capable of discriminating from one another (with the conceptual resources available to us). The circle within the box includes all the worlds associated with some proposition \( p \). Figure 5.1 illustrates how one can also view \( p \) as a function from worlds to truth values rather than as a set. It is easy to see that these two ways of characterizing \( p \) are equivalent: given the two sets of worlds, we can construct the function from worlds to truth values and vice versa (see the appendix for the notion of the characteristic function of a set). Thus we will feel free to switch from one characterization to the other.

To accommodate temporal discourse, we will want to consider not just possible worlds, but possible worlds at different times. Thus our logical space can be represented as having (at least) two coordinates, as illustrated below:

(6) Worlds

\[
\begin{array}{c|c|c|c}
\text{Times} & i_1 & i_2 & i_3 & \ldots \\
\hline
w_1 & & & & \\
\hline
w_2 & & & & \\
\hline
w_3 & & & & \\
\end{array}
\]

Propositions are to be construed as (possibly noncontinuous) regions of this logical space, as sets of world-time pairs. From now on, we will use *circumstance* to indicate a world-time pair, and we will accordingly talk of propositions as sets of circumstances or as functions from circumstances to truth values. We will nevertheless still refer to the semantics we are describing here as possible world semantics.

On this view, propositions do not appear to be very sentencelike. For example, they don’t have a subject-predicate structure or constituents of any kind. As Stalnaker puts it in his (1984), p. 23, internal structure is taken to be part not of the content of sentences but of the way in which such content is represented. This seems to go against the intuitive picture of propositions that many have. According to Frege, for example, propositions (the senses of sentences) are the thoughts that sentences express. And it is tempting to take those thoughts as something like sentences in an
internalized language, what Lewis (1970) dubs "mentalese." Indeed, there are certain sentencelike attributes that we definitely want propositions to have. For example, we want to be able to say that a proposition entails another proposition, for the content of a sentence may certainly commit us to the content of another sentence, independently of how such contents may be described. We may also want to conjoin propositions, for the content of two sentences can be conjoined. And so on. A notion of propositions that did not allow us to make such ideas precise would be pretty useless for doing semantics. Fortunately, even though the notion of possible circumstances is nowhere close to having the rich structure of sentences, it does allow us to define the structural properties that propositions should definitely have in terms of elementary set-theoretic operations, as sketched in (7). (See the appendix for an explanation of set-theoretic concepts and notation.) Let $p$ and $q$ be subsets of $W$ (where $W$ is the set of all possible circumstances).

$$
\begin{align*}
(7) & a. \text{ } p \text{ entails } q \iff p \subseteq q \\
& b. p \text{ is equivalent to } q \iff p = q \text{ (that is, } p \subseteq q \text{ and } q \subseteq p) \\
& c. p \text{ and } q \text{ arc contradictory } \iff p \cap q = \emptyset \text{ (there is no circumstance in which } p \text{ and } q \text{ are both true)} \\
& d. \neg p \iff \{w \in W : w \notin p\} \text{ (the worlds in which } p \text{ is not true)} \\
& e. p \land q \iff p \cap q = \{w \in W : w \in p \text{ and } w \in q\} \\
& f. p \lor q \iff p \cup q = \{w \in W : w \in p \text{ or } w \in q\} \\
& g. p \text{ is possible } \iff p \neq \emptyset \text{ (} p \text{ is nonempty; there is at least one circumstance in which it is true)} \\
& h. p \text{ is necessary } \iff p = W \text{ (there is no circumstance in which } p \text{ is false)}
\end{align*}
$$

All the notions in (7) were previously defined on sentences. Now we have a language-independent characterization of sentence content with respect to which they can be defined, a characterization that, even if very simple, will enable us to attempt a semantic analysis of sentences like (2b) to (5). So the present view does justice to the intuition that propositions should have a certain amount of structure. In fact, if we could give a satisfactory account of sentences like (2b) through (5), that would constitute evidence that the structure that the present theory assigns to propositions is exactly what is called for.

In other ways as well the notion of a proposition that we are considering is not as far from Frege's notion of sense as it might at first appear to be. In general, senses, according to Frege, are the way in which reference is given. Yet he didn't characterize much further the notion of sense (and more specifically the notion of proposition or thought). However, given that the
reference of a sentence for him is its truth value, its sense (the thought associated with it) must be the way in which the truth value is given. Functions are mathematical constructs that can be thought of as representing ways of giving things as they depend on something else. Hence, to represent senses as functions would seem appropriate. The question is, then, What is the input of sense functions? What do senses depend on? In particular, what do the senses of sentences depend on? Well, if their reference is a truth value, it must depend on what might be the case, the circumstance that one is envisioning. But then Frege's notion of thought becomes just what we have: a function from circumstances into truth values. The notion of a proposition that we are considering can be seen as at least a partial formal rendering of Frege's notion of a thought (though Frege may well have had more in mind).

Similar considerations can be applied to other kinds of Fregean senses. For example, the reference or extension of a predicate like *is hungry* is a set; the corresponding sense, the way in which the extension is presented, is what Frege thought of as a property. In our terms, properties can be thought of as functions from possible circumstances to sets: the property of being hungry is a function that in any circumstance \( <w, i> \) tells us what is the set of things that have the property of being hungry in \( w \). Frege also thought that singular terms like *the president* have individuals as their extension (or reference) and what he called individual concepts as their intensions. Again, we can reconstruct individual concepts as functions from possible circumstances to individuals: the individual concept associated with *the president* would yield at a circumstance \( <w, i> \), the individual that falls under that concept in \( <w, i> \). All this can be summed up as shown in table 5.1.

This constitutes a precise and simple characterization of the kind of objects that Frege and others thought are necessary for doing semantics. A few comments are perhaps in order. We are not claiming that sets of worlds are what propositions *really* are. We claim only that sets of worlds have got the right structure to do what we think propositions do: mediate between sentences and their truth conditions. A crucial component of our semantic competence, what we understand when we understand the content of a sentence, is our capacity to match sentences and situations. Functions from worlds to truth values can be regarded as an abstract way of characterizing such a capacity.

From a slightly different perspective, we can regard meaning in a Saussurean way as a relation between sentence types and the type of circumstances that they describe, along the lines already discussed in
Table 5.1
Fregean semantics and possible world semantics

<table>
<thead>
<tr>
<th>Syntactic category</th>
<th>Example</th>
<th>Intension or sense</th>
<th>Extension or reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fregean semantics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP</td>
<td>is hungry</td>
<td>Property</td>
<td>Set of individuals</td>
</tr>
<tr>
<td>S</td>
<td>It rains.</td>
<td>Thought</td>
<td>Truth value</td>
</tr>
<tr>
<td>NP</td>
<td>the president</td>
<td>Individual concept</td>
<td>Individual</td>
</tr>
<tr>
<td>Possible world semantics</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>VP</td>
<td>is hungry</td>
<td>Function from possible circumstances to sets</td>
<td>Set of individuals</td>
</tr>
<tr>
<td>S</td>
<td>It rains.</td>
<td>Function from possible circumstances to truth values</td>
<td>Truth value</td>
</tr>
<tr>
<td>NP</td>
<td>the president</td>
<td>Function from possible circumstances to individuals</td>
<td>Individual</td>
</tr>
</tbody>
</table>

Chapter 3. We represent the former as phrase markers of some kind and the latter as sets of points in a bidimensional space. Speakers of the language are attuned to such a relation; their interactions with the environment can be accounted for on the basis of it. There is, of course, no denying that part of what speakers do (part of their being attuned to the right meaning) is to form a representation of what is spoken about. The present approach doesn’t specify the exact form of this representation. It specifies the structure that any such representation must have in order to be a representation of what we talk about: ways in which the world can be.

To specify how we mentally represent what we grasp in understanding a sentence seems feasible only if there is a specification of what we grasp. Moreover, if our characterization of what we grasp works (that is, gets the truth conditions of natural language sentences right), this cannot fail to constrain dramatically what our mental representation of such content can be. A good (nonmisleading) representation will reflect faithfully the structure of what it represents, and in the absence of evidence to the contrary, we have no reason to suppose that our internalized representations are bad ones. Differently put, the structure of a good representation will be isomorphic to the structure of its content.
This metaphor could be and has been made more precise in much work on formal semantics (for example, Montague (1973) and subsequent work inspired by this article). But rather than following this line, it is handier to try to explain ourselves further by means of an example. We have just seen that propositions as defined above have a certain structure: they can be conjoined, disjoined, and negated, where conjunction, disjunction, and negation are related in a certain way. Technically, they form what is known as a Boolean algebra (see the appendix). A faithful representation of propositions will contain operators that impose on the representation itself the same structure that propositions have (that is, it too will form a Boolean algebra). This leads to the claim that a system of semantic representations forms a Boolean algebra at some level, a nontrivial claim: not all systems have this structure.

It is now time to make these ideas more concrete by putting them to work. We first develop an artificial language (an extension of PC) that accommodates modal and temporal contexts, and then provide a (fairly standard) possible world semantics for it. We then go on and apply the techniques so developed to a semantic analysis of English.

2 IPC: An Elementary Intensional Logic

There are many ways of designing an intensional predicate calculus (IPC). Our choices are motivated, as throughout this work, mostly by pedagogical considerations. In reading what follows, the reader should bear in mind that other options are available. As suggested by the discussion above, we will include both possible worlds and times in the semantics for IPC.

The syntactic rules for IPC are the same as those of PC (see the recursive formulation in (15), chap. 3, pp. 96–97), with the following addition:

(8) If \( \psi \) is a formula, then so are \( \Box \psi \) (to be read “it is necessarily the case that \( \psi \)”), \( \Diamond \psi \) (to be read “it is possibly the case that \( \psi \)”), \( P\psi \) (“it was the case that \( \psi \)”) and \( F\psi \) (“it will be the case that \( \psi \)”).

These new operators—\( \Box \), \( \Diamond \), \( P \), and \( F \)—can be used to model some of the intensional contexts discussed in section 1 (in particular those having to do with tenses and with VPs like is possible or is necessary). In virtue of (8), in addition to containing all the well-formed formulas of PC, IPC will also contain formulas like those in (9).

(9) \( a. \Box \exists x[P(x)] \)

\( b. \exists x[\Box P(x)] \)

\( c. \forall x[P(x) \rightarrow FP(x)] \)
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\[\text{d. } P \forall x[P(x)]\]
\[\text{e. } [PP(x) \lor P(x) \lor FP(x)]\]
\[\text{f. } \Diamond \Box \forall x[P(x)]\]
\[\text{g. } \neg P[P(j)]\]
\[\text{h. } P \neg[P(j)]\]

The structure of a model for IPC has the form

\[(10) < W, I, <, U, V >,\] where the following constraints hold:

a. \(W\) is a set of worlds.

b. \(I\) is a set of instants ordered by the relation \(<\). (For \(i, i'\) in \(I\), \(i < i'\)
   is to be read “\(i\) precedes \(i'\),” or colloquially, “\(i\) is earlier than \(i'\).”)

c. \(U\) is a domain of individuals.

d. \(V\) is a function that assigns an intension to the constants of IPC.

In particular, if \(\beta\) is an individual constant of IPC, \(V(\beta)\) is a
function from \(W \times I = \{<w, i>: w \in W \text{ and } i \in I\}\) to \(U\), so for
any \(w \in W\) and \(i \in I\), \(V(\beta)(<w, i>) \subseteq U\)
(or equivalently, \(V(\beta)(<w, i>) \in \mathcal{P}(U)\)). If \(\beta\) is a one-place
predicate of IPC, \(V(\beta)\) is a function from \(W \times I\) to sets of
elements of \(U\); that is, for any \(w \in W\) and \(i \in I\), \(V(\beta)(<w, i>) \subseteq U\)
(or equivalently, \(V(\beta)(<w, i>) \in \mathcal{P}(U)\)). If \(\beta\) is a two-place
predicate, then \(V(\beta)\) is a function from \(W \times I\) to sets of ordered
pairs of elements of \(U\); that is, for any \(w \in W\) and \(i \in I\),
\(V(\beta)(<w, i>) \subseteq U \times U\) (or equivalently, \(V(\beta)(<w, i>) \in \mathcal{P}(U \times U)\)). In general, if \(\beta\) is an \(n\)-place predicate of IPC, \(V(\beta)\) is
a function from \(W \times I\) to \(\mathcal{P}(U^n)\), where \(U^n = U \times \cdots \times U\), \(n\) times.

A value assignment to variables will be a function \(g\) from variables to
individuals, as before. There are some intensional logics where assignment
functions are also relativized to worlds, but this leads to technical complica­
tions that we want to avoid at this point.

We now recursively define the notion of an interpretation of an expres­sion of IPC. The interpretation function \[\text{[ ]}\] will be relativized not only to
a model \(M\) of the form described in (10) and an assignment to variables \(g\)
but also to a world \(w\) and a time \(i\). To interpret modal and temporal
operators, we have to consider the intensions of expressions involved, or
what under the present analysis amounts to the same thing, we have to
consider how the extension of expressions varies across different circum­
stances. Thus our interpretation function \[\text{[ ]}\] must enable us to represent
such a variation directly, hence its relativization to circumstances (world­time pairs).

\[(11) a. \text{If } \beta \text{ is a constant, } [\beta]^M_{w, i, g} = V(\beta)(<w, i>).\]

\[b. \text{If } \beta \text{ is a variable, } [\beta]^M_{w, i, g} = g(\beta).\]
c. If $\beta = \delta(t_1, \ldots, t_n)$, then $\mathcal{M,w,i,g}(\beta) = 1$ iff $\mathcal{M,w,i,g}(\delta(t_1, \ldots, t_n)) = 1$.

d. If $\psi = \neg \phi$, then $\mathcal{M,w,i,g}(\psi) = 1$ iff $\mathcal{M,w,i,g}(\phi) = 0$. Similarly for the other connectives ($\vee$, $\wedge$, $\rightarrow$, $\leftrightarrow$).

e. If $\psi = \forall x \phi$, then $\mathcal{M,w,i,g}(\psi) = 1$ for all $u \in U$, $\mathcal{M,w,i,g}(\phi)[u/x] = 1$. Similarly for the existential quantifier.

f. If $\psi = \Box \phi$, then $\mathcal{M,w,i,g}(\psi) = 1$ iff for all $w' \in W$ and all $i' \in I$,

$$\mathcal{M,w,i,g}(\phi)[w'/x] = 1.$$ 

\[ g. \text{If } \psi = \Diamond \phi, \text{ then } \mathcal{M,w,i,g}(\psi) = 1 \text{ iff there exists at least one } w' \in W \text{ and one } i' \in I \text{ such that } \mathcal{M,w,i,g}(\phi)[w'/x] = 1. \]

h. If $\psi = P \phi$, then $\mathcal{M,w,i,g}(\psi) = 1$ iff there exists an $i' \in I$ such that $i' < i$ and $\mathcal{M,w,i,g}(\phi)[i'/x] = 1$.

i. If $\psi = F \phi$, then $\mathcal{M,w,i,g}(\psi) = 1$ iff there exists an $i' \in I$ such that $i < i'$ and $\mathcal{M,w,i,g}(\phi)[i'/x] = 1$.

Apart from the explicit relativization to worlds and times, the interpretation function is essentially the same as the one familiar from PC. Strictly, in IPC (as in PC) we have only up to three-place predicates, and thus clause (c) is too general. However, such excess generality might be desirable, for at some point we might want to introduce in IPC relations that take more arguments, without having to revise the interpretive procedure each time. The real novelty with respect to the comparison with PC comes from clauses (f) through (i), which assign an interpretation to the modal and temporal operators of IPC. Clause (f) can be regarded as a formalization of the Leibnizian idea that a sentence is necessarily true in a given circumstance iff it is true in every possible circumstance. According to (g), a sentence is possibly true iff there exists at least one possible circumstance in which it is true. So necessity is interpreted as universal quantification over circumstances (or world-time pairs), and possibility as existential quantification over circumstances. The interpretation of the temporal operators should also be fairly transparent. According to (h), a sentence of the form "It was the case that $\beta$" is true iff there is a moment that precedes the time of evaluation at which $\beta$ is true. For the present purposes we can assume that the time at which we evaluate a sentence is the time of utterance, although in the long run this assumption will have to be revised (see, for example, Kamp (1971)). So sentences are generally evaluated with respect to the actual world at the time of utterance (relative to a model). This approach tries to model (in a still very approximate way) the way tense seems to function in natural language. When we say, "Bond kissed Loren," we do not seem to refer explicitly to a particular time. As participants in a speech act, we have access to what the time of utterance is, and the past
morpheme in *kissed* signals that the event in question occurred before the time of utterance. Similarly, in IPC the past temporal operator does not explicitly refer to a particular past time but directs us to evaluate the sentence for times before the time of utterance. The future tense operator works the same way, but for times that follow the time of utterance.

The definitions of truth, validity, entailment, and equivalence are straightforward extensions of the familiar ones:

(12) a. A formula \( \psi \) is true in a model \( M \) with respect to a world \( w \) and a time \( i \) iff for any assignment \( g \), \( \llbracket \psi \rrbracket_{M, w, i, g} = 1 \).

b. A formula \( \psi \) is valid iff for any model \( M \), any world \( w \), and any time \( i \), \( \psi \) is true in \( M \) with respect to \( w \) and \( i \).

c. A formula \( \psi \) entails a formula \( \phi \) iff for any model \( M \), any world \( w \), any time \( i \), and any assignment \( g \), if \( \llbracket \psi \rrbracket_{M, w, i, g} = 1 \) then \( \llbracket \phi \rrbracket_{M, w, i, g} = 1 \).

d. Two formulas \( \psi \) and \( \phi \) are equivalent iff they entail each other.

We might familiarize ourselves more with an intensional semantics of this kind by providing a specific model and evaluating a few formulas in it. Even if we try to keep things as concise as possible, it rapidly becomes very long and tedious to specify completely a model for IPC. So we will compromise and explicitly assign an interpretation to just one one-place predicate \( P \), and two individual constants \( m \) and \( j \) of IPC. This will suffice for the purpose of illustration. The model \( M_4 \), a variant of a model in Dowty, Wall, and Peters (1981), p. 113, contains two worlds, \( w' \) and \( w'' \), and three instants \( i', i'' \), and \( i''' \) (ordered \( i' < i'' < i''' \)). The intensions of \( P \) and \( m \) are given in the form of matrices and should be self-explanatory.

(13) \( M_4 = <W_4, I_4, \triangleleft_4, U_4, V_4>_4 \), where

a. \( W_4 = \{w', w''\} \), \( I_4 = \{i', i'', i'''\} \), \( \triangleleft_4 = \{<i', i''>, <i', i''>, <i'', i''>' \}, \)

\( U_4 = \{a, b, c\} \)

b. \( V_4(j) \) is a constant function such that for any \( w \in W_4 \) and \( i \in I_4 \),

\( V_4(j)(<w, i>) = a \). Furthermore,

\[
V_4(m) = \begin{array}{ccc}
  & i' & i'' & i'''
\end{array}
\begin{array}{c}
w' \\
w''
\end{array}
\begin{array}{ccc}
a & a & c \\
b & b & a
\end{array}
\]

\[
V_4(P) = \begin{array}{ccc}
  & i' & i'' & i'''
\end{array}
\begin{array}{c}
w' \\
w''
\end{array}
\begin{array}{ccc}
\{a, b, c\} & \{a, b\} & \{c\} \\
\{b, c\} & \{a, b\} & \{a\}
\end{array}
\]
We also need to select an assignment to variables. Let us take the following:

\[
g_4 = \begin{bmatrix}
x & \to & a \\
y & \to & b \\
z & \to & b \\
\vdots
\end{bmatrix}
\]

Now we will consider a few examples. Let us evaluate \(\text{DP}(m)\) in \(M, w''\), \(i'\), with respect to \(g_4\). By (11f), \(\Box \text{DP}(m)\)|\(M, w'', i', g_4\) = 1 iff for all \(w \in W_4\) and \(i \in I_4\), \(\text{DP}(m)|M, w, i, g_4\) = 1. As there are six world-time pairs, we have to evaluate the formula in question six times.

- \([\text{DP}(m)]M, w'', i', g_4\) = 1 iff for all \(w \in W_4\) and \(i \in I_4\), \([\text{P}(m)]M, w, i, g_4\) = 1.
- By (llc), \([\text{P}(m)]M, w', i', g_4\) = 1 iff \([\text{m}]M, w', i', g_4\) \(\in\) \([\text{P}]M, w, i, g_4\), by (11a).
- By (llb), \([\text{m}]M, w', i', g_4\) = \(V_4(\text{m})(\langle w', i'\rangle)\) = \(\{a, b, c\}\). Since \(a \in \{a, b, c\}\), \([\text{P}(m)]M, w, i, g_4\) = 1.
- \([\text{P}(m)]M, w', i', g_4\) = 1 iff \(b \in \{a, b\}\), which is the case.
- \([\text{P}(m)]M, w', i', g_4\) = 1 iff \(c \in \{a\}\), which is the case.
- \([\text{P}(m)]M, w', i', g_4\) = 1 iff \(c \in \{c\}\), which is the case.
- \([\text{P}(m)]M, w', i', g_4\) = 1 iff \(a \in \{a\}\), which is the case.

From the results of these six evaluations we can conclude that \(\Box \text{DP}(m)|M, w'', i', g_4\) = 1.

Let us consider \(\Box \exists x \text{P}(x)\) in \(w'', i''\). \([\Box \exists x \text{P}(x)]M, w'', i'', g_4\) = 1 iff for every \(w \in W_4\) and \(i \in I_4\), \(\exists x \text{P}(x)|M, w, i, g_4\) = 1. Thus we have to compute the value of the latter formula six times, once for each world-time pair. We notice that in every world and at every time in \(M_4\) the extension of the predicate \(P\) is nonempty. Consequently, in any world \(w \in W_4\) and at any time \(i \in I_4\), we will be able to find some \(u \in U_4\) such that \([\text{P}(x)]M, w, i, g_4[u/x] = 1\). We conclude, therefore, that \(\Box \exists x \text{P}(x)|M, w'', i'', g_4\) = 1.

Let us consider \(\exists x \Box \text{P}(x)\) in \(w'', i''\). \(\exists x \Box \text{P}(x)|M, w'', i'', g_4\) = 1 iff for some \(u \in U_4\), \([\Box \text{P}(x)]M, w'', i'', g_4[u/x] = 1\). So we have to find some \(u \in U_4\) that necessarily has property \(P\). Let us assign \(a\) to \(x\) first. \(\Box \text{P}(x)|M, w'', i'', g_4[a/x] = 1\) iff for any world \(w \in W_4\) and any \(i \in I_4\), \(\text{P}(x)|M, w, i, g_4[a/x] = 1\). But we see that \([\text{P}(x)]M, w, i, g_4[a/x] = 0\), since \([x]M, w, i, g_4[a/x] = g_4[a/x](x) = a\), and \(a \notin [\text{P}]M, w, i, g_4[a/x] = \text{P}_4(\langle w, i'\rangle) = \{b, c\}\). If we assign \(b\) to \(x\) and evaluate \(\Box \text{P}(x)|M, w'', i'', g_4[b/x] = 1\), we also find that its value is 0, since \([\text{P}(x)]M, w'', i'', g_4[b/x] = \text{P}_4(\langle w, i'\rangle) = \{b, c\}\). Finally, if we assign \(c\) to \(x\) and evaluate \(\Box \text{P}(x)|M, w'', i'', g_4[c/x] = 0\), we see that it too is false, since \([\text{P}(x)]M, w'', i'', g_4[c/x] = 0\). Thus every individual lacks property \(P\) in some world or other; that is, none of them can be said to have property \(P\) in every world at every time. We thus conclude that \(\exists x \Box \text{P}(x)|M, w'', i'', g_4 = 0\).
Exercise 1  Evaluate the following sentences in $M_4$ in the worlds and at the times indicated:

(a) $(9c)$  $\langle w', i' \rangle, \langle w'', i'' \rangle, \langle w'', i'' \rangle$
(b) $(9d)$  $\langle w'', i'' \rangle, \langle w', i'' \rangle, \langle w'', i'' \rangle$
(c) $(9e)$  $\langle w'', i'' \rangle, \langle w', i'' \rangle$
(d) $(9f)$  $\langle w'', i''' \rangle, \langle w', i'' \rangle$
(e) $FP \rightarrow P(j)$  $\langle w'', i'' \rangle, \langle w'', i'' \rangle, \langle w'', i''' \rangle$
(f) $\neg F \rightarrow P(j)$  $\langle w', i' \rangle, \langle w'', i'' \rangle, \langle w', i''' \rangle$
(g) $\neg P \rightarrow P(j)$  $\langle w', i''' \rangle, \langle w'', i''' \rangle, \langle w'', i'' \rangle$
(h) $\Box FP(j)$  $\langle w'', i''' \rangle$
(i) $\Box \Box FP(j)$  $\langle w'', i''' \rangle$
(j) $\forall x \Box P(x)$  $\langle w'', i''' \rangle$
(k) $\forall x [P(x) \rightarrow FP(x)]$  $\langle w', i''' \rangle, \langle w'', i''' \rangle$
(l) $\Box \Box P(m)$  $\langle w', i'' \rangle$
(m) $\forall x [P(x) \rightarrow \Box [P(x) \lor PP(x)]]$  $\langle w', i''' \rangle, \langle w'', i''' \rangle$
(n) $\Diamond \Box \forall x [P(x) \rightarrow x = j]$  $\langle w'', i'' \rangle$
(o) $\exists x \Box [x = j]$  $\langle w'', i'' \rangle$
(p) $\exists x \Box [x = m]$  $\langle w', i'' \rangle$
(q) $\neg \Diamond \neg \forall x [P(x) \rightarrow PP(x)]$  $\langle w'', i'' \rangle, \langle w', i''' \rangle$

The semantics associated with IPC allows us to study the structural relationships that hold among various operators (thereby bringing into sharper focus the notions that such operators are designed to express).

The necessity and the possibility operators are related as in (14):

(14)  

\begin{align*}
& a. \Box \psi \leftrightarrow \neg \Diamond \neg \psi \quad \text{(cf. } \forall x P(x) \leftrightarrow \neg \exists x \neg P(x)) \\
& b. \Diamond \psi \leftrightarrow \neg \Box \neg \psi \quad \text{(cf. } \exists x P(x) \leftrightarrow \neg \forall x \neg P(x))
\end{align*}

It is easy to see that our semantics makes (14a, b) valid no matter how $\psi$ is instantiated. If $\psi$ is true in every world, then it is not the case that there exists a world where $\psi$ is false, and vice versa. Thus, the relation between $\Box$ and $\Diamond$ is directly parallel to the one between $\forall$ and $\exists$, as indicated by the formulas in parentheses in (14a, b). In technical terms, one is the dual of the other. It isn’t hard to see where this parallelism comes from: necessity and possibility are semantically interpreted in terms of universal and existential quantifications, respectively, over circumstances. Bringing out a nonobvious parallelism between quantifiers and modal notions (whether they are construed as adverbs, as in “Necessarily, John will be fired,” as auxiliary-like verbs, as in “John must leave,” or as sentential predicates, as in “For John to leave is impossible”) is one of the interesting features of the
present semantics, a feature that has several consequences. In particular, \( \Box \) will behave just like \( \forall \), and \( \Diamond \) like \( \exists \), with respect to \( \to, \land, \) and \( \lor \). For example, we know that \( \forall x [P(x) \to Q(x)] \) entails \( [\forall xP(x) \to \forall xQ(x)] \) but not vice versa. By the same token, \( \Box [\psi \to \phi] \) entails \( [\Box \psi \to \Box \phi] \) but not vice versa.

**Exercise 2** Convince yourself of the last claim. Show, furthermore, that (1a) entails (1b) and vice versa, and that (2b) entails (2a) but not vice versa.

1. (a) \( \Box [\psi \land \phi] \)
   
   (b) \( \Box \psi \land \Box \phi \)

2. (a) \( \Box [\psi \lor \phi] \)
   
   (b) \( \Box \psi \lor \Box \phi \)

What are the entailment relations that hold between the pairs in (3) through (5)?

3. (a) \( \Diamond [\psi \to \phi] \)
   
   (b) \( \Diamond \psi \to \Diamond \phi \)

4. (a) \( \Diamond [\psi \land \phi] \)
   
   (b) \( \Diamond \psi \land \Diamond \phi \)

5. (a) \( \Diamond [\psi \lor \phi] \)
   
   (b) \( \Diamond \psi \lor \Diamond \phi \)

Further interactions between modal operators and quantifiers can be observed by looking at the following formulas.

15. (a) \( \exists x \Box P(x) \)
   
   (b) \( \Box \exists x P(x) \)

16. (a) \( \exists x \Diamond P(x) \)
   
   (b) \( \Diamond \exists x P(x) \)

17. (a) \( \forall x \Box P(x) \)
   
   (b) \( \Box \forall x P(x) \)

18. (a) \( \forall x \Diamond P(x) \)
   
   (b) \( \Diamond \forall x P(x) \)

According to the semantics that we have given, (15a) entails (15b). For if something, say \( u \), has property \( P \) in every world, then \( \exists xP(x) \) will be true in every world (since assigning \( u \) to \( x \) will make \( P(x) \) true in every world). On the other hand, (15b) does not entail (15a). In fact, \( M_4 \) is a model that makes (15b) true and (15a) false. This corresponds to the fact that formulas of the form \( \forall x \exists y \psi \) are entailed by, but do not entail, \( \exists y \forall x \psi \). It should not
be hard to see that (16a) and (16b) entail one another (compare the validity of $\exists x \exists y \psi \leftrightarrow \exists y \exists x \psi$). Our semantics also makes (17a) and (17b) equivalent. This is perhaps less intuitively obvious. The key to understanding why (17a, b) come out equivalent is to notice that we quantify over the whole domain in every world, or what amounts to the same thing, that the things over which we quantify are drawn from the same set in every world. Thus if every $u \in U$ necessarily has property $P$, then in every world, every $u \in U$ will have property $P$. This corresponds to the validity of $\forall x \forall y \psi \leftrightarrow \forall y \forall x \psi$.

The formula $\Box \forall x P(x) \leftrightarrow \forall x \Box P(x)$, known in the literature as the Carnap-Barcan formula, can be invalidated by a semantics that assigns different domains of quantification to different worlds. Such a semantics would have to be more complex than the one we have got. Finally, it is easy to see that (18b) entails (18a) but not vice versa, for if there exists one world where every $u \in U$ is $P$, then every $u \in U$ is such that there exists a world where it is $P$, but not the other way around.

Another aspect of the semantics of IPC is that it does not validate inferring (19b) from (19a):

(19)  

\begin{enumerate}
    \item $\Box P(m)$
    \item $\exists x \Box P(x)$
\end{enumerate}

If $m$ is necessarily $P$, it does not follow that some $u$ in $U$ has property $P$ in every world, since the individual that $m$ picks out can be different in every world. In fact, $M_4$ (given in (13)) is a model where (19a) is true but (19b) false. The failure of the inference from (19a) to (19b) is symptomatic of intensional (or, as they are also called, opaque or oblique) contexts. Only if some constant $c$ refers to the same entity in every world will we be able to draw the inference in question. This can be expressed as follows:

(20)  

$[\exists x \Box [x = c] \rightarrow (\Box P(c) \rightarrow \exists x \Box P(x))]$

where $c$ is a metavariable ranging over individual constants of IPC. Kripke (1972) called expressions that satisfy condition (20) rigid designators and argued that proper names in natural language rigidly refer, which might explain our feeling of uneasiness with the claim that saying something like (19a) should not commit one to (19b). In model $M_4$ for IPC, $j$ is a rigid designator, but $m$ is not. An expression like Miss America is clearly not a rigid designator, and in fact while "In every world and at every time, Miss America is Miss America" is certainly true "Some person $u$ is such that she is Miss America in every world and at every time" is certainly false.

Another feature of our semantics is that it makes (21a) and (21b) equivalent.
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(21) a. □◊ψ
    b. ◊ψ

The inference from (21a) to (21b) is an instance of the general schema according to which if ψ is possible in all possible worlds, ψ must be possible in the particular world where it is evaluated. The other direction can be thought of as saying that if something can be seen as possible from the vantage point of the world where it is evaluated, or true in one of the worlds being considered, then it can be seen as possible from any world at all. Since our models for IPC offer only an unstructured set of possible worlds, any member of that set is seen as possible from any other. Every world is accessible from every other, and both directions of inference are valid. This is fine if we are talking about logical necessity and possibility, but certain other kinds of necessity and possibility (practical necessity and possibility, for example) seem to work somewhat differently. Kripke (1963) developed the idea that different semantic conceptions of necessity and possibility (different kinds of modality) can be elucidated by examining different constraints on the accessibility relation between worlds. The inference from (21b) to (21a) might fail, for example, if some possibility is accessible from one world (say, the world in which ψ is evaluated) but not from another. A number of different modal logics have this feature. The inference from (21a) to (21b) remains valid in normal modal systems where the accessibility relation is reflexive (each world is accessible from itself).

There are other ways to impose structure on the set of worlds in order to explore varieties of necessity and related notions. Analysis of conditionals such as those in (22) offers an example.

(22) a. If you drop that glass, it will break.
    b. If John had played, our team would have won.
    c. If the Americans destroyed their nuclear arsenal, the Russians would destroy theirs.

Clearly, the connection between antecedent and consequent in (22a–c) is much stronger than what the ordinary truth function → can capture. The consequent is somehow a necessary consequence of the antecedent under a certain set of implicit assumptions generally associated with conditionals. For example, in uttering something like (22a), we assume that the glass is not being dropped on soft material (that it is not dropped into a net); we further assume that no one is going to catch it before it reaches the floor, etc. Similar “everything else being equal” conditions appear to be associated with (22b) and (22c). This notion of normal background assumptions can be fleshed out using the idea that possible worlds may resemble one
another in various respects. We can try to formulate more adequate truth conditions for something like (22a) by saying that it would be true in a world \( w \) iff all the worlds where the antecedent is true and *that most closely resemble* \( w \) are such that the consequent is also true. Thus the notion of relevant background is analyzed in terms of a notion of similarity among worlds. This is one illustration of how the set of worlds might be structured more finely than what we have been assuming here. They can be more or less similar to one another. While there is no uniquely defined notion of similarity, there is a family of plausible conditions that such a notion should meet. This enables one to provide fairly articulate semantic analyses of conditionals that can be tested against the entailment patterns they give rise to (see, for example, Stalnaker (1968) or Lewis (1973)). Whatever its ultimate outcome, this approach has proven to be extremely fruitful.

Many of the above considerations can be easily applied to temporal operators. For example, it is fairly easy to check the equivalence of (23a) and (23b), which is parallel to the equivalence of (16a) and (16b).

\[
\begin{align*}
(23) \quad & \ a. \ \exists x F P(x) \\
& \ b. \ \mathcal{F} \exists x P(x)
\end{align*}
\]

Furthermore, we can define duals of \( F \) and \( P \) as shown in (24):

\[
\begin{align*}
(24) \quad & \ a. \ G \psi =_{df} \neg F \neg \psi \\
& \ b. \ H \psi =_{df} \neg P \neg \psi
\end{align*}
\]

On the basis of the semantics for the future tense operator, the newly defined operator \( G \) will mean something like *it will always be the case that* or *always in the future*, while \( H \) will mean something like *it has always been the case that*. The behavior of \( G \) and \( H \) is essentially parallel to that of \( \square \), as they amount to universal quantifiers restricted to future and past instants respectively.

The structure that we have assigned to time is extremely rudimentary. Many different questions can be raised in this connection. For example, is time adequately modeled as potentially discrete, which we have not ruled out here, or must it be treated as dense? That is, in doing semantics must we assume that given any two instants, we can always find an intermediate one? Again, is it semantically adequate to think of each world as having only one fully determinate future, or is it better to allow for several possible futures? And so on. By imposing further structure on the times in our model, we can explore which patterns of entailment will be validated for temporal notions. Conversely, finding one set of entailments rather than another will impose various constraints on the structure of time in our model. Many
interesting and difficult semantic puzzles are raised by the interaction of tense and aspect expressions that we can observe in English and other natural languages. For example, the past progressive and the simple past in English have a complex relation to one another. Sentence (25a) entails (25b), but (26a) does not entail (26b).

(25)  
  a. Joan was pushing a cart.  
  b. Joan pushed a cart.

(26)  
  a. Mary was crossing the street.  
  b. Mary crossed the street.

To see that we do not have an entailment relation in (26), consider that a truck might hit Mary while she's in the middle of the street. How are such facts to be explained? There exists a substantial and constantly growing body of work in the area of temporal semantics, which we cannot report on here.

The variety of intensional logics that have been and are currently being studied is vast, and applications proposed for such logics are both numerous and diverse. Within the limits of the present work it is impossible to discuss even just those that have been claimed to have linguistic applications. The application of an intensional semantics to English that we develop in what follows, though still extremely rudimentary, will illustrate what some of the issues involved are.

3 Some Intensional Constructions in English

3.1 Tense

If we try to apply our semantics for tense to English, we run into an immediate problem. Tense in IPC is a sentential operator. Its semantics instructs us to evaluate whole sentences at past or future times. Yet in natural languages it is quite common for temporal information to be encoded in bound morphemes attached to the verb, like the English past tense -ed (as in “Bond kissed Loren”). Now think about trying to formulate some systematic interpretive procedure for English. As we have seen, it must have the form of a recursive definition of some sort, with syntactic structures as inputs. Suppose we state the procedure bottom-up, starting from the leaves of syntactic trees, the way we did for $F_2$. If we have tensed verbs, we are going to hit the tense morpheme as soon as we hit the verb, as illustrated in the following example.
But we will not be able to use the corresponding semantic information at that point, for that information concerns the whole sentence. So we somehow have to store it while we interpret the rest of the sentence, pretend that we are dealing with a tenseless verb, and retrieve it once we have interpreted the whole sentence. It should be clear that defining our interpretive procedure top-down (that is, starting with the root of the tree) will not help: we simply run into the mirror image of the same problem. We want to employ temporal information at the S level, yet that information is just not there. We seem to have a mismatch between syntax and semantics.

There are a wide variety of lines that are being explored in this connection. Tense interacts in complicated ways with the auxiliary system, inflectional morphemes, and negation, and its treatment involves addressing questions that are central to the overall organization of the grammar. The fragment that we are going to present should be taken just for what it is: a pedagogical tool to illustrate some of the problems associated with the semantics of tense in natural languages.

We are going to assume that predicate phrases are generated by the rule in (28).

(28) Pred → INFL VP

We have borrowed the category INFL (from inflection) from recent GB syntax. In INFL, tense morphemes, negation, and perhaps auxiliaries are going to be generated, while at VP nodes we are going to find just untensed verb stems. Thus, for example, the structure of (29a) is going to be roughly the one in (29b), and (30b) is going to be the structure associated with (30a).

(29) a. John walked.

b.
(30) a. John didn't walk.
   
   b. 
   \[ S \]
   \[ NP \]
   \[ Pred \]
   \[ INFL \]
   \[ VP \]
   \[ John \]
   \[ NEG \]
   \[ PAST \]
   \[ 3rd \]
   \[ SNG \]
   \[ walk \]

More specifically, we assume that an INFL of an S contains (at least) three pieces of information concerning the S: whether S is in the negative or not, the tense of S, and the agreement features of the main verb in S. We further assume that structures like \[ \text{VP} \text{NEG} \text{PAST} \text{3rd SNG} \{v \text{walk}\} \] are going to be spelled out appropriately in the phonological component of the grammar (as didn't walk in this case). We ignore here all the substantive phonological and morphological questions raised by such a proposal, simply assuming that they can be successfully addressed.

To get the semantics to work, tense (and negation) must have sentential scope. We can achieve this using the same idea we adopted for quantifiers: assume that INFL is raised and attached to S at LF. We adopt the following rule of INFL raising, in which X indicates the rest of the sentence.

(31) \[ [s \text{NP INFL X}] \Rightarrow [s \text{INFL [s NP X]]} \]

For our purposes, it is immaterial whether INFL leaves behind traces, and for simplicity we will assume that it doesn't.

The rest of our new fragment, \(F_3\), is a totally straightforward variant of \(F_2\). In what follows we list all the PS rules and LF maps involved.

(32) a. \(S \rightarrow \text{NP Pred}\)

   b. \(S \rightarrow S \text{conj} S\)

   c. \(\text{VP} \rightarrow V_i \text{NP}\)

   d. \(\text{VP} \rightarrow V_i\)

   e. \(\text{VP} \rightarrow V_{dt} \text{NP PP[to]}\)

   f. \(\text{INFL} \rightarrow (\text{NEG}) \begin{cases} \text{PAST} \\ \text{PRES} \\ \text{FUT} \end{cases} \text{3rd SNG}\)

   g. \(\text{Pred} \rightarrow \text{INFL VP}\)

   h. \(\text{NP} \rightarrow \text{Det Nom}\)

   i. \(\text{PP[to]} \rightarrow \text{to NP}\)

   j. \(\text{Det} \rightarrow \text{the, a, every}\)

   k. \(\text{N} \rightarrow \text{Pavarotti, Loren, Bond, \ldots, } x_n[\text{PRO, FEM, \ldots}] \ldots\)
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1. Nom → book, fish, man, woman, ...

2. V_i → be boring, be hungry, walk, talk, ...

3. V_i → like, hate, kiss, ...

4. V_dt → give, show, ...

5. conj → and, or

6. NP → N

The rules for quantifier raising and INFL raising are given in (33) and (34).

(33) \[[s X NP Y] \Rightarrow [s NP_i [s X e_i Y]]\]
where NP = [Det Nom] and X, Y are the rest of the sentence.

(34) \[[s NP INFL X] \Rightarrow [s INFL [s NP X]]\]

In what follows we give a couple of examples of sentences of $F_3$ together with their S and LF structures.

(35) a. She walks

   b. S-structure

   $S$
   \[\begin{array}{c}
   NP \\
   N \\
   X_1[PRO, FEM, 3rd SNG, NOM]
   \end{array}\]

   $Pred$
   \[\begin{array}{c}
   INFL \\
   VP \\
   \end{array}\]

   $VP$
   \[\begin{array}{c}
   PRES \\
   3rd \\
   SNG \\
   \end{array}\]

   $V$
   \[\begin{array}{c}
   walk
   \end{array}\]

   c. LF

   $S$
   \[\begin{array}{c}
   INFL \\
   S \\
   NP \\
   N \\
   X_1[PRO, FEM, 3rd SNG, NOM]
   \end{array}\]

   $Pred$
   \[\begin{array}{c}
   VP \\
   V \\
   \end{array}\]

   $VP$
   \[\begin{array}{c}
   PRES \\
   3rd \\
   SNG \\
   \end{array}\]

   $V$
   \[\begin{array}{c}
   walk
   \end{array}\]
(36)  

a. Every man didn't walk.

b. S-structure

\[
\begin{align*}
S & \\
\text{NP} & \quad \text{Pred} \\
\text{Det} & \quad \text{Nom} & \quad \text{INFL} & \quad \text{VP} \\
\text{every} & \quad \text{man} & \quad \text{NEG} & \quad \text{PAST} & \quad 3rd & \quad \text{SNG} & \quad \text{walk} \\
\end{align*}
\]

c. LF 1

\[
\begin{align*}
S & \\
\text{NP}_2 & \quad \text{S} \\
\text{Det} & \quad \text{Nom} & \quad \text{INFL} & \quad \text{VP} \\
\text{every} & \quad \text{man} & \quad \text{NEG} & \quad \text{PAST} & \quad 3rd & \quad \text{SNG} & \quad \text{walk} \\
\end{align*}
\]

d. LF 2

\[
\begin{align*}
\text{INFL} & \\
\text{NEG} & \quad \text{PAST} & \quad 3rd & \quad \text{SNG} & \quad \text{NP}_2 & \quad \text{S} \\
\text{Det} & \quad \text{Nom} & \quad \text{NP} & \quad \text{Pred} \\
\text{every} & \quad \text{man} & \quad \text{VP} \\
\text{e}_2 & \quad \text{walk} \\
\end{align*}
\]

We now turn to providing a semantics for $F_3$. First of all, we will have to say what a model for $F_3$ looks like. As $F_3$ contains intensional constructions (namely tense), its models will have to be intensional. Strictly speaking, we need only instants and their ordering to interpret $F_3$ and could manage without possible worlds. However, no harm is going to result from introducing worlds now, and we will do so to make it easier to provide various extensions of $F_3$ in subsequent sections.
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(37) A model $M$ for $F_3$ is a tuple of the form $\langle W, I, <, U, V \rangle$, where the following conditions hold.

a. $W$ is a set of worlds.
b. $I$ is a set of instants ordered by $<$.c. $U$ is the domain of quantification.
d. $V$ is a function that assigns intensions to the constants of $F_3$. In particular, if $\beta$ is a proper name, then $V(\beta)$ is a constant function from $W \times I$ to $U$; if $\beta$ is a $V_i$ or a $Nom$, $V(\beta)$ is a function from $W \times I$ to sets of individuals (that is, to $\mathcal{P}(U)$); if $\beta$ is a $V_i$, $V(\beta)$ is a function from $W \times I$ to sets of ordered pairs of individuals (that is, to $\mathcal{P}(U \times U)$); if $\beta$ is a $V_dt$, $V(\beta)$ is a function from $W \times I$ to sets of ordered triples of individuals (that is, to $\mathcal{P}(U \times U \times U)$). If $\beta = NEG$, $V(\beta) = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}$ if $\beta = and$, $V(\beta) = \begin{bmatrix} \langle 1, 1 \rangle & 1 \\ \langle 1, 0 \rangle & 0 \\ \langle 0, 1 \rangle & 0 \\ \langle 0, 0 \rangle & 0 \end{bmatrix}$ and if $\beta = or$, $V(\beta)$ is the truth function associated with $or$.

The models for $F_3$ are trivial variants of those for IPC and consequently require little comment. One difference is that in (37) we interpret connectives ($and$, $or$, and the abstract NEG) in terms of truth functions rather than syncategorematically. We assume that these connectives have the same interpretation in every model. Furthermore, we follow Kripke (1972) in assuming that proper names are rigid designators, and require accordingly that proper names have constant functions as their intensions (functions that pick the same individual in every circumstance).

We now provide the recursive part of the semantics for $F_3$ relative to a model $M$, a world $w$, an instant $i$, and an assignment $g$ to traces and pronouns.

(38) a. If $A$ is lexical and $\beta$ is a trace or a pronoun, $\llbracket A \beta \rrbracket^M, w, i, g = g(\beta)$; otherwise, $\llbracket A \beta \rrbracket^M, w, i, g = V(\beta)(\langle w, i \rangle)$.
b. If $A$ and $B$ are any categories, $\llbracket A B \rrbracket^M, w, i, g = \llbracket B \rrbracket^M, w, i, g$, and $\llbracket A to B \rrbracket^M, w, i, g = \llbracket B \rrbracket^M, w, i, g$.
c. $\llbracket NP Pred \rrbracket^M, w, i, g = 1 \text{ iff } \llbracket NP \rrbracket^M, w, i, g \in \llbracket Pred \rrbracket^M, w, i, g$.
d. $\llbracket S_1 conj S_2 \rrbracket^M, w, i, g = V(\text{conj})(\langle \llbracket S_1 \rrbracket^M, w, i, g, \llbracket S_2 \rrbracket^M, w, i, g \rangle)$. 
e. \( [[V\ NP]]^{M,w,i,g} = \{ x : \langle x, [[\ NP]]^{M,w,i,g} \rangle \in [[V]]^{M,w,i,g} \} \).

f. \( [[V\ NP\ PP]]^{M,w,i,g} = \{ x : \langle x, [[\ NP]]^{M,w,i,g}, [[\ PP]]^{M,w,i,g} \rangle \in [[V]]^{M,w,i,g} \} \).

g. Structures of the form \([\ NP; S]\) 
\( [[[[\ every \ \beta];]\ S]]^{M,w,i,g} = 1 \) iff for all \( u \in U \), if \( u \in [[\beta]]^{M,w,i,g} \), then 
\( [S]^{M,w,i,g[u/t_i]} = 1 \), where \( t_i = e_i \) or \( t_i = x_i \).

\( [[[a \ \beta];]\ S]]^{M,w,i,g} = 1 \) iff for some \( u \in U \), \( u \in [[\beta]]^{M,w,i,g} \) and 
\( [S]^{M,w,i,g[u/t_i]} = 1 \).

\( [[[the \ \beta];]\ S]]^{M,w,i,g} = 1 \) iff for some \( u \in U \), \( [[\beta]]^{M,w,i,g} = \{ u \} \) and 
\( [S]^{M,w,i,g[u/t_i]} = 1 \).

h. Structures of the form \([[\ INFL (NEG) TNS AGR] S] \) where 
\( TNS = PRES, PAST, \) or \( FUT \) and \( AGR \) is an agreement feature 
\( [[[[\ INFL \ PRES AGR] S]]^{M,w,i,g} = [S]^{M,w,i,g} \).

\( [[[[\ INFL \ PAST AGR] S]]^{M,w,i,g} = 1 \) iff for some \( i' \in I \) such that 
\( i' < i \), \( [S]^{M,w,i',g} = 1 \).

\( [[[[\ INFL \ FUT AGR] S]]^{M,w,i,g} = 1 \) iff for some \( i' \in I \) such that 
\( i < i' \), \( [S]^{M,w,i',g} = 1 \).

\( [[[[\ INFL \ NEG \ TNS AGR] S]]^{M,w,i,g} = 
V(NEG)([[[[\ INFL \ TNS AGR] S]]^{M,w,i,g}) \).

The definitions of truth, validity, and entailment are straightforward.

(39) \( a. \) A sentence \( S \) is true in a model \( M \), in a world \( w \), and at a time \( i \) relative to one of its LFs \( \beta \) iff for every assignment \( g \), 
\( [[\beta]]^{M,w,i,g} = 1 \). It is false iff for every \( g \), 
\( [[\beta]]^{M,w,i,g} = 0 \).

\( b. \) A sentence \( S \) is valid relative to one of its LFs \( \beta \) iff for every model \( M \), every world \( w \), and every time \( i \), \( S \) is true in \( M \), in \( w \), and at \( i \) relative to \( \beta \).

\( c. \) A sentence \( S \) relative to LF \( \beta \) entails a sentence \( S' \) relative to LF \( \delta \) iff for every model \( M \), world \( w \), and time \( i \), whenever \( S \) is true in \( M \), in \( w \), and at \( i \) relative to \( \beta \), \( S' \) is also true in \( M \), \( w \), and \( i \) relative to \( \delta \).

If we look at (38), we see that the clauses \((a-h)\) are virtually identical to those we have for \( F_2 \), except that now the interpretation function is relativized to worlds and times as well. The real novelty is \((38h)\), which introduces the semantics for the (raised) tense morphemes. Such a semantics is modeled on the semantics for IPC. Notice that in \((38)\) no provision is made for interpreting structures of the form \([\ Pred \ INFL \ VP] \) where \( INFL \) fails to be raised. Thus, one will not be able to attach a semantic value to an \( S \) that fails to undergo \( INFL \) raising.

To illustrate the workings of the present semantics, we provide next a concrete example by partially specifying a model \( M_5 \) as follows:
(40) Let $M_5 = \langle \{w', w''\}, \{i', i'', i'''\}, \{\langle i', i''\rangle, \langle i'', i'''\rangle, \{a, b, c\}, V_5 \rangle$
where for every $w \in W_5$ and $i \in I_5$, $V_5(\langle w, i \rangle) = a,$ $V_5(\langle w, i \rangle) = b,$ and $V_5(\langle w, i \rangle) = c$. Furthermore, let

\[
\begin{align*}
V_5(\text{walk}) &= \begin{cases} 
  i' & i'' & i'''
\end{cases} \\
& w' \rightarrow \{a\} \quad \{c\} \quad \emptyset \\
& w'' \rightarrow \{a, c\} \quad \{a, b, c\} \quad \{b\}
\end{align*}
\]

We also assume that man and woman are interpreted in the natural way (that is, for every world-time pair $\langle w, i \rangle$, $V_5(\text{man})(\langle w, i \rangle) = \{a, b\}$ and $V_5(\text{woman})(\langle w, i \rangle) = \{c\}$). Finally, let $g_5$ be an assignment that maps every pronoun and trace $t_i$ to $c$.

Let us now evaluate example (36a) in $M_5$, $w'$, $i'''$ relative to LF (36c) repeated here for convenience as (41).

(41)

\[
\begin{array}{c}
\text{2 NP}_2 \\
\text{Det} & 4 \text{ Nom} \\
\text{every} & \text{man} \\
\text{NEG} & \text{PAST} & 3\text{rd} & \text{SNG} \\
\text{e}_2 & \text{walk} \\
\end{array}
\]

Intuitively, (41) says that for every man there is no instant in the past at which he walks. Now $[1]^{M_5, w', i'''}, g_5 = 1$ iff for every $u \in U_5$ such that $u \in [\text{man}]^{M_5, w', i'''}, g_5$, $[3]^{M_5, w', i''}, g_5[u/t_2] = 1$, by (38g). Since, by (38a), $[\text{man}]^{M_5, w', i''}, g_5 = \{a, b\}$, we have to evaluate $[3]^{M_5, w', i''}, g_5[a/t_2]$ and $[3]^{M_5, w', i''}, g_5[b/t_2]$. Let us try the former. By (38h), $[3]^{M_5, w', i''}, g_5[a/t_2] = V_5(\text{NEG}([\text{PAST}, 3\text{rd SNG} 6])^{M_5, w', i''}, g_5[a/t_2])$. Now $[\text{PAST}, 3\text{rd SNG} 6]^{M_5, w', i''}, g_5[a/t_2] = 1$ iff for some $i \in I_5$ such that $i < i''$, $[6]^{M_5, w', i, g_5[a/t_2]} = 1$. Let us try $i''$. We get that $[6]^{M_5, w', i'', g_5[a/t_2]} = 1$ iff $[7]^{M_5, w', i'', g_5[a/t_2]} \in [8]^{M_5, w', i'', g_5[a/t_2]}$. By (38a), $[7]^{M_5, w', i'', g_5[a/t_2]} = g_5[a/t_2](e_2) = a$. By (38b) and (38a), $[8]^{M_5, w', i'', g_5[a/t_2]} = V_5(\text{walk})(\langle w', i'' \rangle) = \{c\}$. Since $a \notin \{c\}$, $[6]^{M_5, w', i'', g_5[a/t_2]} = 0$. So we have shown that $[6]^{M_5, w', i'', g_5[a/t_2]}$ is false for one of the moments that precede $i'''$, namely $i''$. But to establish whether $[3]^{M_5, w', i''}, g_5[a/t_2]$ is false, we have to see what happens with the other moment preceding $i'''$, namely $i'$. By fully parallel reasoning, it is easy to see that $[6]^{M_5, w', i', g_5[a/t_2]} = 1$, since $a \in \{a\}$. Consequently, $[[\text{PAST} 3\text{rd} \begin{align*}
&\text{7 NP} & & & & \text{8 Pred} \\
&\text{9 VP} & & & & \text{10 V} \\
&\text{e}_2 & & & & \text{walk}
\end{align*}$
Exercise 3 Evaluate "Every man does not walk" with respect to both its LFs in \( \langle w', i' \rangle \) and \( \langle w'', i'' \rangle \).

Evaluate (36a) in \( M_5 \) relative to the LFs, worlds, and times indicated.

(a) (36c), \( w', i'' \)
(b) (36d), \( w', i'' \)
(c) (36c), \( w'', i''' \)
(d) (36d), \( w'', i'' \)

As should be clear, the present analysis assigns to sentences like "Every man doesn't walk" two distinct LFs, (42a) and (42b), which generate two nonequivalent readings, namely, those expressed by IPC formulas (42a') and (42b'), respectively:

\[
\begin{align*}
(42) & \quad a. \quad \[[\text{every man}], [\text{not } [t; \text{walk}]]] \\
& \quad a'. \quad \forall x[\text{man}(x) \rightarrow \neg \text{walk}(x)] \\
& \quad b. \quad [\text{not }[[\text{every man}]; [t; \text{walk}]]] \\
& \quad b'. \quad \neg \forall x[\text{man}(x) \rightarrow \text{walk}(x)]
\end{align*}
\]

These ambiguities remain with tense operators so that (36a), "Every man didn't walk," also gets two LFs, (43a) and (43b), with two noncquivalent readings, namely those expressed by IPC formulas (43a') and (43b').

\[
\begin{align*}
(43) & \quad a. \quad [[\text{every man}], [\text{not PAST } [t_i \text{ walk}]]] \\
& \quad a'. \quad \forall x[\text{man}(x) \rightarrow \neg \text{P walk}(x)] \\
& \quad b. \quad [\text{not } \text{PAST }[[\text{every man}]; [t_i \text{ walk}]]] \\
& \quad b'. \quad \neg \text{P} \forall x[\text{man}(x) \rightarrow \text{walk}(x)]
\end{align*}
\]

Informally, (43a') says of each man that he never walked, whereas (43b') says that at any past time, not every man walked (some man did not). We think that (43a) indeed has these two readings, which is a positive achievement of the grammar of \( F_3 \). (Look again at the evaluation of (41), where we evaluated (36a) relative to the LF in (43a).)

It is noteworthy, however, that our grammar does not generate readings corresponding to all the possible permutations of the IPC operators. There are two reasons. First, INFL moves as a unit, so we could not generate the reading expressed by \( \text{P} \forall x[\text{man}(x) \rightarrow \neg \text{walk}(x)] \), which corresponds to an LF of the form \( \text{PAST }[[\text{every man}]; [\text{not } [t_i \text{ walk}]]] \), nor that expressed by \( \neg \forall x[\text{man}(x) \rightarrow \text{P walk}(x)] \), which corresponds to an LF of the form \( [\text{not }[[\text{every man}]; \text{PAST }[t_i \text{ walk}]]] \). The first LF says that at some past time no man walked, whereas the second says that not every man ever
walked (that is, some man never walked). Whether either of these readings is available is something we will not try to settle here (though we are inclined to think that neither is).

The second reason that $F_3$ lacks some readings generated by IPC is that the elements in INFL are interpreted in a fixed order, with NEG always having wider scope than TNS. Note that if we raise INFL to map sentence (30a), “John didn’t walk,” to the LF, there is only one possible result, [not PAST [John walk]], whose interpretation is expressed by the LF formula $\neg P[\text{walk}(j)]$. This interpretation is the contradictory of what $F_3$ assigns to “John walked” as we want. The IPC formula $P \neg [\text{walk(John)}]$ is perfectly well-formed, but it does not express a reading of “John didn’t walk” generated by $F_3$, nor does it seem to be accessible as an interpretation of the English sentence. So far as we can tell, there do not appear to be ambiguities resulting from interaction of the negative and tense morphemes; if further investigation supports this claim, then our decision to treat the elements of INFL as fixed in order is empirically sound.

We are now also able to test further predictions that this general approach makes. For example, sentences like (44a) are predicted to be doubly ambiguous, just like (36a).

(44)  
\begin{align*}
  a. \text{Pavarotti doesn’t like every woman.} \\
  b. [\text{INFL} \, [[\text{every woman}], [\text{Pavarotti like } e_i]]] \\
  c. \neg \forall x[\text{woman}(x) \rightarrow \text{like(Pavarotti, x)}] \\
  d. [[\text{every woman}], [\text{INFL (Pavarotti like } e_i)]] \\
  e. \forall x[\text{woman}(x) \rightarrow \neg \text{like(Pavarotti, x)}]
\end{align*}

The movement analysis of scope developed so far leaves us free to construe the relative scope of INFL and every woman in either way. However, we find that (44e) as a reading for (44a) is extremely hard or impossible to get. If possible at all, it requires a special intonation with strong emphasis on the object. With such emphasis added, (44a) becomes equivalent to

(45) Every woman, Pavarotti doesn’t like.

Formula (44e) appears to be the preferred reading of (45), although (44c) is also possible.

This behavior contrasts with what happens with sentences like “Every man doesn’t walk,” where both readings in (42) are available without any special intonation. Such a phenomenon seems to be quite general; there appears to be an asymmetry between the scope possibilities of universally quantified subjects and those of universally quantified objects (and other complements) with respect to negation: a universally quantified NP can have scope over a negation that C-commands it at S-structure only in
special cases. Notice that other quantified NPs do not manifest this scope restriction:

(46) a. John doesn’t like two women.
    b. There are (at least) two women that John doesn’t like.
    c. It is not the case that there are at least two women that John likes.

Both (46b) and (46c) appear to be possible as readings of (46a) without resort to any special prosodic feature.

These considerations are a further illustration of some of the facts that an account of quantification in English has to deal with. In particular, such considerations illustrate the often noticed fact that possible scope construals are sensitive to surface structure, although the way in which they are sensitive to it is not obvious. Within the apparatus that we have developed so far, we lack an explanation for the observations that stem from (44) through (46), although we could, of course, stipulate the desired restrictions on the grammar of $F_3$.

The approach to tense developed here will have to be substantially elaborated as the variety of temporal and aspectual phenomena found in natural language is brought into sharper focus. Consider, for example, our treatment of the simple past in connection with (47), an example due to Partee (1973):

(47) John didn’t turn off the stove.

According to our semantics, (47) would be true at $\langle w, i \rangle$ iff it is not the case that there is a previous instant $i'$ such that “John turns off the stove” is true at $\langle w, i' \rangle$. But now imagine (47) being uttered by Mary as she drives to a friend’s house. Clearly, Mary is not saying that John has never turned off the stove; (47) seems to be about a specific point in the past (that Mary has in mind) at which he failed to turn it off. She is right even if he has sometimes turned it off but failed to do so this time: John can’t defend himself by pointing out that he turned it off last year. Suppose she calls home and finds out she was happily mistaken and utters (48).

(48) John turned off the stove [after all].

She is not saying simply that John turned off the stove at any old time in the past, as $F_3$ would predict, but at the specific point she had in mind. For both negative and affirmative sentences the $F_3$ account must apparently be modified.

Various solutions have been proposed in this connection. One family of solutions resorts to something like a reference time, a notion proposed originally by Hans Reichenbach (1947). Roughly put, the idea is that we not only evaluate sentences at a time $i$ (the time of evaluation); we also need
a reference time, which might be distinct from the time of evaluation. Thus in (47) the time of evaluation can be identified with the time of utterance, while the reference time has to be some specific time in the past. The truth conditions for (47) should then specify that (47) is true at a time $i$ (identified with the utterance time) with respect to a reference time $r$ iff $r$ precedes $i$ and "John does not turn off the stove" is true at $r$. This kind of approach turns out to be helpful also in compositionally specifying the way in which tense combines with other temporal expressions such as yesterday or last year.

All this is, of course, no more than a cursory look at some of the issues that come up in providing a semantics for tense and aspect. Temporal phenomena are very complex, and the body of semantic literature on them is constantly growing.

3.2 Modals

The modal concepts of necessity and possibility are expressed in a variety of forms in natural language. The following are some of the most commonly observed forms in English and are typical of many languages.

Modal auxiliaries (can, must, may, shall, should, will, would, might, could) appear to be the most straightforward way of expressing various forms of necessity and possibility in English.

Some tenses (like the present and the simple past in English) have a generic interpretation. One of the main functions of generic sentences appears to be that of expressing capability or possibility, as illustrated by the fact that the following (a) sentences can be paraphrased by the respective (b) sentences.

(49) a. John runs 50 miles without ever stopping.
    b. John can run 50 miles without ever stopping.

(50) a. This program parses complicated sentences.
    b. This program can parse complicated sentences.

We also use dispositional affixes on adjectives: approachable, solvable, soluble, conceivable, washable, fragile, forgetful, mortal, etc. Moreover, we also use sentential adverbs (possibly, necessarily, probably, etc.) and adjective phrases (be possible, be necessary, be able, etc.).

In what follows, we would like to show how the semantics developed so far can be applied to the study of modalities in English by developing a first-approximation treatment of can, might, and must. This should suffice for the purposes of illustration, as it seems warranted to assume that other ways of expressing modal notions give rise to fundamentally similar semantic questions.
In our current setup the most straightforward approach to the syntax of modal auxiliaries is to assume that they are generated in INFL. We thus revise the INFL-rewrite rule as follows:

\[(51) \quad a. \quad \text{INFL} \rightarrow \text{(NEG)} \begin{cases} \text{PAST} \\ \text{PRES} \\ \text{FUT} \\ \text{M} \end{cases} \text{3rd SNG} \]

\[(51) \quad b. \quad M \rightarrow \text{might, can, must} \]

Consequently, modals will be raised and attached to S by INFL raising at LF. For example, (52a) will have roughly the LF given in (52b).

\[(52) \quad a. \quad \text{Pavarotti can't sing.} \]

\[(52) \quad b. \quad [\text{NEG can} \quad \text{Pavarotti sing}] \]

This will enable us to treat modals as propositional operators, which is what their semantics, as we know it from IPC, requires.

When it comes to giving a semantics for \textit{can} and \textit{must}, however, an immediate application of the semantics for \textit{\Diamond} and \textit{\Box} will not do. For it would take (52a) as saying that there is no logically possible world where Pavarotti sings. But for any living individual \(u\), conceiving of a circumstance where \(u\) sings is not logically impossible; there will in general be a logically possible world where \(u\) sings. Sentence (52a) makes a different claim. The semantics for logical possibility does not get us the right truth conditions for (52a).

What claim can one be making by uttering (52a)? We might be denying that Pavarotti has a certain capability. In his mental endowment there is no program that produces the kind of behavior classifiable as singing. Singing is not consistent with the actual state of his mental endowment. Or perhaps it is his physical endowment—his throat musculature and the shape of his vocal tract—that is problematic. In the actual world (52a) taken in either of these senses is clearly false. (And we can use this blatant falsehood to conversationally implicate a variety of things.)

Another possibility is that Pavarotti has a sore throat. He is capable of singing, but in general sore throats affect the performance of vocal cords. While this condition persists, Pavarotti cannot sing.

Many other scenarios are conceivable. What emerges from such possible scenarios is that the proper evaluation of sentences like (52a) requires a background of some kind. In the case at hand, a natural background is constituted by a set of relevant facts (such as evidence as to the existence of a certain mental program or Pavarotti's state of health). How can we characterize the relevant set of facts? In general by means of propositions
that describe them. Under the current view, propositions are sets of worlds. Consequently, we can represent a set of facts as a set of sets of worlds.

So modals are context dependent. They require, in Kratzer's phrase, a conversational background: some assumptions in view of which the sentence is considered. Formally, a conversational background can be viewed as a set whose members are sets of worlds (that is, propositions).

The kind of background that seems to go well with the example in (52a) is constituted by certain relevant facts or actual circumstances. This use of modals is often called a "root" or "circumstantial" use and contrasts with "epistemic" uses, to be discussed shortly. Certain modal expressions (adjectives like fragile or soluble) are compatible just with circumstantial backgrounds; that is, they can only express root modalities. Can, might, and must are instead compatible with a wide variety of conversational backgrounds.

Consider, for example,

(53) Pavarotti might be the author of this letter.

Mary received an anonymous letter, some kind of practical joke. Pavarotti is a friend of hers. He knows her address and the relevant circumstances of her life. His being the author of the letter is consistent with all she knows. This is what she means by uttering (53).

In uttering (53) under the circumstances just described, Mary was relying on what she knows and is interested in what can turn out to be the case, given what she knows. The relevant conversational background can be called an epistemic one. Suppose that one gathers further evidence about the deed in question. For example, we discover that the characters in the letter display an idiosyncrasy that, around here, is to be found only on a typewriter that only Pavarotti has access to. We could then truthfully utter

(54) Pavarotti must be the author of this letter.

It follows from what we know that he is the author. All the circumstances compatible with our knowledge have Pavarotti as the author of the letter. What is known can, of course, also be thought of as a set of propositions, the set of propositions that are known in the relevant situation. A set of propositions characterizes a set of worlds: those where all the propositions in the set are true. Sentence (54) can be understood as saying that in all such worlds Pavarotti is the author of the letter.

Further kinds of conversational backgrounds are possible.

(55) I must give my seat to that senior citizen.

It is generally held that senior citizens have priority for seats in public
places. This is for us a standard of politeness and a stereotype of kindness. In view of this ideal (that is, in all the worlds where it is realized), I stand up. Necessity or possibility involving such backgrounds is sometimes called “deontic.” Even (52a) can be so interpreted if, for example, Pavarotti’s mother has forbidden him to sing and we hold to an ideal of obedience to one’s mother. His singing would be inconsistent with that ideal and is thus not possible if he is to adhere to the standards set.

Let us consider a further example of deontic uses of modals. If Pavarotti’s mother decides to grant him permission to sing, she must make his singing consistent with the ideal. She can do that simply by saying that the ideal is now one with which his singing is consistent: “Luciano, you can sing.” Because a deontic conversational background can be changed by a person with appropriate authority (Pavarotti’s mother), deontic modals can be used performatively, as we noted in chapter 4. Pavarotti’s mother makes it true that he can sing (on a deontic interpretation) just by saying that he can and thereby changing the relevant conversational background.

Thus, the interpretation of modals depends on the contextual specification of background information: what the relevant facts are, what is known, what is polite, what the authorities permit, what someone’s goals are, etc. Each of these backgrounds can be represented as a set of propositions, which in turn determines a set of worlds, those in which all of the propositions are true. It is this set of worlds and not the set of all logically possible ones that we take as our modal base, as the logical space with respect to which the modal is evaluated. The semantics of modal expressions will thus specify (i) what kinds of backgrounds a modal admits (can, might, and must are pretty unrestricted in this regard) and (ii) what modal relation is associated with it. The modal relation associated with can and might is possibility; they express consistency with the given modal base. The modal relation associated with must is necessity; must says that something is a logical consequence of a given model base.

This will become clearer if we provide a more concrete example by implementing these ideas in $F_3$. To do so, we must find a way of expressing the context dependency of modalities. Our treatment of context so far is extremely rudimentary. The only kind of context-dependent items that we have in $F_3$ are pronouns (whose complex behavior is far from receiving a full treatment). We represent their dependency on context by assigning to them a value in terms of an assignment function $g$. In the same spirit we need to relativize our interpretation to an assignment of conversational backgrounds. For this purpose we can use $g$ itself. We can extend the function $g$ so that it not only maps pronouns to individuals but also maps
circumstances \( \langle w, i \rangle \) to sets of propositions: the conversational background relevant to that circumstance. So, for example, suppose that the propositions in the common ground at \( \langle w, i \rangle \) are \( p_1, \ldots, p_n \). We express this by saying that \( g(\langle w, i \rangle) = \{p_1, \ldots, p_n\} \). The set of propositions \( \{p_1, \ldots, p_n\} \) determines the set of circumstances \( \{\langle w', i' \rangle : \text{for every } p \in \{p_1, \ldots, p_n\}, \langle w', i' \rangle \in p \} \). This set is the modal base at \( \langle w, i \rangle \), and we will use \( \bigcap \{p_1, \ldots, p_n\} \) (or \( \bigcap g(\langle w, i \rangle) \)) to refer to it. In general, if \( A \) is a set of sets, \( \bigcap A \) will be the set of objects that belong to all the sets in \( A \) (that is, \( \{u : \forall X [X \in A \rightarrow u \in X]\} \)). In the example just given, the set of propositions in the common ground was assumed to be finite. But there might well be common grounds that contain an infinite number of propositions.

In terms of these notions we can now provide an explicit semantics for the modals we are considering. We will treat \textit{can} and \textit{might} alike, even though this is certainly not right. But at present we don’t have the tools to attempt a more refined analysis of their differences.

(56) a. \([\text{must } S]^{M, w, i, g} = 1 \text{ iff } \bigcap g(\langle w, i \rangle) \subseteq \{\langle w', i' \rangle : [S]^{M, w', i', g} = 1\}\]

b. \([\text{can } S]^{M, w, i, g} = [\text{might } S]^{M, w, i, g} = 1 \text{ iff } \bigcap g(\langle w, i \rangle) \cap \{\langle w', i' \rangle : [S]^{M, w', i', g} = 1\} \neq \emptyset\).

Intuitively, a sentence whose LF is of the form \([\text{must } S]\) is true at \( \langle w, i \rangle \) relative to a background \( g(\langle w, i \rangle) \) iff the proposition that \( S \) expresses follows from (or is entailed by) the propositions in \( g(\langle w, i \rangle) \). In the possible worlds analysis of entailment this means that we have to intersect all the propositions in \( g(\langle w, i \rangle) \) with one another and check whether the set of worlds so obtained is a subset of the set of worlds in which \( S \) is true. Similarly, a sentence whose LF is of the form \([\text{can } S]\) is true in \( \langle w, i \rangle \) relative to background \( g(\langle w, i \rangle) \) iff the proposition that \( S \) expresses is consistent with the propositions in the background taken jointly. This means that if we intersect all the propositions in the background and intersect what we obtain with the set of worlds at which \( S \) is true, the result must be nonempty: there must be one or more worlds at which \( S \) and the propositions in the background are jointly true.

Now consider example (53) again. Before gathering evidence concerning Pavarotti's typewriter, it was consistent with what we knew then that Pavarotti is the author of the anonymous letter Mary got. That is, in some of the circumstances compatible with what we knew, Pavarotti is the author of the letter; in others he isn't. Later we find out new facts concerning the typewriter with which the letter was written: it was a typewriter that only Pavarotti had access to. At this point the relevant conversational background shifts to a new one, and in all the worlds compatible with it
Pavarotti is the one who writes the letter: no one else could have done it. This makes (54) true. This is how the analysis proceeds.

It is worth noting that the logical modalities associated with □ and ◊ can be seen as just a special case where the conversational background is empty (and thus the modal base includes all possible worlds). And we do find our modal auxiliaries expressing these modalities.

(57) No number can be divided by zero.

If Joan smokes and drinks, then she must smoke.

There are many ways in which the present line of analysis should and could be extended and improved. Perhaps it is worth discussing, at least informally, what some of the problems and directions of inquiry are. Let us go back to the example of the anonymous letter. Suppose that instead of finding conclusive evidence against Pavarotti, we find merely strong reasons for suspecting him. For example, he is one of the few people acquainted with the relevant circumstances of Mary’s life. And with regard to those few, the kind of practical joke played on Mary fits perfectly with only his kind of humor. In such a situation one might truthfully say

(58) It is probable that Pavarotti wrote this letter.

If, on the other hand, the evidence points strongly to another suspect without excluding Pavarotti, one might say

(59) There is a slight chance that Pavarotti wrote the letter.

The apparatus developed so far is insufficient to analyze the kind of modal locutions in (58) and (59). What (58) and (59) seem to call for is a way of ranking the relevant possibilities. Some of them are more likely to occur than others. The criteria that we use to rank the relevant situations can vary from context to context. In the case at hand we have a modal base determined by what we know about the circumstances in which the letter was written. But beyond that, we also have ideas about what normally is the case. What normally is the case can also be regarded as a conversational background, a stereotypical one. It describes worlds where only what is normal happens: a total bore, as Kratzer puts it. A stereotypical conversational background will also be a set of propositions. So we have a first conversational background that determines the relevant set of worlds and a second conversational background that provides us with standards that we can use to rank or impose an ordering on the relevant set of worlds. Intuitively, we can say that a world w in the modal base will be closer to our standards of normality than a world w' iff w makes true more propositions in the stereotypical background than w'.
Having defined how the relevant worlds are ranked, we are now able to state explicit truth conditions for (58) and (59) along the following lines:

(60) Sentence (58) is true in \( <w,i> \) iff Pavarotti is the author of the letter in all the relevant situations (those compatible with what we know) that come closest to our standards of normality.

Sentence (59) is true at \( <w,i> \) iff Pavarotti is the author of the letter in a situation that is relevant (or compatible with what we know) but not close enough to the standards of normality.

The analysis in (60) constitutes just an informal approximation to an analysis of the locutions in (58) and (59). Using the machinery of possible world semantics, one can give a fully explicit content to (60), but we will not try to do this here.

We should point out that the idea illustrated in (60) can be used to analyze many other modal locutions. For example, we can give for (61a) the truth conditions in (61b).

(61) a. It can well be that \( \beta \).

b. Sentence (61a) is true in \( <w,i> \) iff it is not the case that \( \neg \beta \) is probable.

Statement (61b) analyzes can well be as the dual of is probable (just like \( \Diamond \) is the dual of \( \Box \)). This makes certain predictions as to what entailment patterns one should expect. For example, it predicts that (62a) and (62b) should be compatible (by analogy with the compatibility of \( \Diamond \beta \) and \( \Diamond \neg \beta \)). That is, there should be at least one circumstance in which both (62a) and (62b) are true.

(62) a. It can well be that \( \beta \).

b. It can well be that not \( \beta \).

It further predicts that (62a) should follow from (63) and that (62b) and (63) should be incompatible, which also seems to be the case.

(63) It is probable that \( \beta \).

To sum up, we can say that in general the analysis sketched here claims that modal locutions are understood relative to two contextually specified conversational backgrounds. One determines a modal base: the range of possibilities to be considered. The other acts as an ordering source: it ranks the modal base according to certain standards. Possible world semantics allows one to make this analysis fairly precise and to incorporate it in a compositional semantics for a wide variety of modal locutions (which we have just begun to do here). When tested against the entailment patterns that those locutions enter into, this analysis appears to be fairly successful.
We think that an analysis along these lines is at least a good start. But beyond its specific results we are interested in the general point that it illustrates. Our understanding of the modal system of English crucially involves the ability to engage in various forms of modal reasoning. The theory that we have presented provides us with an empirically testable model of what the relevant cognitive capacities are based on.

**Exercise 4** Consider the following sentence:

(1) Every person can read.

Sentence (1) is assigned two logical forms by the grammar of modalities developed above. Specify them. In prose form, give a clear paraphrase of what truth conditions these logical forms are associated with, in a way that makes it clear whether they are equivalent or not.

Consider the following sentences:

(2) a. The president must vote.
   b. Reagan is the president. (That is,  
      \( \exists x [\text{president}(x) \land \forall y [\text{president}(y) \leftrightarrow x = y] \land x = \text{Reagan}] \))
   c. Reagan must vote.

Assume that (2b) is interpreted as indicated and that (2a–c) are uttered in the same context. For (2a) and (2b) jointly to entail (2c) what LF must be assigned to (2a)? Why?

Next consider the following sentences:

(3) a. Reagan must vote.
   b. Reagan can vote.

In the context-dependent theory of modalities developed above, under what conditions would (3a) entail (3b)?

### 3.3 Complementation

#### 3.3.1 Sentence embedding

The possible world analysis of intensional notions that we have been exploring here is sufficiently articulated and rich to permit a compositional treatment of various forms of embedding. Embedded clausal constructions (for example, *that* clauses) are naturally analyzed as propositions. On this view, verbs taking *that* clauses turn out to express properties of (or relations of individuals to) sets of worlds. Perhaps the best way to grasp what this amounts to is to introduce *that* clauses in our fragment \( F_3 \).

We add the following syntactic rules to those already given for \( F_3 \).

(64) a. \( \overline{S} \rightarrow \text{that } S \)
b. $VP \rightarrow V_s \bar{S}$

c. $V_s \rightarrow \text{believe, know, regret, ...}$

(The overbar indicates that the expression is nominalized.)

We must now make sure that verbs like believe are going to be interpreted as relations of the right semantic type. This can be done by imposing a condition to that effect on the interpretation function $V$ associated with the models of $F_3$.

(65) If $\beta \in V_s$, $V(\beta)$ is going to be a function from $W \times I$ such that for any $\langle w, i \rangle \in W \times I$, $V(\beta)(\langle w, i \rangle) \subseteq U \times \mathcal{P}(W \times I)$

What (65) says is that the intensions of believe, know, etc., are going to be functions from worlds and times into two-place relations. The first member of any such relation will be an individual in $U$, the second member will be a member of $\mathcal{P}(W \times I)$, a set of worlds. This doesn’t tell us much concerning the specific lexical content of each such relation. It merely establishes its semantic category.

The only other items that we need at this point are the following.

(66) a. $[[\text{s that } S]]^{M, w, i, g} = \{ \langle w', i' \rangle : [S]^{M, w', i', g} = 1 \}$

b. $[[V_s \bar{S}]]^{M, w, i, g} = \{ u : \langle u, [\bar{S}]^{M, w, i, g} \rangle \in [V_s]^{M, w, i, g} \}$

So “that S” is going to be associated with the set of circumstances where $S$ is true. Consider the following example:

(67) a. Loren believes that Pavarotti must be hungry.

b. 

```
NP  S
  |   Pred
  |    INFL
  |     VP
  |      PRES 3rd SNG V_s \bar{S}
  |       S
  |        NP Pred
  |          INFL VP
  |            N M 3rd SNG V
```

In (67b) we have the S-structure associated with (67a) in $F_3$, and in (67c)
we have the IF structure of (67a) minus irrelevant details. It is not hard
to see what truth conditions are associated by the semantic rules of \( F_3 \)
with (67a) relative to its LF (67c). Let \( p = \text{[that} [S \text{ must} \text{[Pavarotti be hungry]]}]^M, w, i, g. \) By (66a) and the semantics for \textit{must} given in (56a), \( p = \{\langle w', i' \rangle : \bigcap g(\langle w', i' \rangle) \subseteq \{\langle w^*, i'' \rangle : [[S \text{ Pavarotti be hungry}]]^M, w^*, i'', g\}\}. \) Then, \( [[(67c)]]^M, w, i, g = 1 \) if \( \langle\text{Loren}, p\rangle \in V(\text{believe})(\langle w, i \rangle)\).

This analysis interacts with our treatment of quantifier scope in an
interesting way. Consider the following example.

(68) a. Bond believes that a student in that class is a spy.
   b. [[a student in that class], \text{[Bond believes that} \text{[S e i is a spy]]}]
   c. \text{[Bond believes that} \text{[S [a student in that class], [e i is a spy]]}]

Sentence (68a) contains two possible sites to which the indefinite NP \textit{a student in that class} can be raised. This yields the two LFs schematically
given in (68b) and (68c). The truth conditions associated with (68b) and
(68c) by the semantics for \( F_3 \) are clearly distinct. Perhaps the easiest way
to see this is to see how (68b) and (68c) are represented in IPC. To this end
let us introduce in IPC an operator that plays a role similar to \textit{that} in
English. We will follow Montague (1973) and use \( ^\wedge \) for such an operator.
We also introduce relations like \textit{believe} in IPC. This is done as follows:

(69) a. If \( \psi \) is a well-formed formula, \( ^\wedge \psi \) is a propositional term.
   b. \( [[^\wedge \psi]]^M, w, i, g = \{\langle w', i' \rangle : [[\psi]]^M, w', i', g = 1\} \)
   c. Relations like \textit{believe} in IPC combine syntactically with a
      singular term and a propositional term to yield a formula.
      Semantically, for any model \( M \), world \( w \), time \( i \), and
      interpretation function \( V \), \( V(\text{believe})(\langle w, i \rangle) \) is a set of ordered
      pairs whose first member is an individual (a member of \( W \times U \)) and
      whose second member is a proposition (a subset of \( W \times I \)).

With the help of these additions we can express (68b) as (70a) and (68c)
as (70b), where \( S \) stands for \textit{student in my class} and \( B \) for Bond.

(70) a. \( \exists x[S(x) \land \text{[believe}(B, ^\wedge [\text{spy}(x)])]] \)
   b. \( \text{believe}(B, ^\wedge [\exists x[S(x) \land \text{spy}(x)]]) \)

If (70a) is the case, then there exists a particular student, say Bill, such that
Bond believes of him that he is a spy. If, on the other hand, (70b) is the case,
then the set of worlds that Bond believes himself to be in is one where some
student or other is a spy. Bond has no belief as to which student is a spy.
The proposition that Bond believes in the first case is one directly related to
(or about) Bill. The proposition that Bond believes in the second case is
not about any particular individual. In traditional terms, (70a) expresses a
\textit{de re} belief (a belief about a particular individual), and (70b) a \textit{de dicto} belief
(a belief about what is said, the propositional content of a sentence). A little care is required in using this terminology. Both (70a) and (70b) are relations of Bond to propositions. However, (70a) expresses Bond's belief in what Russell called a "singular" proposition (a proposition about a particular individual), while (70b) does not.

Sentences like (68a) do seem intuitively to be ambiguous between the two readings represented by (70a) and (70b). Moreover, we are led to expect a similar ambiguity to arise in connection with any other quantified NP. This too appears to be borne out. Thus, for example, $F_3$ associates the two LFs (71b, c) with (71a).

(71)  

(a) Bond believes that the author of this letter is a spy.

  b. [[the author of this letter], Bond believes that $e_i$ is a spy]]

  c. [Bond believes that [[the author of this letter], $e_i$ is a spy]]]

According to (71b) there exists a particular individual, say Bill, and Bond believes of Bill that he is a spy. Bond need not know or believe that Bill wrote this letter. That is simply a way for the utterer of the report in (71a) to identify Bill for her audience. On the other hand, according to the reading represented by (71c), Bond believes that the actual world is in a set of worlds where someone wrote this letter, and he further believes that that someone is a spy. His belief is a belief about whoever turns out to have written the letter in question.

The same point can be made in connection with the universal quantifier:

(72) Bond believes that every student in that class is a spy.

On the de dicto construal, Bond's belief concerns all the students in that class, whoever they turn out to be. On the de re construal, (72) is about the specific individuals that in fact are students in that class. Suppose that they are Bill, Sue, and John. Then (72) would be construed as saying that Bond believes of Bill, Sue, and John that they are spies.

Exercise 5 Assume that the following sentences were uttered in the associated contexts. Decide whether in that context they have a de re or a de dicto reading, and write the appropriate formula.

(1) Mary believes that a professor was caught shoplifting.

  Context Mary is in the main office. The secretaries are all talking together, and she overhears the sentence "The police have caught a professor who was walking out of Tops with five tomatoes and no receipt."

(2) John suspects that one of the Swiss athletes took steroids.

  Context John is a janitor at the 1988 Olympic Games. He goes into
a changing room to clean it. On the floor he finds a vial. It says “steroids” on it and has instructions written in German, French, and Italian; it is manufactured in Geneva.

(3) Susan thinks that a Republican will be elected.

Context Susan lives in Southeast Asia. She doesn’t know much about American politics. In particular, she doesn’t know that there are two main parties, the Republican and the Democratic. She is, however, interested in the presidential election and has read that the candidate who is leading is George Bush; she thinks he will win.

(4) John believes that the manager of Tops is a millionaire.

Context Bill is the manager of Tops, and he lives next door to John. He owns several expensive cars, his wife has many fur coats, the children go to expensive boarding schools, etc. John has no idea what Bill does for a living but he thinks that he is a millionaire.

This treatment makes further claims as to how quantification and embedding interact in yielding valid reasoning patterns. Consider the following:

(73)  a. Bond believes that the author of this letter is a spy.
       b. Bill is the author of this letter.
       c. Bond believes that Bill is a spy.

The semantics for $F_3$ predicts that we can infer (73c) from (73a, b) only under the de re construal of the definite description in (73a).

These considerations are not, of course, restricted to believe. They apply in general to all S-taking verbs, as the reader can easily check. The interesting aspect of the present approach is that there is an ambiguity in the interpretation of NPs that surfaces in a particularly evident manner in embedded sentences. In traditional linguistic terms, such an ambiguity has sometimes been related to a not very well spelled out notion of specificity. On the present approach such an ambiguity falls out of an independently needed mechanism, namely, the one that assigns scope to NPs. And the notion of scope comes with an explicit semantics and is thus better understood than such notions as specificity.

We should point out that NP scope assignment out of embedded clauses is not as free as this discussion might suggest. Contrast, for example, (74a) with (74b), both of which are from May (1977):

(74)  a. Some politician will address every rally in John’s district.
       b. Some politician thinks that he will address every rally in John’s district.
In (74a) the universally quantified NP *every rally* can be assigned either wide or narrow scope with respect to the existentially quantified NP *some politician*. So both (75a) and (75b) are possible readings for (74a), if we disregard irrelevant details.

(75)  
\begin{itemize}
  \item a. $\exists x[\text{politician}(x) \land \forall y[\text{rally}(y) \rightarrow \text{address}(x, y)]]$
  \item b. $\forall y[\text{rally}(y) \rightarrow \exists x[\text{politician}(x) \land \text{address}(x, y)]]$
\end{itemize}

Things are more complicated for (74b). It seems intuitively impossible to assign widest scope to the universally quantified NP in (74b). That is, (74b) seems to lack the truth conditions associated with (76).

(76) $\forall y[\text{rally}(y) \rightarrow \exists x[\text{politician}(x) \land \text{think}(x, \neg \text{address}(x, y))]]$

However, the meaning of the NP *every rally in John's district* does seem to exhibit a *de dicto/de re* contrast. In our terms, this means that both (77a) and (77b) are possible readings for (74b).

(77)  
\begin{itemize}
  \item a. $\exists x[\text{politician}(x) \land \forall y[\text{rally}(y) \rightarrow \text{think}(x, \neg \text{address}(x, y))]]$
  \item b. $\exists x[\text{politician}(x) \land \text{think}(x, \neg \forall y[\text{rally}(y) \rightarrow \text{address}(x, y)])]$
\end{itemize}

By uttering (74b) in its *de dicto* sense, namely (77b), one is claiming that a politician thinks that he will talk at every rally, however the rallies turn out. Such a politician's thoughts are not claimed to be about any specific rally event. By uttering (74b) in its *de re* sense, the one represented by (77a), there have to be specific rally events (say a, b, and c, each with a specific spatiotemporal location) such that a politician believes that he will speak at all of them (at a, b, and c). These two types of situations are clearly different, and both can be easily described by using (74b). Thus if the scope treatment of *de dicto/de re* contrasts is adequate, then (74b) must indeed have both readings in (77).

The pattern of readings in (75) through (77) is rather puzzling. Why is the reading in (76) impossible? One could impose a restriction on QR that rules the relevant LF structure out. Such a restriction is likely to be complicated, however, for it has to disallow (76) while allowing for (77a). Moreover, rather than stating a brute force constraint, one would like to find some good reason for why precisely this configuration of facts arises. This puzzle is interesting because the pattern of data in question is rather general. It appears to be quite hard to find sentences with embeddings where a universal quantifier in a lower sentence can have scope over an existential quantifier C-commanding it (at S-structure) from a higher clause. Although several interesting ideas have been developed in this connection, we know of no solution that accounts for restrictions such as the one in (76) while at the same time incorporating a principled treatment of *de dicto/de re* contrasts.
Exercise 6  We have argued that sentence (1) below has two readings.

(1) John believes that a Russian student cheated.

Give the two logical forms, say (a) and (b), associated with (1) and describe informally but precisely two states of affairs, say (A) and (B), such that (a) is true in (A) and (b) false in it, and (b) is true in (B) and (a) false in it.

Give the logical forms associated with sentence (2) below and describe informally but precisely their respective truth conditions.

(2) John thought that Mary claimed that someone stole her purse.

To sum up, these considerations purport to illustrate how the possible world analysis of propositions supports an elegant compositional semantics for sentence embedding. Such an analysis interacts with other components of truth-conditional semantics (such as the treatment of quantification) to yield an interesting but not problem-free account of various forms of NP interpretations that are possible in embedded Ss.

The present approach to the semantics of embedded Ss also faces the most serious outstanding problem that besets the whole possible world approach: the problem of logical omniscience. But before turning to it, let us discuss briefly other forms of embedding.

3.3.2 Infinitives and gerunds  Another very widespread form of embedding is represented by infinitives and gerunds (IGs), illustrated in (78).

(78)  a. John tried playing tennis.
   b. John tried to play tennis.
   c. John signaled to the man standing at the corner to cross the road fast.
   d. John recommended crossing the road fast to the man standing at the corner.

These constructions have been the focus of much research within the generative tradition, at least since Rosenbaum (1967). In what follows, we would like to present briefly some questions raised by their semantics.

On the surface, IGs lack an overt subject but are undoubtedly understood as if they had one. In (78a, b) it is John’s playing tennis that we are talking about. In (78c, d) John is concerned with the man at the corner crossing the road (and not with himself crossing the road). The problem of the interpretation of the missing subject is known as the problem of control (which NP in the matrix S controls the IG).

There are various approaches that one can take on this issue. For example, one could assume that IGs are clauses syntactically. The subject
of this kind of clause happens to have no phonological realization, and its meaning and function is that of a pronominal element of some sort. The syntactic structure of IGs, on this first view, is illustrated by the example in (79).

(79)  a. [s PRO to play tennis]
     b. [s PRO playing tennis]

Then the problem of control becomes the problem of what governs the distribution and interpretation of the null pronominal element PRO. The semantics for IGs is then the same as the semantics of embedded clauses in general. This approach is dominant within the GB framework.

A second approach might go as follows. One could maintain that IGs are not clauses but VPs of some kind. The interpretation of these VPs, however, requires that a subject be provided for them. Such a subject could be thought of as something like a variable that would then be bound by the controlling NP or whose value would otherwise be contextually determined. On this view, the syntax and semantics of IGs could be represented roughly as in (80).

(80)  a. [vP to run]
     b. run(x)

There is a third line that one might take. Whatever the syntactic structure of IGs might turn out to be (whether they be clausal or VP-like), one could maintain that IGs are semantically associated with properties rather than with propositions. Consequently, verbs that take IGs would be semantically analyzed as properties of properties or relations of individuals to properties. In uttering something like (78a, b) we would be saying that John stands in the try relation with the property of playing tennis. What about control, then? Well expressions carry entailments, as we know. Thus, for example, to say (81a) is thereby to commit oneself to the truth of (81b).

(81)  a. John kissed Mary.
     b. John touched Mary with his lips.

If we know the truth conditions associated with (81a), we surely know that (81a) entails (81b). By the same token, one can say that if we know the truth conditions associated with (82a), we surely know that (82a) must entail (82b).

(82)  a. John tried to play tennis.
     b. John tried to bring about his playing tennis.

Our intuitions about missing subjects of IGs might be supported just by entailments of this sort. It is not necessary to make the semantics of IGs propositional to make sense of our understanding of their meaning. To
stand in a *try* relation with a property is to try to have or instantiate that property; to stand in the *like* relation with a property is to like to have or instantiate that property, and so on. Let us call this view the predicative approach to IGs.\(^5\)

It is clear that choosing among these various alternatives is not going to be easy. Still, let us pursue the predicative view here and consider some of its consequences. For concreteness we will couple the predicative view with a syntactic analysis of IGs that treats them as VPs of some kind. It should be borne in mind, however, that the view that IGs are properties semantically is by no means logically tied to the view that IGs are VP-like syntactically. It is perfectly consistent with the view that their syntactic structure is as in (79a, b).

With this in mind we extend \(F_3\) with the following set of rules (for simplicity we treat only gerunds).

\[(83)\]
\[
a. \overline{VP} \rightarrow \text{ING } VP
\]
\[
b. \text{VP} \rightarrow \text{Vg } \overline{VP}
\]
\[
c. \text{Vg} \rightarrow \text{try, hate, like, ...}
\]

As usual, we assume that a \(\overline{VP}\) of the form \([\overline{VP} \text{ ING } VP]\) (for example, \([\overline{VP} \text{ ING } [\text{kiss Pavarotti]}]\)) is spelled out in the right way in the phonology (kissing Pavarotti). The semantic counterpart of (83) is as follows:

\[(84)\]
\[
a. \text{If } \beta \in \text{Vg, for any } w \text{ and any } i, V(\beta)(\langle w, i \rangle) \subseteq U \times K, \text{ where } K = \mathcal{P}(U)^{W \times I} (K \text{ is the set of properties, the set that contains all the functions from } W \times I \text{ to } \mathcal{P}(U). \text{ Thus verbs of category Vg are going to be interpreted as sets of ordered pairs whose first member is an individual and whose second member is a property).}
\]
\[
b. [\text{ING } \text{VP}]_{M,w,i,g} = r, \text{ where for any } \langle w', i' \rangle, r(\langle w', i' \rangle) = [\text{VP}]_{M,w',i',g}.
\]

The formulation in (84a) states that the interpretation function \(V\) must assign to *try* type verbs relations of the right semantic category (relations between individuals and properties). Formula (84b) associates with gerunds a function from circumstances to sets of individuals (the formal functions in terms of which properties are analyzed). Such a function at each world-time \(\langle w, i \rangle\) gives the set of individuals that satisfy the relevant VP in \(\langle w, i \rangle\).

**Exercise 7**  
Give the S-structure, LF, and truth conditions for the sentences below according to the grammar of \(F_3\).

(a) Bond tried kissing Loren.

(b) Every fish hates being hungry.
The present analysis has an interesting consequence. Consider the argument in (85).

(85) a. Pavarotti liked Rome.
    b. Loren liked the thing that Pavarotti liked.
    c. Loren liked Rome.

It is clear that (85c) follows from (85a, b). It should also be fairly uncontroversial that, on some fairly plausible assumptions, the semantics that we have developed so far accounts for the validity of (85). The nominal phrase \textit{thing that Pavarotti liked} is going to have as its extension the set of those things that Pavarotti liked. In fact, in \textit{thing that Pavarotti liked} we have a head, namely \textit{thing}, modified by a relative clause. When we look at the semantics for relative clauses in chapter 7, we will see how such a semantics would assign, in a compositional way, precisely this extension to the nominal in question. As a consequence of this and in view of our analysis of the determiner \textit{the}, we must take (85b) to say in the context at hand that there is a unique thing that Pavarotti liked and Loren liked that same thing. Thus the truth-conditional import of (85a–c) can be represented, disregarding tense, as in (86a–c), respectively.

(86) a. like(P, R)
    b. $\exists x[\text{thing that Pavarotti likes}(x) \land \forall y[\text{thing that Pavarotti likes}(y) \leftrightarrow y = x] \land \text{like}(L, x)]$
    c. like(L, R)

It is straightforward to check that (86a, b) jointly entail (86c).

Consider now the argument in (87).

(87) a. Pavarotti tried playing tennis.
    b. Loren tried the thing that Pavarotti tried.
    c. Loren tried playing tennis.

Uncontroversially, (87c) follows from (87a, b). This is exactly what the predicative view of gerunds adopted above predicts. In order to represent in IPC the truth conditions associated with (87a–c), let us assume that if $\beta$ is a predicate of IPC, then $^\wedge \beta$ is an expression that denotes the property associated with $\beta$. As applied to predicates $^\wedge$ is what corresponds in IPC to gerund formation. In other words,

(88) $[^\wedge \beta]^M, w, i, g = r$

where for every $<w', i'>$, $r(<w', i'>) = [\beta]^M, w', i', g$. Let us use $Q$ and $Z$ as variables ranging over properties. Finally, just as we did in the case of (85b), we assume that the extension of \textit{thing that Pavarotti tried} is the set of things that Pavarotti tries. Such an extension is exactly what the treat-
ment of relative clauses needed for (85b) will compositionally associate with
the nominal in question. Again, in giving the readings for (87a–c) we ignore,
for simplicity only, the effects of tense. We are now able to represent the
argument in (87) as follows:
(89) a. try(P, ^play tennis)
    b. \exists Q [\text{thing that Pavarotti tries (Q) \land } \forall Z [\text{thing that Pavarotti}
           \text{tries (Z) \leftrightarrow Z = Q} \land \text{try}(L, Q)]
    c. try(L, ^play tennis)

It is easy to see that (89a, b) entail (89c).

What is interesting to observe in this connection is that a propositional
analysis of the semantics of IGs would not make the same prediction.
According to that view, something like (87a) would be analyzed as a
relation between Pavarotti and a proposition (or state of affairs). Such a
proposition would have to be about Pavarotti: what (87a) says on such an
analysis is that Pavarotti tries to bring about a situation where he plays
tennis. This means that, everything else being equal, the truth conditions
of the sentences in (87) will be as in (90), where q and r are variables over
propositions.
(90) a. try(P, ^play tennis (P))
    b. \exists q [\text{thing that Pavarotti tries (q) \land } \forall r [\text{thing that Pavarotti tries}
           \text{(r) \rightarrow r = q} \land \text{try}(L, q)]
    c. try(L, ^play tennis (P))

Clearly, (90a, b) entail (90c). Thus a propositional view of IGs predicts that
it follows from (87a, b) that Loren tries to bring about a situation where
Pavarotti plays tennis. But this clashes head-on with our intuitions. So not
only is the propositional theory not obviously capable of explaining our
judgments about (87); on the face of it, it also seems to predict an unattested
pattern of validity judgments.

It is not immediately obvious how one could rescue the propositional
view. Perhaps one could try to argue that \textit{thing that Pavarotti tries} is
interpreted differently from ordinary relative clauses (like \textit{thing that}
Pavarotti ate). This amounts to the claim that relativization of the comple-
ments of verbs like try is somehow special. It is, of course, difficult to assess
the consequences of this move in the absence of a general treatment of
relative clauses (including their semantics). But it can be remarked that all
other circumstances being equal, a uniform treatment of relative clauses is
to be preferred to one that treats different cases of relativization differently.
The predicative view of IGs allows for such a uniform treatment; it is not
clear whether the propositional view also does.
It should perhaps be noted that the preceding argument can be constructed in a wide variety of forms. For example, one can also construct it by using the universal quantifier or free relatives (relative clauses that lack a head noun). This is illustrated in (91) and (92) respectively.

(91)  
  a. John tried playing tennis.  
     b. Mary tried everything that John tried.  
     c. Mary tried playing tennis.  

(92)  
  a. John promised Mary to marry her.  
     b. Bill promised Mary whatever John promised her.  
     c. Bill promised Mary to marry her.  

The predicative view predicts the validity of (91) and (92) in a way that is fully parallel to the account it provides for (87). And (91) and (92) create problems for the propositional view closely related to the problem that (87) poses for it.

We are not so much interested here in defending the predicative view of IGs over the propositional one (even though we do feel that the above argument favors the former). Rather, we are interested in showing how very sharp judgments of semantic relatedness can be brought to bear in arguing for or against semantic hypotheses. Some questions that one raises in semantics appear prima facie to be closer to metaphysics than to linguistics. They are questions like, What individuals should we put in our domain? Should properties be regarded as a particular sort of individual? Should we interpret IGs as properties or propositions? What our discussion shows is that this appearance might be misleading; such questions can turn out to have an unexpectedly rich empirical content. The kind of answer to them that one chooses can have widespread effects on other aspects of grammar (in the case at hand, on the treatment of relative clauses).

4 Problems with Belief Sentences

The analysis of propositions that we have presented is problematic in more than one way. In this section we will review one of the main problems and point out strategies that are being explored to solve it.

Imagine the following situation. Mary is at a party where several kinds of dishes and drinks are being served. She notices, however, that everyone at the party either doesn’t eat (they only drink) or eats only chicken. She thus forms a certain belief, which might be reported in a number of ways. For example, one might report Mary’s belief as follows.
(93)  

a. Mary believes that not everyone at the party ate and those who did ate only chicken.

b. Mary believes that no one at the party ate anything other than chicken and some ate nothing.

The reason we can choose these two different ways of describing Mary’s belief is that the embedded sentences in (93a) and (93b) have the same truth conditions; they are true in the same worlds. There are still other ways in which we might characterize Mary’s attitude. For example, we might say that she believes that some people at the party didn’t eat and those who did ate only chicken. And so on. In fact, it seems that while some sentences might turn out to be more felicitous than others, just about any sentence with the same truth conditions as the embedded clauses in (93) will do.

This state of affairs fits nicely with the possible world characterization of belief. According to such a characterization, to have a belief is to be related in a certain way to a set of worlds. Consequently, if $a$ believes that $\psi$, and $\phi$ is true in the same worlds as $\psi$ ($\psi$ and $\phi$ entail each other), then $a$ also believes that $\phi$. This means that we are free to describe the relevant set of worlds by means of the sentence that we think most appropriate to the communicative purposes at hand. For cases like those illustrated in (93), this consequence seems to be a welcome one.

In fact, the possible world analysis of belief has further interesting consequences. We have said that to believe a proposition $\psi$ is to take the actual world $w^*$ as in the logical space picked out by $\psi$, as one of the worlds in which $\psi$ is true. Now suppose $\psi$ entails $\phi$. Then every $\psi$ world is a $\phi$ world: $\psi \subseteq \phi$. So when $\psi$ entails $\phi$, taking $w^*$ as a $\psi$ world is automatically to take it as a $\phi$ world. Thus it would seem that if $a$ believes $\psi$ and $\psi$ entails $\phi$, then $a$ must believe $\phi$. And indeed we do want to say that if Mary has the specific belief we reported in (93), then she also has many other beliefs entailed by that belief, for example, those reported in (94).

(94)  

a. Mary believes that not everyone at the party ate.

b. Mary believes that only chicken was eaten at the party.

But there are more problematic cases. Consider (95).

(95)  

a. Only chicken was eaten at the party.

b. No tofu or veal was eaten at the party.

c. Only chicken and no tofu or veal was eaten at the party.

Sentence (95a) entails (95b) and, furthermore, is equivalent to (95c). The relation between (95a) and (95b) is diagrammed in figure 5.2. Conjunction corresponds semantically to set intersection, so the worlds in which (95c) is true will be $A \cap B$, but since $A \subseteq B$, $A \cap B = A$. 
But in coming to believe (95a) (as reported in (94b)), Mary might have entirely failed to consider the possibility that the stuff she saw some partygoers putting in their mouths that looked like chicken might in fact be tofu or veal. So although she does not believe that anyone at the party ate tofu or veal, it is not clear that she has the belief expressed by (95b). Even worse, it is not clear that Mary has the belief expressed by (95c), yet we have seen that (95c) is logically equivalent to (95a): (95a) and (95c) pick out the same set of worlds, and an agent who believes one should believe the other if belief is indeed simply a relation to a set of worlds.

The problems multiply when we turn to attitudes toward mathematical statements. Any true mathematical statement is necessarily true, that is, true in every possible world; every false mathematical statement is necessarily false, true in no world. There is just one necessarily true proposition (the set of all possible worlds) and one necessarily false proposition (the null set). Thus on the possible world account of propositions all true mathematical statements express the same proposition, so to believe (or know or consider) any one of the statements in (96) should be to believe (or know or consider) them all, a highly counterintuitive result.

(96)  

a. Two plus two equals four.  
b. $19 \times 241 = 4579$.  
c. There are infinitely many prime numbers.

The basic difficulty is that the possible world account of propositions cannot discriminate among logically equivalent or content-synonymous propositions. Yet we often fail to notice that two statements are logically equivalent, or we are quite ignorant of their equivalence. Possible world semantics, however, seems to imply a logical omniscience that humans notably lack.

The problem of logical omniscience arises in connection with any $S$-taking verb. There is no definite solution to it at present. There are, however, many interesting proposals that often raise far-reaching foundational issues for semantics and cognitive science. The intricacy of the
question is such that we certainly cannot do justice to it here. But we want to give the reader some idea of the various strategies being pursued.

In the following discussion one should keep in mind what our perspective is. We are concerned with the semantic characterization of that clauses. Such a characterization has to support a semantics of S-taking verbs. The problem of logical omniscience seems to center around the fact that the notion of the semantic content of an S that the possible world approach characterizes is not fine-grained enough. We saw that propositions (on the possible world analysis) do share some of the structural properties of sentences. In particular, propositions and sentences share a Boolean structure (propositions can be negated, conjoined, disjoined, etc., just like sentences). But perhaps this is not enough: more of the structural properties of sentences might be relevant in characterizing the notion of sentence content. Most of the strategies being explored grant this point in some form or other.

4.1 Representationalist strategies

One strategy involves maintaining that belief and other attitudes involve in some crucial way representations of some sort. A radical way of pursuing this possibility is by bringing in sentence structure in a rather direct fashion. One might try to claim that belief and other attitudes involve dispositions to assent, dissent, or otherwise use sentences in deliberating and planning. So belief becomes a relation of agents to public linguistic structures.

To see what this involves, it might be useful to sketch some simpleminded version of such an idea. Suppose we say that “x believes that S” should be analyzed as “x is disposed to assent to ‘S’,” where S stands for a sentence (or perhaps its P marker). A problem that immediately arises, then, is the problem of translation. Consider the following:

(97) a. John believes that it is raining.
b. John crede che sta piovendo.

Sentence (97b) is the Italian translation of (97a). Since the translation is accurate, it follows that (97a) is true iff (97b) is true. Yet, on the simpleminded quotational approach we have outlined, this is not predicted to happen, for (97a) is analyzed as John is disposed to assent to “It is raining,” and (97b) as John is disposed to assent to “Sta piovendo.” But “It is raining” and “Sta piovendo” are different sentences, and consequently one might be disposed to assent to the former but not to the latter. So the present view has as a consequence that (97a) might not have the same truth conditions as (97b), which is wrong.
One way out of this problem involves relativizing our characterization of belief to the notion of accurate translation. A first approximation might go as follows:

(98) The sentence "x believes that S" is true in a language $L$ iff there exist a language $L'$ and a sentence $S'$ of $L'$ such that $S$ is an accurate translation of $S'$ and $x$ is disposed to assent to $S$.

While this would solve the problem connected with (97), it does so by introducing the ill-understood notion of accurate translation. In particular, it seems very hard to characterize such a notion in a way that does not resort to what $S$ and $S'$ mean. But if we had an adequate characterization of what $S$ and $S'$ mean, then the nature of the problematic attitudes could probably be understood directly in terms of such a notion.

A second way out might be to say that belief is a relation involving syntactic objects but not sentences of some public language. Rather, the belief relation could be analyzed as a relation involving representations in some mental code, a "language of thought." If such a mental code is universal, then the version of the translation problem outlined above would not arise. The universality of such a code might be justified on, among other things, linguistic grounds: such a code could be taken to be directly related to a putatively universal level of linguistic structure such as LF.

One thing to note in this connection is that the structure of a linguistically motivated level of representation might turn out to be unsuited for an analysis of belief sentences. For example, LFs might be limited in some ways (certain LFs might be well-formed in one language and not in another). If belief is, say, a disposition to manipulate LF structures in deliberating, it is hard to see how one would not run into some version of the translation problem. Moreover, LF as currently conceived does not provide us with a characterization of the content of lexical items. Yet it would seem that a semantics for belief sentences should account for the semantic contribution of lexical items. Thus, linguistically motivated levels of representation as we understand them at this point seem to lack the characteristics that such a language of thought should have.

Two additional issues have been pointed out as problematic for attempts to analyze belief (and other attitudes) as relations involving crucially and solely syntactic structures or representations of some kind. 9

The first has to do with the fact that our beliefs very often appear to be about things independently of how they are represented (mentally or otherwise). Take, for example, (99).

(99) a. John believes that this person is a genius.
    b. There is someone that John believes is a genius.
An illocutionary agent who utters (99a) imputes to John a belief that involves someone regardless of how such a person is represented. This is shown, for example, by the fact that such an illocutionary agent will be committed also to the truth of (99b). If belief were just a relation of individuals to representations, it is unclear how this aboutness of belief (and other attitudes) as manifested in such inference patterns as those in (99) would be accommodated.

An example from Partee (1979) that illustrates a similar point is the following:

(100) Smith believes that that door is locked, but she doesn't believe that that door is locked.

If the two demonstratives in (100) are interpreted as referring to different doors, then (100) attributes to Smith a noncontradictory belief. Yet there is only one sentence that we use to characterize what Smith might be related to, namely, “That door is locked.” And it is not clear how to manufacture two different representations out of it without directly resorting to the contextually specified objects that form the demonstrata.

The second issue has to do with the fact that creatures that have limited capacities for representation might nevertheless have beliefs. My canary might believe that it rains or that someone will feed him. It is not so straightforward to conceive of canaries as standing in interesting relations to mental representations. For example, it is difficult to imagine my canary’s dispositions to use mental representations in deliberating. It is even harder to imagine representations of the semantic contents of that clauses that could support a plausible analysis for sentences like “My canary believes that it will be fed”.

The above problems all appear to be linked to the fact that while representations may well be a fundamental determinant of beliefs and other attitudes, a characterization of the meaning of that clauses that supports a plausible semantics for attitude reports appears to be hard to obtain without bringing into the picture in some systematic form the content of such representations. One way of doing this is along the following lines adapted from the discussion in Stalnaker (1984), pp. 27 ff.

(101) “x believes that S” is true iff x believe* ρ(S) and ρ(S) means that p.

Here ρ(S) is some specified representation of S (perhaps something like its LF), believe* is a relation to representations (perhaps retrieving and using them in specified ways determined by the type of attitude), and means is to be analyzed in terms of one’s theory of meaning. In our case, “ρ(S) means p” would be analyzed in terms of the truth conditions (or set of circumstances) associated with ρ(S).
On the analysis just sketched, the problems that we have been discussing will not automatically disappear. But we are tackling them with better hope of success. In particular, an approach along these lines is clearly well equipped for dealing with logical omniscience. Two sentences can have the same truth conditions and yet be mapped onto very different representations. Our dispositions toward truth-conditionally equivalent representations might well vary. At the same time the relation of representations to their content enters in a crucial way in the characterization of attitudes and anchors such attitudes into the world. Puzzles surrounding *de re* beliefs can thus be dealt with in terms of the standard quantificational machinery of logic. Interesting proposals along these lines have been developed.\textsuperscript{10}

4.2 Fine-grained meanings
Another important family of approaches tackles the problem of logical omniscience by seeking a more finely structured characterization of the notion of sentence content. One can try to introduce such notions as those of propositions, events, or situations as primitives and provide axioms (or algebraic conditions) to characterize their logical behavior where needed. There are many proposals that fall within this family, broadly construed. Let us consider briefly one that goes back to Carnap (1947).\textsuperscript{11}

Take a sentence like the following:

(102) John runs.

Let \(j\) be John and \(R\) be the property of running, where the latter is construed as a function from individuals to sets of worlds (that is, for any individual \(u\), \(R(u)\) is the set of worlds where \(u\) runs). We could associate with (102) the following structure:

(103) \[ \bigwedge \]\( j \) \( R \)

Now take sentence (104), and let \(-\) be set-theoretic complementation restricted to the set \(W\) of possible worlds.

(104) John doesn’t run.

We can then associate with (104) the following structure:

(105) \[ \bigwedge \]\( -\) \( j \) \( R \)
We can play the same game for other connectives and quantifiers. For example, where \( \cap \) is set-theoretic intersection (restricted to \( W \)), we can associate with (106a) the structure in (106b):

(106)  
\[
a. \text{John runs, and Mary doesn't run.} \\
b. \cap \\
\text{j} \quad R \\
\quad \quad - \\
\text{m} \quad R
\]

The objects that we are associating with sentences can be thought of as trees isomorphic to syntactic trees but whose terminals are objects rather than words. So we have “structured meanings,” as Cresswell (1985) puts it. The structure comes from some relevant level of syntax, but the entities being structured are the meanings themselves (in the case at hand, the properties and individuals).

These structured objects are arguably candidates for a characterization of the notion of sentence content. For one thing, they can be compositionally specified. Moreover, the truth conditions of a proposition can systematically be recovered from them. For example, we can say that (105) is true in world \( w \) iff \( w \in -R(j) \) (that is, \( w \) is in the complement of the set of worlds \( R(j) \)). Since structured meanings are so systematically linked to truth conditions, characterizing their logical behavior (and hence the logical behavior of the sentences they are associated with) can be done following known paths.

In addition, structured meanings are extremely fine-grained, and thus, treating S-taking verbs as relations to structured meanings will not get us into the problem of logical omniscience. For example, (107a) is a different structure from (107b), even if in classical logic the double negation of a formula \( \psi \) is equivalent to \( \psi \) itself.

(107)  
\[
a. \neg \neg \\
b. c. \quad - \\
R \quad j \\
\text{R} \quad j
\]

Thus we can stand in the belief relation with one of these objects, say (107a), without standing in the belief relation with, say, (107b).
Finally, if belief and other attitudes are relations to structured meanings, then they obviously are relations involving not just representations but actual objects. Thus the de re character of attitudes (and the pattern of entailments in which it is manifested) can be accommodated in a principled way.

Our rudimentary and unsophisticated discussion of these difficult topics doesn’t show very much. Our main purpose is to give the reader some indication of the reasons why we are moderately optimistic on the outcome of research in this area. The problems involved in developing an account along the lines we have sketched are difficult. Nonetheless, serious attempts to spell out interesting characterizations of the notion of sentence content have been made.

Before concluding, we should point out what we think is an important aspect of the problems surrounding mental attitudes and the semantics of attitude reports, an aspect emphasized especially in Stalnaker (1984). There seems to be a notion of belief that the possible world approach, in spite of its limitations, captures in an arguably optimal way. This is the notion of belief as a disposition to act (as opposed to belief as a disposition to represent reality in a certain way). When we engage in action, we are confronted with ranges of possible outcomes. Our actions are guided by our attitudes for or against some such outcomes. Such actions are causally conditioned by the range of possibilities we can discriminate for certain purposes. From this perspective what appears to be crucial is that we discriminate between alternative states of affairs, not between alternative representations. Example (93) made this point. A further illustration can be constructed along the following lines. Consider the following:

(108)  
  a. Pavarotti/my cat believes that some humans are friendly to him.  
  b. Pavarotti/my cat believes that not every human is unfriendly to him.

One plausible way of interpreting (108a) is as saying that Pavarotti (or my cat) is disposed to bring about his desires as if a certain condition obtained. The way we characterize such a condition (whether, for example, we characterize it as in (108a) or as in (108b)) is immaterial. The important thing is Pavarotti’s capacity to distinguish between friendly humans and unfriendly humans. Any logically equivalent way of characterizing this distinction will serve the purpose. In this specific sense, his belief is closed under logical equivalence. From the point of view of how beliefs (and other attitudes) play a role in action, the form one uses for characterizing a set of possible outcomes is not crucial. Two agents may have the
same attitude toward a given set of possible circumstances even if such a set is individuated by them by totally different means, up to logical equivalence.

This sense of what it is to have an attitude toward something and the notion of sentence content that goes with it appear to be adequately characterized by possible world semantics. It would seem on the face of things that any attempt to solve the problems that such an approach leaves open (such as the logical omniscience problem) should maintain in some form such a notion of sentence content.

In conclusion, there are some positive features as well as some serious problems in our current characterization of sentence meaning and in the way sentence meaning interacts with the semantics of attitude reports. Many exciting avenues of research are being pursued in this connection, and we have been barely able to give the reader a taste of some of the issues involved.

**Exercise 8** Consider the following sentence:

(1) John will meet a student of Sally's.

This sentence is doubly ambiguous. Give the two logical forms associated with (1) (call them $A$ and $B$). Then, regarding student of Sally's as an unanalyzed N, construct a model such that for some $(w, i)$, (1) is true in $(w, i)$ on reading $A$ and false in $(w, i)$ on reading $B$ and for some $(w', i')$, (1) is true in $(w', i')$ on reading $B$ and false in $(w', i')$ on reading $A$. 
1 Introduction

In the preceding chapter we generalized our model-theoretic semantics to deal with certain intensional notions. Truth definitions were given relative not only to a model and an assignment function but also to circumstances, world-time pairs. We have identified propositions with functions from circumstances to truth values (or sets of circumstances) and have defined an elementary intensional predicate logic (IPC) with modal and temporal operators. The truth value of a sentence in IPC is assigned in two stages: (1) the sentence is associated with some proposition, and (2) that proposition is evaluated as true or false relative to a particular world and time. And we have used the techniques introduced in IPC in an account of tense, modal auxiliaries, modal adverbs, and complement-taking verbs like believe and try.

In this chapter we are going to look in more detail at the interaction of contextual factors with semantics. First we investigate the semantics of some indexical expressions like I and here. The basic idea is to increase the number of parameters relative to which truth conditions are defined. The most immediately obvious way to do this is to add such contextual coordinates as those specifying speakers and their locations to the worlds and times already needed for the analysis of intensionality; we call this the multiple coordinate approach. Multiple coordinates by themselves, however, do not support completely adequate notions of entailment and validity for sentences that include indexical expressions. We then turn to examine a view of context and circumstances as potentially independent of one another and propose a two-stage approach to the assignment of intensions.

The analysis of context we develop for the interpretation of indexicals can be used to talk about the dynamics of discourse. We illustrate this by further articulating some of our earlier informal suggestions about illocu-
tionary forces as context-changing operations, developing the analysis of assertion as a function from one context into another. We make explicit the idea that what assertions do is to add the asserted propositional content to the set of propositions that conversationalists take for granted at later stages, the common ground. The conception of a context as including a set of background propositions and of discourse as involving ongoing changes in context helps provide the basis for a discussion of the contrast between presupposition and assertion by conversationalists and for an account of what it is for sentences to carry presuppositions. This approach suggests at least a partial solution to the projection problem for presuppositions, the question of the conditions under which embedded sentences project their presuppositions to the complex sentences containing them.

2 Indexicals

There are two ways in which the facts can enter into determining whether a sentence is true. Consider (1).

(1) I am hungry.

Were Bond to utter (1), it would express the same proposition as that expressed by (2a); were Pavarotti to utter it, it would express the same proposition as that expressed by (2b).

(2) a. Bond is hungry.
   b. Pavarotti is hungry.

Whether (1) is true in circumstances $\langle w, i \rangle$ depends not just on which individuals are hungry in world $w$ at time $i$ but also on the context in which (1) is produced and that thereby determines whose hunger is relevant, who has uttered the sentence, and thus who the first-person pronoun $I$ denotes. We follow the practice of Kaplan (1977) and use context when we mean something like the situation of utterance (the way things are that helps determine what is actually expressed by an utterance) and circumstances when we mean the state of affairs we are speaking about or describing (the way things are or might be that determines the truth value of what is expressed by the sentence uttered). Often we speak of the here and now in which the utterance occurs, and in such cases the context and the circumstances both involve aspects of the same concrete situation or state of affairs (where neither situation nor state of affairs is used in any special technical sense).

There are many different kinds of expressions that are similar to $I$ in this sensitivity to variations in the context in which they are uttered. For
example, whether (3) is true depends not only on what the circumstances are like with respect to who is boring; it also depends on the identity of the addressee, on the denotation of you in a particular context of using sentence (3).

(3) You are boring.

Imagine a context in which an utterance of (3) is addressed to Pavarotti, and the relevant circumstances are ones in which Pavarotti is boring but Bond is not boring. What has been said by uttering (3) in this context is thus true. Suppose further that Pavarotti mistakenly believes himself fascinating whereas Bond is fully aware of who is boring and who is not. If Pavarotti knows himself to be the addressee whereas Bond mistakenly takes himself to be addressed, then both Pavarotti and Bond will wrongly judge (3) to have been falsely uttered. Their reasons, however, are quite different. Pavarotti is wrong about what the relevant circumstances are, about who is boring, but he is quite right about what was said in the given context. Bond, in contrast, is in error over what was said but is quite right about who is boring. We are inclined to describe Bond as having simply misunderstood what was said, whereas Pavarotti's mistake we take to be one of substance.¹

Another example is illustrated by the sentences in (4).

(4) a. Loren is behind the tree.
   b. Loren is in front of the tree.

The facts about Loren and the tree—their particular locations in world w at time i—do not suffice to determine the truth of these sentences. Rather, whether (4a) is true and (4b) false or vice versa depends also on the location of the speaker; it is this location that determines what spatial relation of Loren to the tree counts as behind or in front of. Loren and the tree may be fixed in their locations and (4a) will be true relative to one speaker (located on the opposite side of the tree as Loren) but false relative to another (located on the same side of the tree as Loren). What the sentences say about Loren and her location with respect to the tree, their content, depends on features of the context relative to which they are uttered.²

   In chapter 1 we used a similar contrast between come and go to illustrate how the way a particular circumstance is described can say something about the perspective from which the description is issued.

(5) a. The bear came into the tent.
   b. The bear went into the tent.

As Barwise and Perry (1983) observe in discussing this example, each of
the sentences in (5) may be used to correctly describe a single situation. Yet a hearer will learn something about the speaker's perspective on the situation from which verb is selected, and as a consequence he may infer something more about the speaker's attitudes toward the proposition she has expressed.\(^3\)

Examples can be multiplied where what a sentence says, and thus whether it is true of circumstances \(\langle w, i \rangle\), depends not just on those circumstances but on certain aspects of the context of its use. Tense and temporal adverbials (like yesterday), locative expressions (like here), and demonstratives (like this) all have a significance that depends on the context of their use. Someone who knows of a world \(w\) what, if anything, Sophia Loren gave to whom and where she was at all times may still fail to know whether (6) is true, for what (6) claims about Loren's givings, its content, depends on who utters it, when and where it is uttered, and what is demonstrated as it is uttered.

(6) Loren gave this to me here yesterday.

As an aside, we should note that demonstrative expressions sometimes act like anaphoric pronouns or bound variables to be interpreted in terms of their connection to an antecedent linguistic expression. Sentence (7a) might be a pure demonstrative occurrence of that, whereas (7b) is anaphoric.

(7) \(a\). That is Melissa's favorite piece of clothing.
\(b\). Every girl brought her favorite piece of clothing to school and wore that [her favorite piece of clothing] to the party rather than her uniform.

Ultimately, we might hope for an account that unifies these different uses, but for the present we will focus on occurrences of demonstratives that lack antecedents and that must be interpreted with reference to some contextual demonstration.

The philosopher Y. Bar-Hillel borrowed the term indexical from C. S. Peirce to apply specifically to expressions like first- and second-person pronouns, tense, and demonstratives, demonstratives having been discussed in Peirce (1902) under his much more general notion of an indexical sign. Like the more traditional linguistic term deixis, the word indexical is etymologically linked to a Greek word meaning indicating or pointing.

Indexical expressions are terms whose contribution to propositional content depends on the context in which they are used, and their meaning consists in specifying the aspect of context that determines what contribution to content they will make. Bar-Hillel (1954) seems to have been the
first to propose that such expressions could and should be incorporated in formal systems and studied by logical methods.

It was Richard Montague and various students of his who really developed Bar-Hillel's proposal in a general way about a decade later. Significant work on tense logics had been undertaken much earlier. What was novel in Montague's program was the generalization of techniques already developed in model-theoretic semantics for dealing with indexical elements of all kinds. 4

2.1 Multiple coordinates

The first step was suggested by analogies between tense and modal operators, which we discussed briefly in the preceding chapter. It is a very natural idea to treat times or histories as simply other factors relative to which truth conditions can be given and so to add a set of instants (or intervals) to the model along with a set of possible worlds. Just as modal expressions like must and necessarily can be understood as quantifying over possible worlds or circumstances, so temporal expressions like always and will can be understood as quantifying over times. In IPC we introduced simple tense operators. We then applied the same semantic techniques to interpreting the English tense morphemes in INFL; we assumed that present tense is interpreted as coincident with the time of the context in which the sentence is produced (much like now) and that future and past tenses quantify over times later or earlier than that denoted by now.

On the face of it, an indexical phenomenon like tense seems easy to deal with by extending the set of parameters to which interpretation is relativized, by adding $i$, an instant of time, to $w$, a world. It looks promising to generalize this strategy with respect to other contextual factors as well. The various types of information that the context supplies can be viewed as different coordinates to which an interpretation must be sensitive. This idea can be formalized in two simple steps where we (1) enrich the notion of a model by adding different relevant contextual parameters and (2) relativize the interpretation $[ ]$ to such further parameters.

We could add locations to our models, for example. Sentence (8a) will not be evaluated with respect to anything as global as what we have called a possible circumstance (a world-time pair) but will be understood as localized to a region centered on the place in which the sentence is produced. That is, (8a) is generally interpreted as synonymous with (8b), which contains an overt occurrence of the indexical here.

(8) $a$. It is raining.

$b$. It is raining here.
In fact, we seem able to discriminate among indefinitely many locations within what can be viewed as the same context. The two distinct occurrences of *there* in (9) are associated with pointings to different places, which we have represented by giving them distinct (unpronounced) subscripts.

(9) Joan found a penny there$_1$ and there$_2$.

There is no difficulty in principle to continuing in the same way indefinitely: "and there$_3$ and ... and there$_n$." Of course, there are interesting issues in perceptual psychology about our capacity visually to identify and distinguish places. Practical limits on these perceptual capacities might put an end to the litany, although the speaker might also enlarge on the possibilities by walking around during the course of speaking, identifying a sequence of locations associated with occurrences of *there* with pointings from a sequence of distinct locations.

What is crucial for our present purposes is that visual demonstrations of places do provide essential information for the semantic interpretation of indexical expressions like *here* and *there*. The implication is that semantic interpretation has access to perceptually provided information, which might be taken to suggest some unified level of mental representation where perceptual and semantic information are both available. Jackendoff (1983) has made this point and further argues that there is no need for purely semantic or purely perceptual levels. Whatever the eventual answer to such questions about the nature of cognition and mental representation, indexicals demonstrate unequivocally that understanding involves not just linguistic processing but depends as well on such other cognitive faculties as perception.

Times and locations are, of course, not the only components of context relevant to interpretation of linguistic expressions. Some central instances of indexicals involve components of speech events as such. For example the speaker or illocutionary agent is referred to by *I* and the addressee by *you*. Why not simply add additional coordinates for speakers and for addressees?

There is no barrier in principle to continuing to add coordinates. In the happy phrase of Lewis (1979), coordinates "keep score in the language game." We can think of a scoreboard with slots reserved for contextually relevant factors. As the game of discourse proceeds, the values in the slots may change. At any stage where words like *I* and *here* are used, their value can be determined by checking the appropriate scoreboard slots, in this case the speaker slot and the discourse location slot.

We can illustrate these general ideas either by expanding IPC or by considering a larger fragment of English. Let us do the latter by expanding
$F_3$ to include $I$ as a new constant of category N. We now need a richer notion of models for $F_3$:

(10) A model $M$ for $F_3$ is a sextuple of the form $<W, I, <, S, U, V>$, where

a. $W, I, <$, $U$ are as before.

b. $S \subseteq U$ is a set of speakers.

c. $V$ is a function that assigns to each constant $\alpha$ an intension of the right type, where intensions are now functions from $W \times I \times S$; in particular, for any $w \in W, i \in I, and s \in S, V(I)(<w, i, s>) = s.$

The interpretation function $\left[ \right]$ remains as before except that it too is now relativized to speakers. This means that we will recursively define $\left[ \right]^M_{w, i, s, g}$ rather than $\left[ \right]^M_{w, i, g}$. Let us illustrate by giving some of the key clauses in the definition of $\left[ \right]^M_{w, i, s, g}$.

(11) a. If $\alpha$ is a basic constant, then $\left[ \alpha \right]^M_{w, i, s, g} = V(\alpha)(<w, i, s>)$

b. If $\alpha$ is a trace or a pronoun, then $\left[ \alpha \right]^M_{w, i, s, g} = g(\alpha)$

c. $\left[ \text{NP Pred} \right]^M_{w, i, s, g} = 1$ iff $\left[ \text{NP} \right]^M_{w, i, s, g} \in \left[ \text{Pred} \right]^M_{w, i, s, g}$.

This approach involves a different and more general notion of proposition than the one we used in the preceding chapter. All intensions are now functions from worlds, times, and speakers to extensions of the appropriate kind; thus a proposition is now a function from worlds, times, and speakers to truth values. Equivalently, a proposition can here be viewed as a set of relevant coordinates; the present generalization makes each such coordinate an ordered triple of a world, time, and speaker. Formally,

(12) $\left[ \text{that S} \right]^M_{w, i, s, g} = \{<w', i', s'> : \left[ S \right]^M_{w', i', s', g} = 1\}$

Exercise 1 Assume that we have extended $F_3$ as in (10). Consider a model $M_6$ for this expanded $F_3$, where $M_6$ is just like $M_5$ in chapter 5, (40), except that (1) it includes the set of speakers $\{a, b\}$ in the fourth place and $V_6$ in the sixth place of the sextuple that constitutes the model, and (2) $V_6$ is different from $V_5$ only as much as is necessary to take account of the added relativization to agents. What are $V_6(I), V_6(\text{walk}), V_6(\text{Pavarotti}), V_6(\text{Bond})$, and $V_6(\text{Loren})$? In lieu of a three-dimensional display, simply list values for $V_6$ at each of the 12 indices serving as its arguments.

This seems a quite straightforward extension of the techniques we have already become familiar with. Moreover, it is quite easy to see how we could go on in this way to deal with other aspects of context on which interpretation depends. For example, we could add to the model (and to the interpretation function) a set $H$ of hearers or addressees to deal with you. For here and there we might add sets $L_1$ and $L_2$ of locations (more
precisely, sequences of locations, since there is the possibility of changing locations or pointing at indefinitely many places within one context. And so on. While such an approach does not deal with all aspects of the context-dependency of language, it does provide a reasonable formal strategy for dealing with the contribution of context to the interpretation of indexicals. On the face of it, the multiple coordinate approach that simply adds coordinates seems to do what is needed. Its main immediately apparent problem is merely logistic: there seems to be no principled limitation to the stock of contextual coordinates that might prove relevant for interpretation of some linguistic expression or another.

A somewhat different approach to indexicality for which Stalnaker (1974) and Kaplan (1977) have argued is one that provides an additional stage of interpretation, another level of semantic value in addition to extensions and intensions. As a lead into their proposal, it is useful to consider how the speaker coordinate we have introduced in illustrating the multiple coordinate analysis of indexicals plays a different overall role from the world and time coordinates. Even at this early stage we can discern several such differences. Although we illustrate these differences by discussing the speaker coordinate \( s \), exactly the same kinds of comments could be made about other purely contextual coordinates that might be introduced, like those for an addressee, a demonstrated location or locations, and so on. First, coordinates \( w \) and \( i \) play two different kinds of role in evaluating expressions, only the first of which seems to be paralleled by \( s \) and other purely contextual coordinates. On the one hand, \( w \) and \( i \) are explicitly relevant in the interpretation of the modal and temporal expressions: modal and temporal operators depend on the actual \( w \) and \( i \). On the other hand, expressions in general have extensions that depend on worlds and times. An expression like *hungry*, for example, can have different extensions in a given world \( w \) at different instants \( i_1 \) and \( i_2 \) or in different worlds \( w_1 \) and \( w_2 \) at a given instant \( i \). Perhaps Pavarotti and Loren are hungry in \( w \) at \( i_1 \), but no one is hungry in \( w \) at \( i_2 \). In contrast, the \( s \) coordinate seems to enter only into assigning values to the single form \( I \) (which includes, of course, the objective form *me* and the possessive *my*), whereas the extension of *hungry* and of other expressions is not tied to the \( s \) coordinate. This is what (13) says.

(13) If \( \alpha \) is an expression that does not contain \( I \), then for all \( s \) and \( s' \) in \( S \), \( \langle \alpha \rangle^{M, w, i, s, g} = \langle \alpha \rangle^{M, w, i, s', g} \)

The second observation is that for a given \( s \) in \( S \) alternative values of \( w \) and \( i \) do not affect the value assigned as the interpretation of \( I \); \( s \) is the only coordinate relevant for establishing the referent of \( I \). It may seem odd to
say that, relative to a speaker, I designates the same individual in all circumstances. Yet we can think of this as analogous to saying that the variable $x_i$ designates the same individual in all circumstances relative to an assignment function $g$. The speaker coordinate is comparable to the assignment function in being independent of the differences in the world-time pairs that determine evaluation in the circumstances we speak of. Just like a variable expression, however, I has alternative values, namely, those assigned relative to alternative values of the speaker coordinate.

Third, notice that in the course of evaluating sentences, we often shift from one circumstance to another. For example, (14a) is true at $\langle w, i \rangle$ iff there is some $i'$ prior to $i$ such that (14b) is true at $\langle w, i' \rangle$.

(14) a. Pavarotti walked.

b. Pavarotti walks.

Furthermore, we generalize over circumstances by means of adverbs like *always* and *sometimes*. As far as contextual coordinates are concerned, we shift them in discourse (as, for example, speakers change) but we do not generalize over them: there is no *every I* or *some here* parallel to *always* or *sometimes*.

Differences such as these suggest that we might want to distinguish more sharply in our analysis between the context, which determines what is said, and the circumstances, which are the alternatives to be considered in determining whether whatever is said is true. The context gives information on who is speaking, what is being pointed at, and all the other factors relevant to interpretation of indexical expressions. Misinformation about the context can result in confusion about what is said; recall Bond’s error in thinking that (3), “You are boring,” was addressed to him, when in fact it was addressed to Pavarotti. But the substance of our talk is discriminating among circumstances. Unlike Bond, Pavarotti was correctly informed about the relevant context but differed from the speaker in what he took the circumstances to be.

Differentiating between context and circumstances allows us to say, for example, that, relative to a speaker, I designates the same individual (that speaker) in all circumstances. This is no different in principle from saying, as we do, that a variable $x$ relative to an assignment $g$ designates the same individual (namely $g(x)$) in all circumstances. For I this means that in evaluating a sentence like “I must be hungry” as uttered by Pavarotti, we really consider the proposition that Pavarotti is hungry in all the relevant circumstances (i.e., all the world-time pairs included in the modal base). We do not consider at all the values that “I must be hungry” has with respect
to other possible speakers. Whether Bond, for example, is hungry is quite irrelevant to the value assigned to "I must be hungry" as uttered by Pavarotti. The fact that it might be Bond, rather than Pavarotti, who is speaking in some circumstance we consider is also not relevant to assigning a semantic value to "I must be hungry" in view of our initial focus on a context in which Pavarotti is taken as the speaker. Similar comments apply to "I was hungry" as uttered by Pavarotti; Bond's hunger at earlier times will not be relevant to evaluating this sentence. In other words, we want to hold the effects of the context on the assignment of interpretations to indexicals constant while considering alternative circumstances (in evaluating a modal or past tense, for example). This holds not just for I but also for here, you, this, and so on. The circumstances of evaluation—the sets of worlds that belong to the modal base in the case of a sentence with a modal auxiliary or the past times relevant for evaluating a past tense sentence—seem to play no role in the interpretation of context-dependent indexical expressions. There are minor exceptions with a joking or slightly paradoxical quality to them: "Tomorrow is always a day away."

Essentially the same point can be made in a slightly different way (also due to Kaplan and Stalnaker). The most natural way to interpret a complex index $\langle w, i, s \rangle$ is that $s$ is speaking in world $w$ at time $i$. This would have the result that for any $M, w, i, s$ and $g$,

$$[I]^{M, w, i, s, g} = [[\text{the speaker}]]^{M, w, i, s, g}$$

But then how could we explain the fact that the sentences in (16) are not synonymous? Sentence (16a) is perfectly coherent and contingent, but (16b) has a contradictory antecedent.

(16)  

a. If I were not the speaker, Joan would be talking.  
b. If the speaker were not the speaker, Joan would be talking.

To make the same point more dramatically, treating I as synonymous with the (present) speaker would lead one to say that (17) is necessarily true.

(17)  

If the present speaker were now silent, there would be no present speaker, and thus I would not exist.

As Kaplan (1977), p. 44, puts it, "Beliefs such as [that expressed in (17)] could make one a compulsive talker."

The multiple coordinate approach must in fact give up the natural interpretation of complex indices and not require that $s$ be speaking in $w$ at $i$ for $\langle w, i, s \rangle$ to be a well-formed index, so as to allow someone to speak about circumstances in which she is not speaking (or perhaps is absent altogether). The crucial point here is that in evaluating sentences, we
sometimes need to consider circumstances that differ from the context that has provided the interpretation of the indexical expressions, and at the same time we need to hold constant the contextually determined interpretation of those indexical expressions. A possible world may lack speakers altogether, for example. Yet to interpret a sentence $\phi$ relative to some speaker $s$ is to take $s$ as a speaker producing $\phi$, and this connection between $s$ and $\phi$ is not captured by the multiple coordinate account of indexicality.

Such difficulties can be resolved if we treat the contextual elements as intrinsically connected to one another, as coherent in being aspects of some single situation or state of affairs but as potentially independent of the elements comprising the circumstances (which so far consist of just worlds and times but also potentially include elements like spatial locations that situate content more locally). In other words, contexts and circumstances can be treated as distinct components relative to which we define truth conditions, each of them further articulated into interrelated elements. Circumstantial coordinates can shift independently of one another, whereas contextual components are tied together by the utterance situation to which they belong.

One way of implementing this idea is to view semantic interpretation as proceeding in two stages. First we relativize interpretation to contexts, assigning each expression a function that determines for a given context an intensional value of the kind we discussed in the preceding chapter. Then, just as before, intensions will assign an extensional value of the appropriate type relative to each circumstance. For sentences we follow Stalnaker (1978) in calling the function from contexts to propositions a *propositional concept*. More generally, we also adopt the terminology of Kaplan (1977) and refer to the *character* of an expression as what is assigned at the first stage of interpretation, the relativization of intensions to contexts.

Frege saw that meaning involved both sense and reference. We can think of the Kaplan-Stalnaker approach as proposing that sense itself is further articulated and involves not only intension but also a propositional concept or more generally the character of an expression. An expression's character is what specifies the systematic contribution of a context of utterance to the interpretation of that expression. A similar idea based on Kaplan's work is being developed in situation semantics, where a sentence interacts with an utterance situation, roughly what we are calling a context, to determine an expressed proposition that represents a described situation.
We turn now to a more detailed account of character and the notion of pragmatic validity that it permits us to define.

2.2 Expression character: Mapping contexts to intensions

We define intensions as functions from circumstances, world-time pairs, to extensions, thus generalizing the referential notion of extension. Similarly, we can define expression characters as functions from contexts to intensions, thus generalizing the context-independent notion of intensions.

One way to accomplish this generalization is simply to treat contextual and circumstantial coordinates as two independent but essentially similar indices or dimensions, one representing possible worlds in their role as contexts and the other representing possible worlds in their role as circumstances. For our present purposes we can accomplish what is needed by including one further contextual coordinate \( c \) (for context) in our models; this added contextual coordinate in turn is articulated into distinct aspects as needed. The various aspects of contexts can be thought of as functions mapping each context \( c \) onto an appropriate range. Speakers are individual entities, and thus a speaker function \( sp \) maps each context \( c \) onto \( sp(c) \in U \), the speaker in \( c \). An addressee function \( adr \) will map \( c \) onto \( adr(c) \in U \), the addressee in \( c \). Similarly, a \( loc_n \) function (to interpret here) can map \( c \) onto \( loc_n(c) \), the \( n \)th location of \( c \), and a \( demloc_n \) function (to interpret there) can map \( c \) onto \( demloc_n(c) \), the \( n \)th demonstrated location of \( c \), and so on. In chapter 5 we discussed modals and argued, following Kratzer, that they involved a contextually specified modal base and an ordering source. There we let the assignment function \( g \) determine modal bases and ordering sources. In our view of contexts a more adequate treatment is to regard them as contextual functions \( mdb \) and \( ordsrc \) that map each context \( c \) onto the relevant sets of propositions: \( mdb(c) \) and \( ordsrc(c) \). In fact, since pronouns have deictic uses, the assignment function \( g \) should perhaps be recast as a component of the context, but we will refrain from doing so here. These ideas are very similar to the way context is treated in Cresswell (1973) and Bennett (1978).

To illustrate how this approach works let us replace (10) above by something like the following:

(18) A model \( M \) for \( F_3 \) is a sextuple of the form \( \langle W, I, <, C, U, V \rangle \), where the following conditions hold.

\begin{itemize}
  \item [a.] \( W \) is a set of worlds.
  \item [b.] \( I \) is a set of instants ordered by \( < \).
  \item [c.] \( U \) is the domain of quantification.
  \item [d.] \( C \) is a set of contexts.
\end{itemize}
\(e. \) \(V\) is a function that assigns to the constants of \(F_3\) an appropriate character. That is, for any constant \(\alpha\), \(V(\alpha)\) is a function from \(C\) to a function from \(W \times I\) to an extension of the appropriate kind. So \(V(\alpha)(c)\) is the intension that \(\alpha\) has in the context \(c\), and \(V(\alpha)(c)(\langle w, i \rangle)\) is the extension that \(\alpha\) has relative to \(c\) in \(\langle w, i \rangle\).

Thus according to (18), if \(\alpha\) is a proper name, \(V(\alpha)\) is a function such that for any \(c\), \(V(\alpha)(c)\) is the intension of \(\alpha\) relative to \(c\). Since \(\alpha\) is a proper name, its intension will be a constant function from \(W \times I\) (circumstances) to a member of \(U\). Similarly, if \(\alpha\) is a \(V_1\) or a Nom, then \(V(\alpha)(c)\) is a function from \(W \times I\) to sets of individuals \((\mathcal{P}(U))\), and if \(\alpha\) is a \(V_1\), then \(V(\alpha)(c)\) is a function from \(W \times I\) to sets of ordered pairs of individuals, and so on.

**Exercise 2** Give the values of \(V(\text{and})\) and \(V(\text{not})\).

When we add \(I\), \(you\), \(here\), and \(there\) to \(F_3\), we will want to specify their characters along the following lines (ignoring for the present the fact that we do not have an appropriate syntactic category in \(F_3\) for the locative adverbials \(here_n\) and \(there_n\)):

\[(19)\]
\[a. \] \(V(I)(c)\) is a function such that for any \(w\) and any \(i\),
\[V(I)(c)(\langle w, i \rangle) = sp(c),\]
\[b. \] \(V(you)(c)\) is a function such that for any \(w\) and any \(i\),
\[V(you)(c)(\langle w, i \rangle) = adr(c),\]
\[c. \] \(V(\text{here}_n)(c)\) is a function such that for any \(w\) and any \(i\),
\[V(\text{here}_n)(c)(\langle w, i \rangle) = loc_n(c),\]
\[d. \] \(V(\text{there}_n)(c)\) is a function such that for any \(w\) and any \(i\),
\[V(\text{there}_n)(c)(\langle w, i \rangle) = \text{demloc}_n(c).\]

Now we can proceed to define the interpretation function \([\ ]^{M, w, i, c, g}\), which assigns an extension to each expression. We give only some of the key clauses of the recursion.

\[(20)\]
\[a. \] If \(\alpha\) is a constant, \([\alpha]^{M, w, i, c, g} = V(\alpha)(c)(\langle w, i \rangle).\]
\[b. \] If \(\alpha\) is a trace or pronoun, \([\alpha]^{M, w, i, c, g} = g(\alpha).\]
\[c. \] If \(\Delta = [NP \ Pred]\), then \([\Delta]^{M, w, i, c, g} = 1 \iff [NP]^{M, w, i, c, g} \in [Pred]^{M, w, i, c, g}.\]
\[d. \] If \(\Delta = [S_1 \ conj \ S_2]\), then
\[\[\Delta]^{M, w, i, c, g} = V(\text{conj})(c)(\langle w, i \rangle)(\langle [S_1]^{M, w, i, c, g}, [S_2]^{M, w, i, c, g} \rangle).\]
\[e. \] If \(\Delta = [\text{that} \ S]\), then \([\Delta]^{M, w, i, c, g} = \{\langle w', i' \rangle : [S]^{M, w', i', c, g} = 1\}].\]
\[f. \] If \(\Delta = [\text{must} \ S]\), then \([\Delta]^{M, w, i, c, g} = 1 \iff \text{for all} \langle w', i' \rangle \in W \times I, [S]^{M, w', i', c, g} = 1.\]
Note that we once again maintain that propositions are sets of world-time pairs, just as in the preceding chapter.

**Exercise 3** Assume that we have extended $F_3$ as in (20). Consider a model, $M_7$, like $M_6$ of exercise 1 in this chapter except that it includes a set of contexts $C = \{c', c''\}$ such that $\text{sp}(c') = a$ and $\text{sp}(c'') = b$ in its fourth place. Assume that $V_7$ and $V_6$ are different only as much as is necessary to take account of the changes in (18) to (20). Give the values of $V_7(\text{walk})$, $[\text{that Pavarotti walks}]_{M_7, w', i', c', g}$, $[\text{that Pavarotti walks}]_{M_7, w', i', c'', g}$, $[\text{that I walk}]_{M_7, w', i', c', g}$, and $[\text{that I walk}]_{M_7, w', i', c'', g}$.

On the basis of (20), three levels of meaning can be individuated. First, interpretation (at least of sentences containing indexicals) is sensitive to context. Without contextual information as to its utterer, we cannot fully interpret a sentence like "I am hungry," sentence (1). Having fixed the utterer, we can then determine the intension of the sentence. For example, if (1) is uttered by Pavarotti, the contextually assigned intension of the sentence will be the set of worlds and times where Pavarotti is hungry. This is what (20e) gives us. Finally, on the basis of the intension, which represents the content or subject matter of the sentence, the truth value of the sentence is determined from a specification of the world(s) and time(s) being talked about.

So defining truth in terms of the recursion in (20), we must relativize our definition of truth for a sentence to a context (as well as to an LF that disambiguates it).

(21) **a.** A sentence $S$ is **true** in a model $M$ and a circumstance $w, i$ relative to one of its LFs $\alpha$ and to a context $c$ iff for every assignment $g$, $\llbracket \alpha \rrbracket_{M, w, i, c, g} = 1$. It is false iff for every $g$, $\llbracket \alpha \rrbracket_{M, w, i, c, g} = 0$.

**b.** A sentence $S$ is **valid** relative to one of its LFs $\alpha$ iff for every model $M = \langle W, I, <, C, U, V \rangle$, $c \in C$, $w \in W$, and $i \in I$, $S$ is true in $M, w, i$ relative to $\alpha$ and $c$.

**c.** A sentence $S$ relative to LF $\alpha$ **entails** a sentence $S'$ relative to LF $\beta$ iff for every model $M = \langle W, I, <, C, U, V \rangle$, $c \in C$, $w \in W$, and $i \in I$, if $S$ is true in $M, w, i$ relative to $\alpha$ and $c$, then $S'$ is true in $M, w, i$ relative to $\beta$ and $c$.

This approach helps us solve some of the problems we have pointed out above in connection with the multiple coordinate analysis. Consider, for example, the following inference from Bennett (1978):
(22) a. Loren believes that Pavarotti is hungry.
   b. I am Pavarotti.
   c. Loren believes that I am hungry.

Only if Pavarotti is the speaker can (22b) be true, and our semantics should reflect that (22c) is a valid inference from (22a, b) only with Pavarotti as speaker. This result will not follow from the approach we discussed in section 2.1. According to (10) through (12), \([\text{that Pavarotti is hungry}]^{M, w, i, \text{Pavarotti}, g} = \{ \langle w', i', s' \rangle : \text{Pavarotti} \in [\text{hungry}]^{M, w', i', s', g} \}\) and \([\text{that I am hungry}]^{M, w, i, \text{Pavarotti}, g} = \{ \langle w', i', s' \rangle : s' \in [\text{hungry}]^{M', w', i', s', g} \}\). But clearly these are in general different sets, and thus Loren might believe the proposition characterized by one of them without believing the other.

**Exercise 4** Describe a model \(M\) where for some \(w, i, s\) and \(g\), \([\text{that Pavarotti is hungry}]^{M, w, i, s, g} \neq [\text{that I am hungry}]^{M, w, i, s, g}\).

On the other hand, definition (20e) and the revised notions of truth and validity in (21) give a different result. Any \(c'\) such that (22b) is true is one in which \(\text{sp}(c') = \text{Pavarotti}\). For all \(w\) and \(i\), \([\text{that I am hungry}]^{M, w, i, c', g} = [\text{that Pavarotti is hungry}]^{M, w, i, c', g}\), and thus relative to \(c'\), if Loren believes one proposition, she also believes the other. Hence our revised semantics does capture the fact that (22) is valid relative to contexts where Pavarotti is the speaker.

What we have said so far about the context and character levels of semantic interpretation is not really enough, however, to resolve all the puzzles raised for the multiple coordinate approach. We have not yet made explicit the relation between \(\text{sp}(c)\) and any linguistic expression spoken by \(\text{sp}(c)\) in \(c\). Nor have we specified the relationship between the various aspects of context. In (23) we suggest some more that might be said about well-formed contexts and admissible interpretations. Just to keep things simple, we will forget that speakers can change locations during an utterance and assume that we simply have \(\text{loc}(c)\) to provide a value for *here*. We also will take sentential expressions as paradigmatic utterances. We present in (23) a few more contextual functions and samples of the kind of constraints that a semantic-pragmatic theory might place on them.

(23) a. The function \(\text{expr}\) assigns \(\text{expr}(c)\) to each context \(c\), where \(\text{expr}(c)\) can be thought of as the sentence uttered in \(c\).
   
   b. The functions \(\text{tm}\) and \(\text{wrld}\) assign \(\text{tm}(c)\) and \(\text{wrld}(c)\) to each context \(c\), where \(\text{tm}(c) \in I\) and \(\text{wrld}(c) \in W\) are the time and world of context \(c\).
c. For all $c \in C$, $sp(c)$ is at $loc(c)$ and is the illocutionary agent responsible for directing an utterance of $expr(c)$ to $adr(c)$ at $tm(c)$ in $wrld(c)$.

With an account of contexts along the lines sketched in (23), we are able to say something about sentences like those in (24).

(24)  

a. I am here.  

b. I am speaking to you.

Such sentences have sometimes been said to be pragmatically valid because they are true whenever uttered (we need a few caveats about the possibility of using *here* accompanied by a pointing toward a map, and other such complications). Consider (24a), for example. Given (23b, c), we can conclude that for all $c$ in $C$, $[I \text{ am here}]_{wrld(c), tm(c), c, g} = 1$. We can exploit this observation to define a new notion of pragmatic validity.

(25) $S$ is *pragmatically valid* relative to LF $\alpha$ iff for all models $M$ and contexts $c$, $S$ is true in $M$ at $wrld(c)$ and $tm(c)$ relative to $\alpha$ and $c$.

From this definition and our definition of necessity (20f) it follows that (24a), while being pragmatically valid, is not a necessary truth. Pragmatic validity looks at every possible context. Necessary truth keeps the context fixed and looks at every possible world. We can thus predict, for example, that (26) is satisfiable.

(26) I am here now, but I might be somewhere else.

Unlike the multiple coordinate approach to indexicals, our current account of the context dependence of interpretation permits us to say precisely what is special about pragmatically valid sentences without forcing us to treat them as necessarily true with the absurdities that would entail. (Recall our discussion of (16) and (17), where we wanted to consider circumstances in which the current speaker was silent.) Thus, on the basis of definitions (20f), (21b), and (25), we obtain the following classification of sentences:

- If a sentence $S$ is valid, then it is necessarily true.
- A sentence can be necessarily true in a model $M$ relative to a context $c$ without being valid. (Such a sentence would be true relative to $M$ and $c$ in all the worlds of $M$ but not true relative to some other model $M'$ and context $c'$.)
- If a sentence is valid with respect to LF $\alpha$, it is also pragmatically valid.
- Some sentences are pragmatically valid without being valid (or necessary) relative to some $c$.

The sentences in (24) are an example of the latter case. This is summarized in figure 6.1.
In the remainder of this section we discuss further aspects of the notion of a context as characterized by the semantics just given. More specifically, we point to semantic problems that can be explained in terms of the notion of character, a function from contexts to intensions.

How is indexicality to be distinguished from ambiguity such as that created by the association of multiple LFs with a single S? The borderline between the two phenomena is not always clear. The propositions associated with, for example, “I am hungry” and “Every man loves a woman” vary across different contexts. It seems reasonable to maintain, however, that “I am hungry” is unambiguous, that it has the same meaning on all occasions of use even though it may express different propositions on those different occasions. On the approach to context developed here, we can pinpoint its semantic constancy in the fact that its character is fixed by $V$ and the rules of semantic composition, in the fact that its character is completely determined by the grammar of $F_3$ as expanded. In contrast, the rules of the language system do not specify which of its LFs a sentence like “Every woman loves some man” is associated with in a given utterance context. No linguistic rules settle this issue. The context does enter in assigning a proposition to both “I am hungry” and “Every man loves a woman.” In the first case the contribution of the context is completely determined by the grammar; in the second it is determined by the speaker’s intentions and the like.

A further interesting aspect of the notion of character lies in the fact that it helps in understanding an important factor of cognitive significance that a sentence like (1), “I am hungry,” retains throughout its different uses (a factor pointed out by Kaplan and Stalnaker). We can put it like this: although Bond and Pavarotti express different propositions in uttering (1), the fact that those propositions are expressible by the same linguistic means reflects something similar in Bond’s and Pavarotti’s relation to the distinct propositions they have expressed. This is supported by the following example.

(26) Bond: I am hungry.

Pavarotti: I just said the same thing.
There is clearly a sense in which Pavarotti speaks truly if what he uttered is something like "I am hungry" or "I feel the need for some food" or even, using his native Italian, "Ho fame." In the case at hand, Bond and Pavarotti have not expressed the same proposition. Yet there is a sense in which they have said the same thing. For saying the same thing, identity of linguistic form is neither necessary or sufficient. Nor is identity of propositional content. What seems to be required is identity of character.

Contrast (26) with dialogue (27), which makes clear that the thought expressed depends on propositional content rather than on character.

(27) Bond: I am hungry.
    Pavarotti: I thought so.

In this discourse Pavarotti speaks truly if what he thought was that Bond was hungry. He does not speak truly if his thoughts had nothing to do with Bond's hungry but only with his own hunger.

Both character (which reflects the contextual perspective from which a thought is expressed) and the thought or propositional content are taken into account in what speakers are taken to be implying by their utterances. A further illustration of this is the following. It has been noted that there are few if any actually occurring contexts in which sentences like those in (28) will be used.

(28) a. You feel a sinking sensation in the pit of your stomach.
    b. Do I feel a sinking sensation in the pit of my stomach?

If usage were simply a matter of propositional content and did not also involve character, it would be difficult to see why the sentences in (29) differ from those in (28) as to their utility.

(29) a. Joan feels a sinking sensation in the pit of her stomach.
    b. Does Joan feel a sinking sensation in the pit of her stomach?

In sum, there is considerable evidence to support the view that there is a level of meaning, character, that specifies the linguistically determined contribution of context to interpretation. The basic idea is that semantic competence includes knowledge of contextual functions, of how to use the context to assign interpretations. Presumably, part of what speakers learn about this is what aspects of context determine its reference: what this refers to in a context depends on a demonstration in that context (though precisely what is needed for an object to have been demonstrated raises difficult issues), and speakers know that they must search the context for such an event if they are to determine exactly what proposition has been expressed. Interpretation is incomplete if no such demonstration can be found.
We have hardly scratched the surface of the dependence of what is said on context. The major point we want to make here is that it is possible to use exactly the same kinds of mechanisms for accommodating indexicality that we used for introducing intensional notions. Just as we relativized extensional values of expressions to possible circumstances, so we can relativize intensions of expressions to appropriate contexts by introducing the more abstract notion of character.

A model of the kind introduced in (18) formally represents the two different ways in which a situation or state of affairs can contribute to determining the truth of a sentence uttered in it. (1) Aspects of the situation may fix interpretation of certain expressions to determine the thought or proposition the sentence expresses. The contextual coordinate $c$ plays this interpretation-fixing role. (2) Whether the proposition expressed is true in the utterance situation depends on how things are, on the facts of that situation. The circumstantial coordinates $\langle w, i \rangle$ play this truth-evaluating role.

Contexts not only determine what is said. As we suggested informally in chapter 4, they also play an important role in elucidating the locutionary force associated with sentential meaning. With the more elaborate notion of context now available to us, we can begin to develop more precisely the discourse-theoretic or dynamic view of sentential semantics. This dynamic approach proves very useful in analyzing presupposition, to which we now turn.

3 Presuppositions and Contexts

What is presupposition? In our earlier informal discussion of presupposition we said that (an utterance of) a sentence $S$ presupposes a proposition $p$ if (the utterance of) $S$ implies $p$ and further implies that $p$ is somehow already part of the background against which $S$ is considered, that considering $S$ at all involves taking $p$ for granted. For example, (30a) presupposes (30b); (30a) implies that (30b) is taken for granted.

\[ (30) \]
\begin{align*}
\text{a. Joan has stopped drinking wine for breakfast.} \\
\text{b. Joan used to drink wine for breakfast.}
\end{align*}

We are now able to make more precise this intuitive notion of presupposition. The rough idea is that the presuppositions of a sentence $S$ constrain or limit the class of contexts $C$ relative to which $S$ can be felicitously uttered. Presuppositions of $S$ must be satisfied by a context $c$ in order for $S$ to be assertible, for an utterance of $S$ to be felicitous. Before
elaborating these ideas, however, we want to make a few preliminary comments to set the stage.

3.1 Empirical tests and typologies

In the present section we want mainly to do two things: characterize presuppositions more sharply with respect to other forms of implications and identify the sort of facts a theory of presuppositions should account for.

For our present purposes the main empirical characteristics of presuppositions can be taken to be the following two: being backgrounded and being taken for granted. Let us consider them in turn.

In our previous discussion we took a sentence \( S \) to presuppose \( p \) just in case \( p \) was implied by \( S \) in the following family of sentences:

\[
(31) \quad a. \quad S. \\
b. \quad \text{It is not the case that } S. \\
c. \quad \text{Is it the case that } S? \\
d. \quad \text{If } S, \text{ then } S'.
\]

Thus, for example, for sentence (30a) the relevant \( S \) family is given in (32); each of these sentences does seem to imply (30b).

\[
(32) \quad a. \quad \text{Joan has stopped drinking wine for breakfast.} \\
b. \quad \text{It is not the case that Joan has stopped drinking wine for breakfast.} \\
c. \quad \text{Joan hasn't stopped drinking wine for breakfast.} \\
d. \quad \text{Is it the case that Joan has stopped drinking wine for breakfast?} \\
e. \quad \text{Has Joan stopped drinking wine for breakfast?} \\
f. \quad \text{If Joan has stopped drinking wine for breakfast, she has probably begun to drink more at lunch.}
\]

What the \( S \) family test essentially tests for is backgroundedness of implications: it marks out implications that are attached to \( S \) not only when it is asserted but also when it is denied, questioned, or offered as a hypothetical assumption. Typically, if \( S \) implies that \( p \) is in the background, then someone who responds to an assertion of \( S \) with "I don't think so" or "Well, I wonder" or "Perhaps" does not thereby weaken or threaten the implication that \( p \).

In contrast, nonbackgrounded implications of a sentence vanish unless the sentence is asserted and thus do not pass the \( S \) family test. For example, note the implication from (33a) to (33b) and that from (34a) to (34b).

\[
(33) \quad a. \quad \text{Lee kissed Jenny.} \\
b. \quad \text{Lee touched Jenny.}
\]

\[
(34) \quad a. \quad \text{Mary has a child.} \\
b. \quad \text{Mary has exactly one child.}
\]
The (b) implication is an entailment in (33) and a conversational implicature in (34). In each case the implication vanishes in members of the S family other than the affirmative or if the assertion of S is directly challenged by "I don’t think so" or met with other reservations. The implied (b) propositions are neither backgrounded nor taken for granted by utterances of the implying (a) sentences.

Backgroundedness does not suffice, however, to identify presuppositions. Some implications seem to pass the tests for being backgrounded—they survive as implications throughout the S family—but are not presupposed. A case in point is that of nonrestrictive relative clauses (sometimes called appositive or parenthetical relative clauses). Consider, for example, (35a) and its implication family (35b–d). Each of (35a–d) implies (35e), the content of the relative clause. Yet (35e) is not presupposed.

(35)  

a. Jill, who lost something on the flight from Ithaca to New York, likes to travel by train.  
b. Jill, who lost something on the flight from Ithaca to New York, doesn’t like to travel by train.  
c. Does Jill, who lost something on the flight from Ithaca to New York, like to travel by train?  
d. If Jill, who lost something on the flight from Ithaca to New York, likes to travel by train, she probably flies infrequently.  
e. Jill lost something on the flight from Ithaca to New York.

The proposition that Jill lost something on the flight from Ithaca to New York, expressed in (35e), is a backgrounded component of what is being asserted, not of what is being presupposed. In other words, in the sentences in (35) we articulate our assertions in two major parts: a main assertion in the foreground and a secondary one in the background. To see this more vividly, compare (35a) with (36), where the same proposition is presupposed.

(36) What Jill lost on the flight from Ithaca to New York was her new flute.

What sort of discourse might be required for uttering (35a) rather than (36)? Suppose someone starts a conversation with (37).

(37) Let me tell you about Jill Jensen, a woman I met while flying from Ithaca to New York last week.

Clearly such a beginning does not suppose any already existing information about Jill and, more specifically, does not establish that Jill lost something on the flight from Ithaca to New York. In such a context (35a), which contains the information that Jill lost something in a nonrestrictive relative
clause, seems a perfectly fine thing to say next, whereas (36), a pseudo-cleft that presupposes that information, is quite bizarre. If (37) were followed by (38), which explicitly states that Jill lost something, then the pseudo-cleft (36) could easily come next.

(38) She lost something on the trip.

The difference seems to be that uttering (36) is infelicitous when the backgrounded proposition is not already established, whereas no such constraints are placed on uttering (35a).

What emerges from this discussion is the following. The hallmark of a presupposition is that it is taken for granted in the sense that its assumed truth is a precondition for felicitous utterance of the sentence and places a kind of constraint on discourse contexts that admit the sentence for interpretation. The S family provides a good way to test the presuppositional status of implications because a proposition cannot be presented as already assumed and simultaneously be presented as denied or hypothesized or queried. Failing the S family test is excellent evidence that an implied proposition is not presupposed but asserted. The S family test does not definitively identify presuppositions, because background status of an implied proposition is compatible with its being presented as not already assumed. If there is no suggestion of infelicity in using S in a discourse where p is clearly not taken to be part of the common ground, then S does not presuppose p even if p is backgrounded by S (as in the case of non-restrictive relative clauses).

What a sentence conveys or implies can be classified not only in terms of its role in discourse (as we just did) but also in terms of how that implication comes about or how it is licensed. From the latter point of view we can distinguish between what depends strictly on truth conditions (entailments) and what depends on the interaction of truth conditions with something else. The latter kind of implications are Gricean implicatures.

As the reader will recall, Grice distinguished between conventional and conversational implicatures. Conventional implicatures have to do with aspects of meaning that do not seem to be strictly truth-conditional in nature. Consider, for example, the sentences in (39).

(39) a. Jim went to the store and bought nothing.

b. Jim went to the store but bought nothing.

It would appear that (39a) and (39b) are true in exactly the same situations. However, (39b) suggests something that (39a) does not. It suggests that the speaker perceives a contrast between going to the store and buying nothing. Intuitively, this suggested contrast is conventionally conveyed by *but.*
Considerations of this sort led Grice to regard the contrastive character of *but* as a "conventional implicature," an implication that is conventional in nature but not determinable by truth-conditional content as such. (In the final section of this chapter we suggest that perhaps conventional implications do make a contribution to truth conditions of a special context-dependent kind that reflects only the speaker's attitudes in a way analogous to certain uses of modals.)

The contrastive character of *but* does affect the felicity of an utterance containing it. Thus, for example, on standard assumptions about why people go to stores, (39b) would be taken to be perfectly felicitous and probably a more likely report, because more informative, than the neutral (39a). On these standard assumptions, replacing *nothing* with *something* in (39b) yields a sentence infelicitous in most contexts. However, if Jim has a compulsion to go to the store without ever buying anything (he prides himself on not buying anything) we might have contexts in which uttering (39b) is infelicitous and yet its twin with *something* replacing *nothing* could be uttered felicitously. Although the implication of a contrast is conventional, what is contrasted may vary from context to context.\(^6\)

Furthermore, the contrastive nature of *but* appears to be backgrounded in general. For example, the sentence “If Jim went to the store but bought nothing, we are in trouble” seems to require for its felicitous utterance the same type of contrast as “Jim went to the store but bought nothing.” Furthermore, the suggested contrast seems to be taken for granted. These considerations suggest that the conventional implicature associated with *but* is a presupposition. In fact, all Grice's examples of conventional implicatures seem to be presupposed, as Karttunen and Peters (1979) pointed out.

Conversational implicatures, on the other hand, depend on conversational dynamics. Thus, for example, implicatures such as the one in (34), repeated here, seem to follow naturally from the Gricean maxim of quantity.

\[(34)\]
\[a. \text{Mary has a child.}\]
\[b. \text{Mary has exactly one child.}\]

A hearer will tend to infer (34b) upon bearing (34a) on the assumption that the speaker is being cooperative in conveying all the relevant information she has. As discussed above, (34b) is not presupposed. Some conversational implicatures, however, are presupposed. In other words, some presuppositions appear to be triggered by principles that guide conversational exchanges. This has been argued, for example, in connection with the
presuppositions associated with factive verbs, like *discover*.\(^7\) Thus, the S family tests and intuitive judgments of being taken for granted show that (40a) presupposes (40b). However, the contrast between (40c) and (40d) suggests that the presupposition is due not so much to an intrinsic property of *discover* (beyond its contribution to truth conditions) but to principles of conversation.

\[(40)\]

\begin{enumerate}
\item Jim discovered that Bill is in New York.
\item Bill is in New York.
\item If Jim discovers that Bill is in New York, there will be trouble.
\item If I discover that Bill is in New York, there will be trouble.
\end{enumerate}

The point is that (40c) can be taken to implicate or presuppose (40b), but (40d) cannot. If the implication to (40b) arises from the conventional meaning of *discover* in the case of (40c), it is hard to see why that implication should be absent in the case of (40d). On the other hand, if we assume that the implication to (40b) is conversationally triggered, an account for this could go roughly as follows. *Discover* is a factive, which is to say that if \(x\) discovers \(p\), \(p\) must be the case. A speaker who has reason to doubt that Bill is in New York typically has no reason to conjecture what would happen if someone discovered it. Hence, asserting (40c) will lead the hearer to infer (40b), on the assumption that the speaker is being cooperative. But by the same token, if the speaker knew Bill’s whereabouts, she would have discovered whether Bill is in New York or not and hence would have no reason to utter (40d), which implies that it is an open question whether she will discover that Bill is in New York. So again on the assumption that the speaker is being cooperative, (40d) does not license inferring (40b). And indeed, the implicature from (40c) to (40b) is defeasible. Suppose that the conversationalists know that Jim is investigating Bill’s whereabouts but do not know what the outcome is. In such a context it would be perfectly appropriate to utter (40c) and speculate on the results of a particular outcome of Jim’s inquiry, yet there would be no implication that (40b) is true. We will return to this sort of example below.

To summarize, we have classified what a sentence conveys along two dimensions. The first is the role in discourse of its different components, the basis of the distinction between what is presupposed and what is asserted. The second is how the different components of what is conveyed are licensed. On this dimension, we have distinguished entailments (licensed by truth conditions alone) from implicatures (licensed by the interplay of truth conditions with additional conventions or conversational principles). This leads us to the following classification:
(41) a. $A$ entails $B$ (if $A$ is true, $B$ is true).
   
b. $A$ presupposes $B$ ($B$ is backgrounded and taken for granted by $A$).
   
c. $A$ conventionally or conversationally implicates $B$ ($B$ follows from the interaction of the truth conditions of $A$ together with either linguistic conventions on the proper use of $A$ or general principles of conversational exchange).

This, in turn, gives us the following possibilities.

3.1.1 Entailment versus presupposition A sentence can entail another sentence without presupposing it. Sentence (33), repeated here, provides us with an illustration.

(33) a. Lee kissed Jenny.
   b. Lee touched Jenny.

The implication of (33b) does not survive in the S family contexts and hence is neither backgrounded nor taken for granted by (33a).

A sentence can both entail and presuppose another sentence, as the former notion is based on how an implication is licensed, while the latter is based on its discourse status. Thus (42a) both entails and presupposes (42b).

(42) a. Joan realizes that syntax deals with sentence structure.
   b. Syntax deals with sentence structure.

If (42a) is true, then (42b) is true; at the same time (42b) is backgrounded and taken for granted by (42a) (note the survival of the implication in S family contexts).

On the definition of entailment that we have so far, a sentence can presuppose another sentence without entailing it. For example, sentence (43a) presupposes but does not entail (43b).

(43) a. If Bill discovers that syntax is easy, he will be delighted.
   b. Syntax is easy.

Sentence (43a) seems generally to need (43b) for felicity. Hence (43a) presupposes (43b). But in special circumstances this presupposition can be canceled (for instance, if the context makes it clear that the speaker doesn’t know whether syntax is easy; see the discussion of (40)). So on the definition of entailment we have so far, (43a) does not entail (43b), for there are circumstances where (43a) is true but (43b) needn’t be.

In sections 3.2 and 4 we will develop and modify this position. Our strategy involves viewing the presuppositions of a sentence as entailed contextually whenever the sentence is assertible. We could then revise the
notion of entailment in such a way that a sentence does indeed entail its presuppositions in this special sense.

3.1.2 Presupposition versus implicature  Sentence $A$ may presuppose sentence $B$ by means of a convention associated with the meaning of $A$ or by means of conversational dynamics. In the former case it will be a conventional implicature; in the latter a conversational one. An example of a presupposition that is a conventional implicature is the one associated with *but* (see the discussion of (39)). Some other words and constructions with presuppositions that appear to be conventional in nature are *even*, *manage*, cleft constructions, and pseudo-cleft constructions. An example of a presupposition that is also a conversational implicature is the one associated with *discover* (see the discussion of (40)).

A sentence can conversationally implicate another sentence without presupposing it. Examples are provided by implicatures like the one in (34), repeated here:

(34)  

a. Mary has a child.  
b. Mary has exactly one child.

Sentence (34b) follows from (34a) by conversational principles, but the latter is not backgrounded; (34b) is not a felicity condition for uttering (34a). On the other hand, perhaps all conventional implicatures are also presupposed.

There are many more interesting and important issues related to various forms of implication that we are unable to address here. The literature on the topic includes a wide range of typologies and terminological uses, and we had to make some choices as to which to follow. We have tried to come up with some criteria that are as far as possible sharp and suitable to our present purposes, which are those of isolating presuppositions from other implications and discussing some of their properties. We do not claim, however, to have provided a completely problem-free classification of types of implications.

We now turn to a consideration of what sort of empirical tasks a formal theory of presupposition faces. A theory that gives formal structure to the notion of being taken for granted should help us address two main questions: how is a presupposition triggered (introduced) and how is it projected (associated with larger structures embedding the smallest clause containing its trigger)?

To ask about triggers is to ask about how presuppositions are introduced into sentences (or utterances thereof). As we just saw, presuppositions can be triggered in one of two ways: conventionally or by conversational
maxims. What is interesting for our present purposes is that whether a presupposition is triggered conversationally or conventionally, the same questions arise about projection of the presupposition to larger sentences containing the clause with the trigger. Let us turn briefly now to the projection problem for presuppositions, first discussed in Morgan (1969) and Langendoen and Savin (1971).

To ask about projection is to ask about the conditions under which presuppositions, no matter how initially triggered, are projected from the clauses in which they are initially introduced to higher-level sentences in which these clauses are embedded. We have already seen that presuppositions associated with a simple affirmative declarative are often inherited by more complex sentences in which the simple sentence is embedded. Our S family test illustrates that presuppositions are typically maintained in negatives, interrogatives, and conditional antecedents. An hypothesis that comes to mind in this connection is that higher sentences always simply inherit the presuppositions of embedded clauses. This cumulative hypothesis was advanced by Langendoen and Savin in the 1969 talk on which their (1971) was based, but Morgan pointed out some difficulties for it. For example, the conditional in (44a) inherits the presupposition (44c) associated with its consequent clause but (44b) does not.

(44)  
\begin{enumerate}
\item If John were here, what Linda lost could be recovered.
\item If \([Linda]_i\), lost something, what \([she]_i\), lost was not valuable.
\item Linda lost something.
\end{enumerate}

The presupposition of the consequent clause in (44b) is, as it were, filtered out. For this reason, environments of this kind were dubbed filters by Karttunen (1973), where they were contrasted with holes, which do essentially work cumulatively and let all presuppositions through (examples are the environments used in our S family: negatives, interrogatives, and antecedents of conditionals), and with plugs, environments that always block inheritance of presuppositions. It has been claimed that the verb say is a presuppositional plug. Thus (45a) does not presuppose (45b) even though its complement clause does carry that presupposition.

(45)  
\begin{enumerate}
\item \([Melissa]_i\), said that \([she]_i\), knows that Elvis lives.
\item Elvis lives.
\end{enumerate}

Whether there are any true plugs is not clear, since verbs like say do sometimes apparently allow presuppositions to ascend from an embedded clause and in such cases look like filters; Karttunen says that plugs all "leak." For example, (46a) seems to acquire presupposition (46b), which is triggered by the pseudo-cleft construction in the embedded clause.
(46) a. Anthony said that what Joan lost on the flight was her flute.
    b. Joan lost something on the flight.

The projection problem for presuppositions is the problem of how to account systematically for the presuppositions of container sentences. Filters like conditional consequents are especially interesting, for they require some principled means for distinguishing the conditions under which presuppositions are inherited from those in which they are not. Intuitively, it seems that some principled explanation ought to be available. Sentence (44b), for example, is a conditional whose antecedent clause expresses the proposition that Joan lost something, which is the proposition that the consequent clause presupposes. Similarly, the conjunction in (47a) does not presuppose (47b), in spite of the fact that the second conjunct in isolation does presuppose (47b). This filtering effect seems to depend on the fact that the first conjunct of (47a) entails (47b).

(47) a. Keith has three children, and all Keith's children are asleep.
    b. Keith has some children.

That sentence (47a) does not have (47b) as a presupposition can be seen from the fact that (47a) is a perfectly fine answer to the question in (48).

(48) Does Keith have any children?

Semantic relations between the proposition expressed by one contained clause and that presupposed by a second contained clause seem to affect filtering of presuppositions to a third higher clause. We not only want to describe precisely how this works; if possible, we also want to show why the inheritance of presuppositions in compound and complex sentences works as it does.

The valuable and vast literature on presuppositions can be mined for insights into how presuppositions are to be understood, how they are triggered, and how they are projected. Much of the discussion predates formal theories of discourse, however, and its import may not always be immediately apparent. In this chapter we will use the analytical tools already introduced to present what seems to us a useful approach to presuppositional phenomena, offering only highly selective references to the heated debates of the 1960s and 1970s on the status of presuppositions. We are well aware, of course, that the present perspective owes much to that earlier work as well as to the more recent theoretical work we explicitly mention. 

3.2 Defining presupposition

We can now make more precise the intuitive idea of a proposition's being presupposed. Presuppositions are based on a set of assumptions that impose felicity conditions on utterances, what we called the common ground in chapter 4. The presuppositional common ground can thus be identified with a set of propositions. We will represent presuppositional common grounds by another contextual function, comgrd; comgrd(c) will designate the common ground at context c, the set of propositions that conversationalists take for granted in c. We make the following assumptions about comgrd(c):

(49) For any proposition \( p \in \text{comgrd}(c) \),
    
    a. that \( \text{sp}(c) \) believes \( p \in \text{comgrd}(c) \),
    
    b. that \( \text{adr}(c) \) believes \( p \in \text{comgrd}(c) \).

Condition (49a) says that the proposition that the speaker believes \( p \) is in the common ground if \( p \) is; (49b) does the same for the addressee. These conditions mean not that each conversationalist actually believes that \( p \) but simply that they each purport to believe that \( p \) for the purpose of that conversational exchange. Presuppositions in comgrd(c) are thus being treated as if they were mutually believed (at some discourse level), a fact that reflects their pragmatic character. 9

The analogy of the present view of presuppositions with the analysis of modality and modal reasoning discussed in chapter 5 is obvious. In chapter 5 we argued, following Kratzer (1981), that modals can be analyzed in terms of a modal base and an ordering source, both of which were viewed as contextually supplied sets of propositions. While presuppositional common grounds, modal bases, and ordering sources are clearly related from an intuitive point of view, they cannot be altogether identified, at least not without further elaboration. This is shown by examples like the following:

(50) Loren didn't sing. But she might have.

The first sentence in (50) clearly excludes the proposition that Loren sang from what the conversationalists take for granted. Yet the second sentence states that her singing might have taken place (and thus is compatible with the relevant modal base). It seems to follow that the modal base and the common ground must be viewed as distinct conversational backgrounds, for otherwise there would be no context with respect to which (50) could be true. Thus the picture that emerges from this is that the context supplies (in the form of distinct contextual functions) distinct conversational backgrounds: a presuppositional common ground (comgrd), a modal base
(mdb), and ordering source (ordsrc) and probably more. Conversational backgrounds interact in complex ways that should eventually be integrated in a unified theory of conversational assumptions. But to pursue this would take us well beyond the limits of the present work. In the remainder of this chapter we will focus on the presuppositional common ground (comgrd) without considering its interaction with other conversational backgrounds.

The propositions in comgrd(c) uniquely determine a set of circumstances, given by the intersection of the propositions in the common ground, \( \cap \) comgrd(c). These circumstances are just those in which all the propositions in comgrd(c) are true—the circumstances belonging to all those propositions—and can be thought of as the live possibilities left open by the common ground being presupposed. We adopt the terminology of Stalnaker (1978) and call this the context set. (Heim (1983) calls it the context, since she is not concerned in her analysis with other contextual functions.) Because we will often need to refer to the context set, we will use \( c^* \) to designate it \( (c^* = \cap \) comgrd(c))

\( c^* \neq \emptyset \)

Condition (51) requires that there be some worlds in which all the propositions in \( c \) are true, which amounts to requiring that the propositions in the common ground be consistent. This seems to be the ideal norm to which speakers tend to conform: conversationalists tend to discard inconsistencies as they are detected in order to allow some world or worlds countenanced by the discourse. It might well turn out that the requirement in (51) is too strong, and there are various ways in which it could be weakened. Our discussion would be unnecessarily complicated, however, if we were to allow for inconsistent common grounds, so for the purposes of this discussion we stick to condition (51).

We can now use the notion of common ground, what the discourse or conversationalists presuppose, to explicate the notion of what (the utterance of) a sentence presupposes. To keep our exposition simple, we are going to restrict ourselves to sentences that do not contain indexical expressions like I or you, even though this assumption can (and must) eventually be modified.

\( A \) sentence \( S \) presupposes a proposition \( p \) iff in any context \( c \) where

\( S \) has a semantic value relative to \( c \) (is true or false relative to \( c \));

\( (52) \)
As it stands, (53) does not allow for presuppositions that are conversationally rather than conventionally triggered, but the basic framework can be developed before we provide for this possibility. The basic idea behind definition (52) is that in a given context the presuppositions of a sentence must be assumed in order for that sentence to be true or false. In other words, sentences fail to have a truth value (fail to be interpretable) if their presuppositions are not assumed to be true (or taken for granted). Like so much else in semantics, this can be traced back to ideas articulated by Frege: presuppositions place constraints on the assignment of semantic values to sentences. Consider the case of a declarative in a context with a presupposition that fails. Consider, for example, an utterance of (30a), "Joan has stopped drinking wine for breakfast," which presupposes (30b), "Joan used to drink wine for breakfast." Suppose a context where it is known that Joan never drank wine for breakfast. In such a context, c* does not entail the proposition that Joan used to drink wine for breakfast (since c* entails that Joan has never drunk wine for breakfast, which is inconsistent with the presupposition). What (52) says is that in this context sentence (30a) could not be judged as either true or false. Frege noted that we are indeed reluctant to say in such cases that the sentence is either true or false.

A number of further observations are called for in connection with (52). The first is that (52) does not actually require that a presupposition be a member of the common ground, which might have seemed the most natural reconstruction of the intuitive notion of being taken for granted. This definition requires only that a presupposition be entailed by the propositions in that common ground. In this respect it is analogous to our earlier definition of the truth conditions for must, which involve entailment of a proposition by the modal base but not membership in it. A consequence of this is that the necessarily true proposition T, which is identified with the set of all possible worlds, is presupposed by any sentence whatsoever. This reflects the fact that necessary truths place no constraint at all on common grounds. Notice, however, that on our definition of common ground, this does not mean that the conversationalists actually acknowledge that some particular sentence expressing T ("two plus two is four," for example) is true in all possible worlds. Although it does go beyond our ordinary terminology to say that "John walks" presupposes that two plus two is four, no dramatically bad consequences seem to follow. The main
reason for dealing with $c^*$ and its entailments rather than with the membership of comgrd($c$) is formal simplicity. It will allow us to develop our account of projection properties more easily and does not seem to introduce undesirable consequences.

A second observation is that various nonstandard logics have been proposed for dealing with the truth-value gaps that failure of presupposition seems to bring. In particular, two general kinds of nonstandard logics have been applied to the study of presuppositions, three-valued and super-valuational logics (which have also been applied to analyses of certain kinds of vagueness or imprecision, discussed in chapter 8). However, pursuing treatments of presuppositions by means of three-valued logics or super-valuations and their relation to the approach considered here would take us too far afield, and we will therefore abstain from doing so.\textsuperscript{10}

To put definition (52) in the right perspective, it is useful to recall Lewis's scoreboard metaphor. Slots on the contextual scoreboard show values for the various contextual functions. Just as the sections on the scoreboard in Candlestick Park change as the game progresses, contextual functions assume different values as discourse progresses. Immediately before an utterance is produced, no one is registered as speaker in the sp box: if what is said is "I am hungry," it is evaluated relative to the context as altered by the production of the sentence (with, for example, Alice as value of sp($c$) if Alice uttered the sentence). Similarly, a demonstration that secures a reference for that will only get registered on the contextual scoreboard after the utterance is underway. Utterance of a sentence containing that will be infelicitous if the relevant slot remains empty after the utterance is complete.

The common ground too is affected by the utterance. Thus the common ground relative to which $S$ is judged for admissibility and interpreted will include not only everything in the common ground before $S$ was uttered but also propositions manifested to discourse participants during the utterance event, for instance, that sp($c$) has indeed uttered $S$ at tm($c$) in wrld($c$). Linguistic theory cannot say anything about which propositions these will be; it can start raining during our talk, and we may or may not register that fact in the common ground. It will depend on our attentiveness to our surroundings, including one another, and on what kind of discourse we take ourselves to be engaging in (suppose we're telling ghost stories).

What is especially interesting for our present purposes is that propositions that did not belong to the common ground prior to the utterance of $S$ may enter the common ground in order to \textit{accommodate} the presuppositions signaled by uttering $S$. 
Sentence (53a), when uttered, presupposes the proposition that (53b) would express had it been uttered instead.

(53)  

a. I just stopped smoking.  

b. I used to smoke.  

It is not at all unusual, however, for someone to utter (53a) in contexts where the propositions in the common ground entail nothing about that person’s smoking habits; in particular, we do not treat utterances of (53a) as infelicitous when (53b) is missing from the entailments of the common ground prior to the utterance of (53a). As mentioned in chapter 1, (53a) could be offered to an airline clerk by a passenger explaining a request for a nonsmoking seat. What seems to happen in such cases is that the proposition that sp(c) used to smoke is simply added to the common ground at c as if it had been there all along.

Lewis (1979) dubbed this phenomenon accommodation, suggesting that “if at time t something is said that requires presupposition p to be acceptable, and if p is not presupposed just before t then—ceteris paribus—presupposition p comes into existence” (p. 172). Of course, other things are not always equal, and accommodation is not automatic. If, for example, the presupposition required is inconsistent with what is already in the common ground, the utterance is infelicitous, because its presupposition cannot be accommodated by simple addition to the existing common ground. And there are various other constraints on accommodation (for limitations on possibilities for interpretation of definite NPs see Heim (1982), and see also Soames’s (1979) suggestion that what is accommodated must be uncontroversial). Still, there seems to be a general tendency to accommodate by extending the common ground to include the needed presupposition p unless \( \neg p \) is already in the common ground.

Note that accommodation can occur in a conversation even where the admitted presupposition is thought to be false by one of the conversationalists. For example, question (54a) may bring response (54b) even though (54c), which (54a) presupposes, is false.

(54)  

a. Would you like some more sherry?  

b. No thanks.  

c. The addressee of (54a) has had some sherry.  

In this case, the addressee toward whom (54a) is directed allows (54c) to remain in the common ground, presumably because there is no reason to think that it will play any further role in developing that common ground, since it is peripheral to the general discourse purposes.
So if S presupposes p, what matters is not whether p is registered in the comgrd scoreboard slot immediately prior to the utterance of S (what we might call the preutterance context) but whether it is so registered at the stage of assigning and evaluating propositional content (what we can call the context of utterance or the context relative to which S may potentially accomplish a shift to a new postutterance context). The common ground of the context of utterance typically includes information on the identity of the speaker and such propositions as that sp(c) has uttered S or that it has just begun raining in loc(c); it may also differ from the preutterance common ground in including (or at least entailing) an accommodated presupposition required to make the utterance of S felicitous, along with various propositions inferred from this enriched common ground. But as always, we do not add to the common ground a proposition p that is inconsistent with some other proposition q already there, at least not without discarding q.

4 Projecting Presuppositions Recursively

What we will do in this section is show how (52) can be made explicit in terms of the semantic apparatus we have developed and how presupposition projection can be dealt with.

4.1 Some empirical properties of filters

In section 3.1 we introduced some of the problems associated with presupposition projection. As pointed out there, the most interesting case is constituted by so-called filters like and, or, and if ... then. Let us try to illustrate more explicitly what the problem is by trying to state informally the relevant empirical generalizations about the filtering properties of these items.

Consider and first. As a first shot, the projection properties of and seem to be that the presuppositions of a sentence of the form “p and q” are the presuppositions of both p and q, unless p entails the presuppositions of q. In the latter case the presuppositions of q are filtered out, and only the presuppositions of p are passed up. Let us illustrate. Consider the following:

(55) a. John doesn’t know that syntax is easy, and Mary hasn’t discovered that syntax is beautiful.

b. Syntax is easy.

c. Syntax is beautiful.

The first conjunct of (55a) presupposes (55b). The second conjunct pre-
supposes (55c). The conjunction as a whole presupposes both (55b) and (55c). Consider next example (47) of section 3.1, repeated here:

(47) a. Keith has three children, and all Keith’s children are asleep.  
    b. Keith has some children.

Here the second conjunct presupposes (47b). However, the first conjunct entails (47b), and thus the presupposition is filtered out and the second conjunct as such doesn’t put any restriction on admitting contexts for the sentence. Notice that switching the conjuncts around in (47) makes a difference:

(56) All of Keith’s children are asleep, and Keith has three children.

It would be odd to utter (56) in a context where (47b) is not presupposed. Thus, the presuppositional properties of a conjunction are not symmetric (the presuppositions of “p and q” are not the same as the presuppositions of “q and p”), while the truth-conditional content of a conjunction arguably is.

Indeed, even if \( p \) does not by itself entail the presuppositions of \( q \), those presuppositions are filtered out in a context \( c \) where the addition of \( p \) to the common ground in \( c \) yields a set of propositions that jointly entail the presuppositions of \( q \). Suppose, for example, that the common ground includes (57a). In such a context, asserting (57b) filters out the presupposition of the second conjunct, the proposition expressed by (47b).

(57) a. If Keith is married to Linda, then he has children.  
    b. Keith is married to Linda, and all his children are asleep.

So the correct generalization seems to be that “\( p \) and \( q \)” uttered in a context inherits all the presuppositions of both \( p \) and \( q \) except for any presuppositions of \( q \) that are contextually entailed by \( p \) (that is, entailed by \( p \) together with the propositions already in the common ground).

Essentially the same generalization seems to apply to conditionals. The presuppositions of “if \( p \) then \( q \)” are the presuppositions of both \( p \) and \( q \), unless \( p \) contextually entails the presuppositions of \( q \), in which case only the presuppositions of \( p \) are inherited by the conditional. Let us illustrate.

(58) a. If it was Linda who solved the projection problem, it was Bill who solved the problem of weak crossover.  
    b. Someone solved the projection problem.  
    c. Someone solved the problem of weak crossover.

The antecedent of (58a) presupposes (58b). The consequent presupposes (58c). The conditional as a whole presupposes both (58b) and (58c). Con-
Contrast this with the following:

(59) If someone solved the projection problem, it was Linda.

Here the antecedent entails the presuppositions of the consequent, which are accordingly filtered out. And as with conjunction, what matters is whether the antecedent together with other propositions already in the common ground entails the presuppositions of the consequent. Suppose again that the common ground includes the proposition expressed by (57a). In such a context, uttering (60) filters out the presupposition of its consequent clause, the proposition expressed by (47b), “Keith has some children.”

(60) If Keith is married to Linda, all of his children are asleep.

Consider finally disjunction. Its presuppositional properties appear to be the following. A sentence of the form “p or q” generally inherits the presuppositions of both p and q, unless one of the disjuncts is contextually incompatible with the presuppositions of the other. In this case the incompatible presuppositions are filtered out. Consider (61).

(61) a. Either John doesn’t know that syntax is easy, or Mary hasn’t discovered that syntax is beautiful (I don’t remember which).

b. Syntax is easy.

c. Syntax is beautiful.

Here the first clause presupposes (61b); the second (61c). The disjunction as a whole presupposes both (61b) and (61c). Consider now the following:

(62) a. Either no one has solved the projection problem, or it was Linda who did.

b. Someone solved the projection problem.

Here the second conjunction of (62a) presupposes (62b). But the first conjunct is incompatible with (62b); it entails the negation of (62b). Thus the presupposition of the second conjunct is filtered out. Notice that the order of the disjuncts here makes no difference:

(63) Either it was Linda who solved the projection problem, or no one did.

Sentence (63) does not presuppose (62b), although the first clause of (63) taken in isolation does. This seems to show that the presuppositional properties of disjunction (like its truth-conditional content) are symmetric (the presuppositions of “p or q” are identical with the presuppositions of “q or p”).
Again we note that contextual incompatibility filters presuppositions of disjunctions. If the common ground at \(c\) includes (64a), then the disjunction (64b) does not presuppose (64c), even though the first disjunct of (64b) by itself would presuppose (64c) in that context.

(64)  
\begin{align*}
  &a. \text{All lawyers are rich.} \\
  &b. \text{Either Mary discovered that John is poor, or she discovered that he is a lawyer.} \\
  &c. \text{John is poor.}
\end{align*}

If the common ground does not include (64a) or something similar that would make Mary's discovering that John is a lawyer incompatible with his being poor, then indeed uttering sentence (64b) would presuppose (64c).

Karttunen and Peters (1979) articulated essentially these filtering principles except that their account does not allow for the possibility that contextually available propositions can affect presupposition projection and thus fails to deal satisfactorily with cases like those in (57), (60), and (64). The discourse-theoretic approach we present below does not suffer from this limitation and is in this respect empirically more adequate.

Exercise 5 Consider a sentence of the form “If not \(q\) then (\(p\) and \(r\))” and propositions \(h\), \(f\), and \(g\) such that \(q\) presupposes \(h\), \(p\) presupposes \(f\), and \(r\) presupposes \(g\). Assume that \(p\) does not entail \(g\) and that not \(f\) entails \(q\).

(a) According to the generalizations discussed above, what do we expect the presuppositions of “If not \(q\) then (\(p\) and \(r\))” to be in a null context (where the common ground is empty)?

(b) Construct a concrete example of a sentence of the form “If not \(q\) then (\(p\) and \(r\))” where the relations described at the beginning of this exercise obtain, and see whether its presuppositions in a null context are the expected ones.

In simplified terms these appear to be the filtering properties of \(\text{and}\), \(\text{if} \ldots \text{then}\), and \(\text{or}\). Negation, as we saw, is instead a hole. Two questions now arise in this connection. First, how are these properties of the logical connectives to be formally captured? Second, why are these properties the way they are?

Answering the second question implies addressing such issues as the following: Can there be a language that associates with conjunction the projection properties that in English are associated with disjunction? Can there be a language where conditionals are presuppositionally like disjunction rather than conjunction?
A priori, positive answers to the above questions seem highly implausible. Why? Well, intuitively the projection properties described above seem strong candidates for being linguistic universals. This makes sense if the projection properties of the connectives considered above follow from their meanings (which also are strong candidates for universals) plus perhaps general principles concerning how discourse unfolds. In other words, we want a way of formally characterizing how presuppositions are projected that is not only empirically adequate but also sheds light on the relevant empirical generalizations by deriving them from general principles (and, of course, the truth-conditional semantics of the relevant connectives).

We think that recent work on this topic gives us reason for being optimistic about the possibility of attaining this goal. We will next try to show this by presenting a highly simplified version of the theory of presupposition projection developed in Heim (1983).

4.2 Dynamic sentential semantics and presupposition

So far we have been characterizing the truth-conditional content of sentences in static terms: a sentence has a truth value relative to a context, a value assignment to variables, and a world-time pair. However, we noted at several points in our previous discussion that sentences interact in a dynamic way with the context in which they are uttered. The result of uttering a sentence $S$ in a context $c$ leads to a new context $c'$. We can try to represent this by saying that sentences are associated with functions from contexts to contexts. We might call such functions context-change potentials. As Stalnaker (1978) proposes, the context-change potential of a sentence in simple cases can be viewed as narrowing down the set of live alternatives by excluding those incompatible with the sentence. Let $p$ be the static semantic value of a sentence, the proposition it expresses according to the semantics we have developed so far. Its dynamic value can be represented as a function mapping a context set $c^*$ to $c^* \cap p$. This amounts to excluding from the original $c^*$ all the situations in which $p$ is false; this is the effect of adding the proposition $p$ to the set of propositions in $\text{comgrd}(c)$, taking $\text{comgrd}(c') = \text{comgrd}(c) \cup \{p\}$.

Heim suggests that by developing Stalnaker's idea we can get some insight as to why presuppositions project the way they do. To see this, we will have to develop more explicitly the notion of context-change potential. Here is one way of doing it.

The interpretation function $[ ]^{M,g,w,i,c}$ as we have defined it is a fully defined (or total) function. It always assigns a value to sentences. This function is designed to deal with the static value of a sentence, the truth
conditions it has if we abstract away from the impact sentences have on the context in which they are uttered. To deal with presuppositions, however, we need a more general characterization of the truth-conditional import of a sentence, one that takes into account its dynamic interaction with the context and consequently leaves open the possibility that some contexts may be unsuited for interpreting a given sentence, as our semi-formal characterization of presupposition in (52) assumes. To this end let us now redub the static truth conditions of a sentence S as characterized by $\mathcal{M}_{g, w, i, c}$ its proto-truth-conditions. Using the notion of proto-truth-conditions, we will be able to define recursively the context-change potential of a sentence as a function from context sets to context sets. Such a notion will then naturally lead to a more general characterization of the truth-conditional import of a sentence (which we will call its truth conditions proper).

Let $c + S$ designate the context produced by uttering $S$ in $c$. Formally, a context-change potential will be a partial function $|S|^\rho,c$ (for an assignment to variables $g$ and a context $c$) that maps the context set of its utterance $c^*$ onto a new context set $|S|^\rho,c(c^*)$. Let $c^* + S$ designate $|S|^\rho,c(c^*)$, the context set that results from the felicitous assertion of $S$ (or the realization of whatever locutionary force is associated with $S$); $c^* + S$ is the context set associated with $c + S$. Clauses (65–67) below show how we might recursively define $|S|^\rho,c$.

We will explicitly deal here only with negation and conjunction. The same method can be generalized to conditionals, disjunctions, and quantifiers, but we will not do so here. The treatment of negation and conjunction should suffice to give the reader a fair idea of the main features of the present approach.

(65) Let $S$ be an atomic sentence not containing connectives or modals. Let $\text{Int}_{g,c}(S)$ (the intension of $S$ relative to $c$ and $g$) be 
\[
\{ (w', i') : [S]_{M, g, w', i', c} = 1 \}.
\]
We then stipulate that $|S|^\rho,c(c^*) = c^* \cap \text{Int}_{g,c}(S)$ if $c^* \subseteq p$ for any $p$ that $S$ presupposes. If for some $p$ that $S$ presupposes, $c \not\subseteq p$, $|S|^\rho,c(c^*)$ is undefined.

Clause (65) is just what Stalnaker proposed in general for assertion of a simple declarative sentence $S$: when the proposition that $S$ is added to the common ground, that proposition is intersected with the existing context set. To simplify the notation, we will omit reference to $g$ and $c$ in $|S|^\rho,c$ and will write $S^i$ for $\text{Int}_{g,c}(S)$. In this unofficial notation (65) becomes either of the following equivalent formulas with the same provisos as in (65):

\[(65') a. |S|(c^*) = c^* \cap S^i \]
\[b. c^* + S = c^* \cap S^i \]
Recall that we can think of propositions as regions of logical space, the sets of world-time pairs in which the proposition is true. A context set is itself a proposition (the conjunction of all the propositions in the set) and is thus a region of logical space. We further assume that the presuppositions associated with atomic sentences can be listed or otherwise finitely specified. Thus, for example, the atomic sentence “John managed to get the MIT job” presupposes that getting the MIT job was hard for John. In a context \( c \) where such a presupposition is not satisfied (or entailed by the context set \( c^* \)) \(|\text{John managed to get the MIT job}|\) would be undefined, reflecting the fact that such a context cannot be incremented by the information associated with “John managed to get the MIT job” (unless the relevant presupposition is accommodated in the context). Similarly, a sentence like “John regrets that he lost his job” presupposes that he did lose his job. In a context where it is assumed that he in fact did not, \(|\text{John regrets that he lost his job}|\) would be undefined.

The presuppositions associated with specific grammatical constructions can be treated in the same way. For example, cleft sentences of the form “It was NP that S” presuppose that someone or something satisfies sentence S. We can illustrate what happens in calculating context incrementation involving simple cleft sentences (clefts where S in “It was NP that S” is atomic) by means of the example illustrated in figure 6.2. Let \( c^* \) be the proposition that Kermit was killed by either Ms. Piggy or by the butler. Let \( S_1 \) be “It was the butler who killed Kermit.” And let \( S_1^p \) be the proposition that the butler killed Kermit. \( S_1^p \) is the proposition expressed by \( S_1 \). Figure 6.2 shows a situation where \( c^* \) is taken as a context set of a context \( c \) that admits \( S_1 \). \( S_1^i \) is the proposition that the butler killed Kermit. \( S_1 \) presupposes that Kermit was killed by someone (\( S_1^p \) in figure 6.2). In general, we let \( S^p \) stand for the presupposition(s) associated with S. In the given context, \( S_1^p \) is satisfied (it is entailed by \( c^* \)). We show this

![Figure 6.2](image-url)
graphically by including the region associated with the context set $c^*$ in the region associated with $S_1^p$ (the presupposition associated with $S_1$). The shaded area, which is the intersection of $c^*$ and $S_1^i$, is $c^* + S_1$ (or $|S_1|(c^*)$); this is the context set of $c + S_1$.

Let us next consider in $c + S_1$ a new sentence $S_2$ (say "The butler regrets that he killed Kermit"), with presupposition $S_2^p$ (the proposition that the butler killed Kermit). Figure 6.3 shows what happens. Let $c^*$ be the proposition that Kermit was killed by either Ms. Piggy or by the butler. Let $S_1$ be "It was the butler who killed Kermit." Let $S_1^p$ be the proposition that Kermit was killed by someone. Let $S_2$ be "The butler regrets that he killed Kermit." And let $S_2^p$ be the proposition that the butler killed Kermit. $S_1^i$ and $S_2^i$ are the propositions expressed by $S_1$ and $S_2$ respectively. Note that $c^* + S_1$ is included in $S_2^p$, but the original $c^*$ is not. In other words, $S_2$ is admitted in $c + S_1$ but is not admitted in the original $c$. This shows how an assertion, by altering the context set, can help satisfy presuppositions of subsequent utterances. Since $c^* + S_1$ entails $S_2^p$, the context set after $S_2$ is uttered is successfully restricted to $(c^* + S_1) + S_2$, which is indicated by the crosshatched area.

Figure 6.4 shows the original context set $c^*$ with $S_2^i$, which it does not entail. In this case we cannot move to $c^* + S_2$ (indicated by the crosshatched area). On our assumptions about the context $c$ and its context set $c^*$, $|S_2|(c^*)$ is undefined, which captures the fact that $S_2$ is not felicitously assertible in $c$; context $c$ cannot be incremented by $S_2$. In other words, to utter "The butler regrets that he killed Kermit" would be infelicitous in a context where, for all we know, he might not be the killer. We must add to the original context the information that it was indeed the butler who killed Kermit, either by an assertion or possibly by a process of accommodation.

Actually, the context set associated with $c + S_1$ can also be affected by the beliefs that the utterance of $S_1$ triggers for the conversationalists.
However, for simplicity we will ignore the addition of these further implicit propositions in our discussion. Strictly speaking, a sentence $S$ is uttered in a context $c$ and is felicitous (or infelicitous) in $c$. However, it is the context set $c^*$ that determines the felicity of $S$ in the context $c$, so we will sometimes speak of $S$ as uttered and felicitous in $c^*$. This is to be understood as shorthand for saying that $S$ is uttered and felicitous in context $c$ with context set $c^*$. We will also sometimes say that $c$ or $c^*$ admits $S$; this is shorthand for saying that the utterance of $S$ in context $c$ with context set $c^*$ is felicitous (that $c^*$ entails the presuppositions of $S$).

Let us now turn to negation. We want to define the context change potential of “not $S$” in terms of that of $S$. We can do so with either of the following equivalent formulas.

\[(66) \quad \text{a. } |\neg S|(c^*) = c^* - |S|(c^*)\]
\[\text{b. } c^* + [\neg S] = c^* - [c^* + S]\]

The net effect of clause (66) is simply to subtract from $c^*$ the worlds in which $S$ is true. This happens in the following way. First we compute $|S|(c^*)$ (as if $S$ were asserted in context $c$). Then we take the complement of the result with respect to the original context set.

The definition in (66) has an interesting consequence. Suppose that $|S|(c^*)$ is undefined. Then $|\neg S|(c^*)$ will also be undefined, as the latter is defined in terms of the former. Now $|S|(c^*)$ will be undefined if $c^*$ does not satisfy (or entail) the presuppositions associated with $S$. It follows, then, that a context $c$ for “not $S$” must satisfy the same presuppositions as a context for $S$, since $|S|(c^*)$ must be defined for $|\neg S|(c^*)$ to be defined. In other words, we derive the observation that negation is a hole as a simple consequence of the fact that the way “not $S$” affects the context is defined in terms of the way in which $S$ does. Let us illustrate this further by means of an example. Let $c^*$ be the proposition that the conversationalists know
that Kermit was killed by either the butler or Ms. Piggy, that they don’t know which of the two is the murderer, and that they do not believe that either Ms. Piggy or the butler has killed anybody else. Let $S_1$ be “It wasn’t Kermit that Ms. Piggy killed.” Let $S_0$ be “It was Kermit that Ms. Piggy killed.” And let $S_0^b$ be the proposition that Ms. Piggy killed someone. As noted above, $S_1^\sim$ and $S_0^b$ are the propositions expressed by $S_1$ and $S_0$ respectively. Intuitively, uttering $S_1$ in $c^*$ (as described in figure 6.5) is infelicitous. In figure 6.5, $S_1^i$ is represented by the horizontal lines. The infelicity of uttering $S_1$ in a context $c$ with context set $c^*$ follows, since to compute $c^* + S_1$, we first have to compute $c^* + S_0$. But $c^* + S_0$ is undefined, since the presupposition of $S_0$ (namely $S_0^b$) is not satisfied in $c^*$ (that is, $c^* \not\in S_0^b$).

By way of contrast, consider uttering in $c^*$ the sentence “It wasn’t Ms. Piggy who killed Kermit.” The results are illustrated in figure 6.6. Let $c^*$ be as in figure 6.5. Let $S_2$ be “It wasn’t Ms. Piggy who killed Kermit.” Let $S_3$ be “It was Ms. Piggy who killed Kermit.” And let $S_3^b$ be the proposition that Kermit was killed by someone. $S_2^i$ and $S_3^i$ are the propositions expressed by $S_2$ and $S_3$ respectively. The result is felicitous. According to our rule, we proceed by computing first $c^* + S_3$. Since the presuppositions $S_3^b$...
are satisfied in \(c\) (that is, \(c^* \subseteq S_3\)), this gets us to the worlds of \(c^*\) in which Ms. Piggy killed Kermit (indicated by vertical lines). We then take the complement of the resulting set (indicated by the crosshatching), and this will be the resulting context set, namely, \(c^* - (c^* + S_2)\). We have now ruled out as live possibilities those where Ms. Piggy kills Kermit, which were admitted by the original \(c\) with context set \(c^*\). This shows how the results of our algorithm match our intuitions with respect to how presuppositions are projected in negative contexts. The presuppositions of a sentence are passed up across negation. By assigning to negation the context-change potential in (66), we can derive this fact, since computing \(c^* + \text{not } S\) involves as a first step computing \(c^* + S\), which will be undefined if \(c^*\) does not entail the presuppositions of \(S\). We consider later how the status of the negative as a hole is compatible with our earlier observation that some presuppositions appear to be defeasible in certain negative contexts.

Let us now consider conjunction. Here too we have the following equivalent formulas:

\[
\begin{align*}
(67) \quad a. \quad |S_1 \text{ and } S_2| \cdot (c^*) &= |S_2| \cdot (|S_1| \cdot (c^*)) \\
\quad b. \quad c^* + [S_1 \text{ and } S_2] &= [ [c^* + S_1 ] + S_2 ]
\end{align*}
\]

The basic idea here is that conjunctions are processed linearly. To assert "\(S_1\) and \(S_2\)" amounts to the same thing as asserting first \(S_1\) and then following that assertion by an assertion of \(S_2\) (in the same discourse). This gives to the conjuncts an asymmetric status in the spirit of Stalnaker's observation that when a conjunction is asserted, the relevant context set for the second conjunct has already been restricted by prior assertion of the first conjunct. An immediate consequence of this is that for \(c\) to admit "\(S_1\) and \(S_2\)," it is not required that \(c\) admit both \(S_1\) and \(S_2\); rather, all that is required is that \(c\) admit \(S_1\) and the incremented context \(c + S_1\) admit \(S_2\). That is, what is necessary is that \(c^*\) entails \(S_1^p\) and \(c^* + S_1\) entails \(S_2^p\). Recall our observation that any presuppositions triggered by \(S_2\) that are contextually entailed by \(S_1\) are filtered out. Let us see how our definition guarantees this result.

What our definition of conjunction requires is that the presuppositions of \(S_2\) are entailed by \(c^* + S_1\). But this is just what it means to say that \(S_1\) contextually entails \(S_2^p\). In set-theoretic terms, what is required is that \(c^* + S_1 \subseteq S_2^p\). Yet as figures 6.7 and 6.8 illustrate, this is possible even where \(c^* \notin S_2^p\). Figure 6.7 illustrates the case where \(S_1\) actually entails \(S_2^p\) (set-theoretically, \(S_1^l \subseteq S_2^p\)). In this case, it follows from set-theoretic principles that \(c^* + S_1 = c^* \cap S_1^l \subseteq S_2^p\). For figure 6.7 let \(c^*\) be the proposition that Keith has three children but it is not known whether any of them are asleep.
Let $S_0$ be "All of Keith's children are asleep, and Joan regrets it." Let $S_1$ be "All of Keith's children are asleep." Let $S_1^p$ be the proposition that Keith has children. Let $S_2$ be "Joan regrets that all of Keith's children are asleep." And let $S_2^p$ be the proposition that all of Keith's children are asleep. $S_1^p$ and $S_2^p$ are the propositions expressed by $S_1$ and $S_2$ respectively. We can see that although $c^*$ does admit $S_1$ ($c^* \subseteq S_1^p$), it does not admit $S_2$ ($c^* \notin S_2^p$). But $c^* + S_1$ does admit $S_2$ ($c^* + S_1 \subseteq S_2^p$). Thus it is felicitous to utter $S_0$ ("$S_1$ and $S_2$") in $c^*$, although it would be infelicitous to utter just $S_2$ in $c^*$. The presuppositions of the second conjunct are filtered out because they are entailed by the first conjunct (set-theoretically, $S_1^p \subseteq S_2^p$). In this case the first conjunct automatically sets up the context for the felicitous utterance of the second conjunct.

Next let us consider figure 6.8. Let $c^*$ be the proposition that it would be difficult for Joan to land a job on Wall Street, but if she does land a job on Wall Street, she'll be rich and furthermore that she may not land such a job and may remain poor. Let $S_0$ be "Joan managed to land a job on Wall Street, and she doesn't regret that she'll be rich." Let $S_1$ be "Joan managed to land a job on Wall Street." Let $S_1^p$ be the proposition that it was difficult for Joan to land a job on Wall Street. Let $S_2$ be "Joan doesn't regret that
she'll be rich." And let \( S_2^p \) be the proposition that Joan will be rich. \( S_1^f \) and \( S_2^f \) are the propositions expressed by \( S_1 \) and \( S_2 \) respectively. Again we see that it is felicitous to utter \( S_0 \) in context \( c \) with context set \( c^* \) because \( c^* \) itself entails the presuppositions of \( S_1 \) and although \( c^* \) doesn't entail the presuppositions of \( S_2 \) (it would not be felicitous just to utter \( S_2 \) in \( c \)), \( c^* + S_1 \) does entail those presuppositions. This case is different from that of figure 6.7, however, in that \( S_1 \) alone does not entail \( S_2^o \) (\( S_1 \not\in S_2^o \)); we have to add the assumptions in \( c \) that restrict \( c^* \) to get the required entailment. The first conjunct does not automatically set up a context for felicitous utterance of the second conjunct, but with the supporting propositions in the assumed context, uttering \( S_1 \) in the first context and moving to \( c^* + S_1 \) does indeed yield a context felicitous for utterance of \( S_2 \).

Finally, figure 6.9 illustrates a case where the first conjunct does not even contextually entail the second and where, although the context admits the first conjunct, it does not admit the second. In such a case the presuppositions of the second conjunct are not filtered out, and thus it is infelicitous to utter the conjunction in such a context. Let \( c^* \) be the proposition that Joan got lost but nothing is known about her health. Let \( S_0 \) be "Paul regrets that Joan got lost, and Bill that she got sick." Let \( S_1 \) be "Paul regrets that Joan got lost." Let \( S_1^i \) be the proposition that Joan got lost. Let \( S_2 \) be "Bill regrets that Joan got sick." And let \( S_2^i \) be "Joan got sick." \( S_1^i \) and \( S_2^i \) are the propositions expressed by \( S_1 \) and \( S_2 \) respectively. As we can see, \( c^* + S_1 \not\in S_2^i \), and thus the presuppositions of the second conjunct have not been satisfied. To summarize, our definitions guarantee that a conjunction can be uttered felicitously only in a context that satisfies the presuppositions of the first conjunct and satisfies all the presuppositions of the second conjunct that are not contextually entailed by the first conjunct. These filtering properties of conjunction, which we observed earlier, are a natural consequence of its dynamic properties and thus need not be separately stipulated.
Exercise 6  Consider (47a), repeated here as (1c).

(1)  a. Keith has three children.
    b. Keith has some children.
    c. Keith has three children, and all Keith’s children are asleep.

The second conjunct of (1c) presupposes (1b). However, (1c) does not, the reason being that its first conjunct, (1a), entails (1b). Diagram a context set $c^*$ that does not entail the presuppositions of (1b). Then diagram (1a) and (1b). Using the resulting diagram, show that the addition to $c^*$ of the first conjunct sets up a new context set that entails the presuppositions of the second conjunct of (1c).

Definitions (65'), (66), and (67) illustrate how sentences can be assigned a dynamic semantic value that reflects the way in which they affect (and are affected by) the context in which they are uttered. We assume that definitions along these lines can also be provided for other constructions (such as quantifiers, modals, etc.). Then using our notion of context-change potential ($|S|$), one can assign truth conditions to sentences in a way that directly reflects their presuppositional properties, that is, we can make explicit our semiformal definition (52). Such truth conditions can be represented in terms of a partial function $\| M, g, w, i, c \|$ that assigns to a sentence $S$ its truth value relative to model $M$, assignment $g$, and context $c$ and in world $w$ at time $i$. We will be interested only in contexts that are proper in a certain sense. For any interpretation function $\| M, g, w, i, c \|$ we say that a context is proper iff $\langle w, i \rangle \in c^*$, that is, iff the world at which a sentence is evaluated is a member of the context set. This means that $\langle w, i \rangle$ is considered as a live alternative by the conversationalists. Accordingly, $\| M, g, w, i, c \|$ is defined as follows:

(68) For every $M, g, w, i, c$ (where $\langle w, i \rangle \in c^*$), $\| S \|^M, g, w, i, c = 1$ iff $\langle w, i \rangle \in |S|(c^*)$.

The idea underlying (68) is that a sentence is true in $\langle w, i \rangle$ relative to a context $c$ iff the result of uttering $S$ in $c$ leads to a context that keeps $\langle w, i \rangle$ among the live alternatives. The rationale for such a definition can be illustrated in terms of the following example. Suppose we want to know the truth value of a simple sentence $\psi$ in $\langle w, i \rangle$ relative to context $c$. By uttering $\psi$ in $c$ we switch to the context set $c^* \cap \psi^1$. Obviously, the worlds in $c^* \cap \psi^1$ are all worlds in which $\psi$ is true (they are essentially the intension of $\psi$ as restricted by the context set $c^*$). Thus if $\langle w, i \rangle \in c^* \cap \psi^1, \psi$ will be true in $\langle w, i \rangle$ (relative to $c$). More complex cases work in pretty much the same way.
Note that if the presuppositions associated with a sentence $\psi$ are not satisfied in $c$, $|\psi|(c)$ will be undefined, and thus for any world $w$ and time $i$, $\psi$ will fail to have a truth value in $\langle w, i \rangle$ relative to $c$.

Perhaps it is appropriate at the point to summarize how the recursive specification of context-change potentials and truth conditions work in the model we have been assuming. The first step is the definition of the function $[S]_{M \cdot g \cdot w \cdot i \cdot c}$. This gives us what we have called the proto-truth-conditions of $S$ in $w$, $i$ relative to context $c$. This characterizes the truth-conditional import of $S$ in a way that abstracts away from presuppositional phenomena. $[S]_{M \cdot g \cdot w \cdot i \cdot c}$ is complete; it always assigns a truth value to $S$ (relative to the relevant parameters). In terms of $[S]_{M \cdot g \cdot w \cdot i \cdot c}$ we then recursively define the context-change potential of $S$ ($|S|$) for an arbitrary $S$. This is done as in clauses (65–67) above. $|S|(c^*)$ is a partial function defined only if $c^*$ entails the presuppositions associated with $S$. Finally, in terms of $|S|$ we define the truth conditions for $S$, namely, $\|S\|_{M \cdot g \cdot w \cdot i \cdot c}$. These truth conditions will be also partial, which reflects both the partiality of $|S|(c^*)$ and our treatment of truth as just truth preservation among the live possibilities in a context.

What we have presented here is a rough first approximation. There are various ways in which the present recursion could and undoubtedly should be extended and modified. One has to spell out the context-change potentials of implication, disjunction, quantifiers of various kinds, modals, etc., and doing so might lead us to revise significantly what we have done above. Our goal here was to illustrate how our truth-conditional approach can be generalized to deal with context dependency and presuppositions in a way that sheds light on the nature of these phenomena. The feature in the approach sketched above that we think is likely to survive further revisions is that one can look at semantics dynamically by considering not just whether a sentence is true or false in a given context but also how such a sentence affects the context in which it is uttered. In particular, the filtering properties of conjunction, as opposed to the behavior of negation, seem to follow naturally from this dynamic view of meaning. By adding the first conjunct to a context $c$, we automatically add to $c$ the entailments of that conjunct. These create a new context for the second conjunct. The projection properties of conjunction are an immediate consequence of this. In this sense the analysis is sensitive to Gazdar's (1979) observation that the principles that guide presupposition projection are not just arbitrary. The projection properties of connectives are directly linked to how sentences formed with those connectives actually function in discourse.
4.3 Defeasibility

There is an aspect of the treatment we have adopted that deserves some discussion. In chapter 1 and throughout this book we have maintained that the main features of presuppositions are (a) their survival in various contexts (the S family), including negation, and (b) their defeasibility in certain circumstances. In our formal treatment we have essentially assimilated presuppositions to context-dependent entailments, with the proviso that sentences receive a value only if their presuppositions are entailed by the context set. This feature, which the present approach shares with treatments of presuppositions in terms of supervaluations or three-valued logics, is dictated by the fact that in classical bivalent logic only tautologies are entailed by a sentence and its negation.\(^{11}\)

This raises the issue of how presuppositions can be defeated. We believe that the extent to which presuppositions are defeasible depends on whether they are triggered conventionally or by means of implicit contextual assumptions. We now turn to a discussion of this distinction.

We suggested in chapter 4 (and above in the present chapter) that the implications of an utterance can in principle be divided into two classes: those that depend only on what is stipulated by the language system (plus a logic) and those that require further nonlinguistic (and defeasible) premises. The first set includes entailments and also what Grice called conventional implicatures. The second set includes conversational implicatures of both the generalized and the particularized variety. This distinction, as pointed out above, also applies to the propositions that an utterance presupposes. Some presuppositions apparently are assigned to a sentence S just by the rules of the language system (together with a logic), whereas others require the addition of certain default pragmatic premises to S.

In fact, as Karttunen and Peters (1979) point out, conventional implicatures generally give rise to conventionally triggered presuppositions and can be essentially assimilated to the latter. Typical conventional presuppositional triggers are cleft sentences or lexical items like fail to, even, and manage. By virtue of meaning alone (69a) and (70a) presuppose (69b) and (70b), respectively.

\[ \begin{align*}
(69) & \quad a. \text{Even Pavarotti likes Sophia Loren.} \\
 & \quad b. \text{Pavarotti is the least likely or most surprising member of some contextually salient group to have the property of liking Loren.} \\
 & \quad c. \text{Pavarotti likes Loren.}
\end{align*} \]

\[ \begin{align*}
(70) & \quad a. \text{James Bond managed to kiss Sophia Loren.}
\end{align*} \]
b. There was some difficulty involved in Bond’s bringing about his kissing of Loren.

c. Bond intentionally kissed Loren.

Contexts admitting sentences like (69a) must have context sets that entail something along the lines of (69b). But this ranking implication depends heavily on such contextual factors as subjective judgments of relative likelihood and the like. Speakers choosing such a mode of expression in some sense thereby announce their own ranking choices in much the same way that modals can be used to express speakers’ wishes.

(71) Oh, it can’t rain tomorrow: the picnic is planned.

It may seem odd to say that this wish that it will not rain is true or false, but as is clear from the discussion in chapter 5 of modals, an illuminating account of the truth conditions of such sentences is available. What sometimes confuses the issue is that those truth conditions depend heavily on context and furthermore do not generally depend on objective features of the context like who is speaking or when, which means that the truth in question is of more subjective than objective significance. The modals display a much richer abstract semantic structure than even and the presuppositional component of manage. There are also cases where their truth conditions use much more objective features of context than the speaker’s wishes. Nonetheless, the modals are similar in principle to words like even, which lends further plausibility to their assimilation to a very context-sensitive component of truth-conditional meaning.

As originally argued in Kempson (1975) and Wilson (1975), typical presuppositional triggers whose presuppositions require not only their meaning but also general conversational implicatures are the factives (know, discover, regret, for example). A general way of making this explicit within the approach we have adopted is as follows.

Let \( P \) be some set of premises about human actions in general and conversation in particular (and perhaps also including other more specific premises). \( P \) might include, for example, that speakers generally adhere to Gricean maxims unless there is some good and evident reason not to do so. These assumptions will generally be present in context sets (as taken for granted by the conversationalists) and can be factored out as follows.

(72) \( S \) presupposes \( p \) relative to premise set \( P \) iff every context \( c \) such that \( c^* \subseteq \bigcap P \) is also such that \( c^* \) entails \( p \).

The phrase “such that \( c^* \subseteq \bigcap P \)” represents the relativization of the notion of presupposition to conversational premises. What it says is that
a presupposition may be triggered by a sentence $S$ with the aid of certain pragmatic premises $P$. Where the premises in question are general conversational principles, they will be true in most ordinary contexts. Thus language users will tend to think of the sentence itself as bearing the presupposition, failing to notice the role of the ancillary premises.

This leaves open, however, the possibility that in certain cases the premises in the set $P$ can be suspended. Consequently, presuppositions that depend on such premises may be defeated when those supporting premises are called into question. This can be illustrated by the presuppositional behavior arising from the indexical character of the sentences in (73), a contrast first discussed in Stalnaker (1974):

(73)  
- **a.** If Pavarotti discovers that Loren is now in New York, he will be angry.  
  [Relative to context $c_a$, where $sp(c_a) =$ James Bond]  
- **b.** If Pavarotti discovers that I am now in New York, he will be angry.  
  [Relative to context $c_b$, where $sp(c_b) =$ Loren]  
- **c.** If I discover that Loren is now in New York, I'll be angry.  
  [Relative to context $c_c$, where $sp(c_c) =$ Pavarotti]  
- **d.** Loren is now in New York.  
  [Relative to any of the contexts specified above]

Relative to the three different kinds of contexts we have specified (including also, of course, a fixed time), sentences (73a–c) all express exactly the same proposition; their truth-conditional content is identical. Yet (73a, b) presuppose (73d), but (73c) does not (an observation that led Stalnaker to conclude that presupposition is pragmatic in the sense of being keyed to contextual factors). On the present approach, an account of his phenomenon might be sought along the following lines. In the case of (73a) the potential presupposition (73d) will generally be actual, for in uttering (73a), Bond will probably have no reason to use the factive discover, unless he has information concerning Sophia Loren’s whereabouts. And when Loren utters (73b), it is very likely that the common ground includes the proposition that Loren knows her own whereabouts (we can imagine a context in which this assumption fails, but the setting is highly unusual). On the other hand, sentence (73c) will generally have the potential presupposition (73d) canceled, since Pavarotti’s use of the first-person conditional implicants that for all he knows, he himself may not discover that Loren is now in New York, which is not a possibility if he already knows or takes it for granted that she is in New York. Thus the potential presupposition is canceled because it is inconsistent with the context as enriched by implicatures drawn from what Pavarotti has said and the form in which
he expressed it. While an actual formalization of this informal line of explanation would require some work, it seems to us that the present approach paves the way for it.

The behavior of presuppositions of the kind exemplified in (73) contrasts with the fact that conventionally triggered presuppositions of the sort exemplified by *even* and *manage* are not really defeasible, because they do not depend on retractable premises.

(74)  

a. It is very easy for Mary to swim the length of the pool, but I wonder whether she managed to do so.

b. Did even Einstein understand the general theory of relativity?

Sentences like those in (74) are odd precisely because it is exceedingly difficult to think of contexts that might admit them since the presuppositions they trigger are not readily accommodated in a common ground. Thus on the present theory there is an explicit link between defeasibility and triggering mechanisms. Presuppositions are defeasible if they are triggered by defeasible assumptions about human action and conversation.

While there can be two sources for presuppositions, we would expect that their projection properties are the same, since the context-change potential of nonatomic sentences is independent of how the presuppositions of atomic sentences are triggered. In fact in the examples above, we have indifferently used conventionally and conversationally triggered presuppositions.

In sum, conversationally triggered presuppositions can be defeated just as other conversational implicatures can. We have proposed an implicit set of premises, subject to revision, to deal with them. Where instead a trigger is conventional, a presupposition is no more defeasible than an entailment. Of course, just like an ordinary entailment of what is explicitly said, a conventional presupposition of S may be inconsistent with the context set that exists prior to the utterance of S. Recognized inconsistencies demand some revision in the common ground if discourse is to continue. Perhaps a proposition asserted earlier must be withdrawn or a cherished bit of common sense abandoned in the face of evidence. This is what happens, we believe, in the much discussed cases of presupposition cancellation involving negation. If negation is a hole, presupposition cancellation in negative contexts must be regarded as a case of accommodation. Let us see whether this is plausible.

Consider the discourse (75), where the interrogative cleft uttered by A conventionally triggers a presupposition that someone opened the door to the porch.
(75) A, noticing the open door: Was it you who opened the door to the porch? I closed it at lunchtime.
B: Well, it wasn’t me who opened it, because I’ve been gone all afternoon, and it wasn’t Joan who opened it, because she was with me, and it wasn’t any of the kids who opened it, because they’re on a field trip, and I strongly suspect that nobody opened it—there was a lot of wind this afternoon, you know.

Both A’s question and sentences like (76a) conventionally presuppose the proposition expressed by (76b).

(76) a. It was me who opened the door to the porch.
b. Someone opened the door to the porch.

The account of negation in (66) claims that B’s denial of (76a) and her subsequent denials using cleft sentences all bear presupposition (76b). Nonetheless, B finally expresses skepticism about that presupposition and thus can hardly be said to be purporting to take it for granted by the time she has finished her reply.

What seems to be happening is that B has accommodated the presupposition introduced by A’s comment until the final stage, when she proposes that that presupposition be abandoned. Suppose A had opened the conversation with (77).

(77) Someone opened the door to the porch. I closed it at lunchtime.

In this case A’s utterance has entered proposition (76b) into the common ground of the discourse by presenting it as a foregrounded assertion. With no immediate challenge, it simply moves into the background for subsequent talk; it moves in more explicitly but otherwise just as the accommodated presupposition of the query (75a) did. B’s response can be exactly as before. This time she did not accommodate a presupposition but simply bided her time before challenging a proposition explicitly asserted. The effect, however, is no different. The context set as the discourse proceeds includes the proposition that someone opened the door. She adds further (negative) information: it wasn’t B herself or Joan or the kids who opened the door. Only when she has eliminated the likely candidates does she propose that A’s view of the matter is flawed and should be removed from the common ground—perhaps not completely rejected but no longer treated as if it were mutually believed. Note that if B explicitly and immediately challenges A’s belief that someone opened the door, she is not very likely to buttress that challenge using negated clefts. She is much more likely to offer something like (78).
(78) B: Probably nobody opened it. I've been gone all afternoon, and Joan was with me, and the kids are on a field trip.

Compare this response with the following, which sounds a little odd:

(79) B: Probably nobody opened it. It wasn't me who opened it, it wasn't Joan, ...

B might of course relent from her immediate challenge and go on with a recounting that presupposes (76b), but if she does so, there is generally some signal of a return (perhaps only temporary) to the earlier common ground:

(80) B: Well anyway, it wasn't me.

Let us look now to what happens when conversational triggers are involved. Consider the dialogue in (81).

(81) Speaker 1: Does Joan regret getting a Ph.D. in linguistics?
   Speaker 2: Oh, Joan had thought of getting a Ph.D. in linguistics but decided to study computer science instead.
   Speaker 1: So, Joan doesn't regret getting a Ph.D. in linguistics.

Speaker 1 might have rephrased the final comments as in (82a) or (82b).

(82) a. So Joan must not regret getting a Ph.D. in linguistics.
   b. Well, if Joan didn't get a Ph.D. in linguistics, then she can't regret having gotten one.

The use of the modals must and can in (82a) and (82b) suggests that what is being expressed is something about the effect of removing the proposition that Joan got a Ph.D. in linguistics, presupposed initially by speaker 1, from the common ground, which serves here as the modal base. In uttering (82a), speaker 1 makes it explicit that enriching comgrd (c) with the proposition that Joan did not get a Ph.D. in linguistics would make c* inconsistent with the proposition that she regrets getting a Ph.D. in linguistics. With an utterance of (82b) something similar happens: it is acknowledged that a context set enriched by the antecedent of (82b)—a context where the original presupposition has to be withdrawn—is inconsistent with an affirmative answer to the original question. Note, however, that if speaker 2 simply says “No, she doesn't,” then the presupposition remains intact.

There are many examples like (82) in the literature. It is not always noted, however, that such sentences would be extraordinarily odd if produced as assertive utterances of a negative proposition (requiring, perhaps, an accommodation then immediately rejected), though they are quite fine as denials of an affirmative proposition.

(83) Jim does not know that Ann is unfaithful, because she isn’t.
To assert (83) in a context that contains nothing about Ann’s fidelity before the utterance occurs is very odd indeed, since it makes the hearer accommodate by adding the proposition that is explicitly denied in the because clause. Assertion of a negative sentence is what rule (66) accounts for: the content of that sentence is presented for potential intersection with, and a narrowing down of, the context set. In contrast, denial of an affirmative removes from the existing (and subsequent) common ground an affirmative proposition. Often the affirmative proposition entered the common ground because it was overtly expressed by someone else. In such cases the common ground is not growing monotonically, nor is the context set shrinking monotonically. The common ground may grow, then shrink, and then grow in a different direction.

Finally, Horn’s (1985) work on metalinguistic negation, which we mentioned in chapter 4, bears on some cases of apparent defeat of presuppositions. Presuppositions triggered by manage and even are denied in (84a) and (84b), respectively.

(84) a. I didn’t “manage” to break my leg: you might say that it was as easy as falling off a log.

   b. We don’t “even” like Dorothy Sayers: she’s one of the best mystery writers ever.

As the scare quotes informally indicate, what is going on here is not negation of a proposition but criticism of the manner in which someone else has expressed themselves.

In summary, while many problems of course remain open, an illuminating account of presupposition projection seems promised by further development of the general discourse-theoretic approach illustrated here. Such an approach links in a principled way the projection properties of connectives to their role in discourse, and it links defeasibility (viewed as an adjustment of the context) to how presuppositions are triggered. Presuppositions and presupposition projection per se pose no problem to a truth-conditional semantics. In fact, it would seem reasonable to expect that any theory of these phenomena should aim at preserving the precision and insights of the approach sketched here.

Exercise 7  The basic idea underlying the treatment of conditionals is the following. Uttering a conditional “If $S_1$, then $S_2$” in a context $c$ eliminates from $c^*$ all the worlds in which $S_1$ holds but $S_2$ does not. This context change can be achieved with either of the following equivalent formulas:

(1) $a. \text{if } S_1 \text{ then } S_2 \in (c^*) = c^* - [S_1\langle c^* \rangle - S_2\langle S_1\langle c^* \rangle \rangle]$

   $b. c^* + [\text{if } S_1, \text{ then } S_2] = c^* - [[c^* + S_1] - [[c^* + S_1] + S_2]]$
The rule works as follows. We first compute $|S_1|(c^*)$; that is, we increment the context with $S_1$. We then compute $|S_2|(|S_1|(c^*))$; that is, we increment the context with $S_1$ and $S_2$. At this point we subtract $|S_2|(|S_1|(c^*))$ from $|S_1|(c^*)$. This gives us those worlds in $c^*$ where $S_1$ is true but $S_2$ is false. Finally, we take the complement of $|S_1|(c^*) - |S_2|(|S_1|(c^*))$ relative to $c^*$. This gives us the worlds where either $S_1$ is false or $S_2$ is true. Thus we have achieved our goal, which was to eliminate from the context set the worlds in which $S_1$ is true and $S_2$ false (which are the worlds ruled out by the assertion of the conditional).

Rule (1) predicts that the projection properties of conditionals are identical to those of conjunctions, as desired. To see this, consider what the first two steps in the application of (1) are. The first step is to compute $c^* + S_1$. This means that the presuppositions of $S_1$ (the antecedent) must be satisfied by $c$ (and hence by the whole conditional). The second step of the rule requires us to compute the conjunction $[c^* + S_1] + S_2$. This means that, as is generally the case for conjunction, $c$ must satisfy the presuppositions of $S_2$ unless $S_1$ (plus, perhaps, other propositions already in the common ground in $c$) entails them. The remaining steps involve only negation, which, as we saw, does not affect presuppositions. It follows that $c$ admits "if $S_1$ then $S_2$" iff it admits "$S_1$ and $S_2$".

(a) Consider the following case: Let $c^*$ entail the proposition that Kermit was killed and that for all we know, whoever killed Kermit acted alone. Let $S_0$ be "If it was Ms. Piggy who killed Kermit, it was the butler who helped her." Let $S_1$ be "It was Ms. Piggy who killed Kermit." Let $S'_1$ be the proposition that someone killed Kermit. Let $S_2$ be "It was the butler who helped her." And let $S'_2$ be the proposition that someone helped Ms. Piggy. As before, $S'_1$ and $S'_2$ are the propositions expressed by $S_1$ and $S_2$ respectively. Diagram $S'_1$, $S'_0$, $S'_2$, and $S'_0$ relative to $c^*$. On the basis of your diagram, is $c^* + S_0$ defined or undefined? Explain.

(b) Consider the following situation: Let $c^*$ entail the proposition that Ms. Piggy killed Kermit. Let $S_0$ be "If someone doesn’t believe that Ms. Piggy killed Kermit, it is the butler who doesn’t." Let $S_1$ be "Someone does not believe that Ms. Piggy killed Kermit." And let $S_2$ be "It is the butler who doesn’t believe that Ms. Piggy killed Kermit." $S'_1$ and $S'_2$ are the propositions expressed by $S_1$ and $S_2$ respectively. Diagram $S'_1$, $S'_0$, $S'_2$, and $S'_2$ relative to $c^*$. Indicate clearly and separately (i) $c^* + S_1$, (ii) $[c^* + S_1] + S_2$, (iii) $[c^* + S_1] - [[c^* + S_1] + S_2]$, and (iv) $c^* + S_0$. Is $c^* + S_0$ defined despite the fact that the presuppositions of $S_2$ are not satisfied in $c$? Explain.
In this chapter we are going to study the \( \lambda \)-operator in simplified form. The symbol \( \lambda \) is the Greek letter lambda. We will first consider the logic of the \( \lambda \)-operator abstractly by introducing it in the intensional predicate calculus (IPC) presented in chapter 5. We will subsequently discuss several of its applications to natural language semantics. Such applications will illustrate the usefulness of the \( \lambda \)-operator in semantics.

1 An Elementary Introduction to Lambda Abstraction

For our present purposes we can regard the \( \lambda \)-operator as a way of systematically defining complex properties in terms of properties already given. Let us see how it works by introducing it in IPC. Add to IPC the following syntactic rule.

1. If \( \psi \) is a well-formed formula and \( x \) a variable, \( \lambda x[\psi] \) is a Pred1.

The expression \( \lambda x[\psi] \) should be read as "the property of being an \( x \) such that \( \psi \)." We say that \( x \) in \( \lambda x[\psi] \) is bound by \( \lambda \) and that \( [\psi] \) is the scope of that occurrence of the \( \lambda \)-operator. We will sometimes take the liberty of omitting the square brackets in \( \lambda x[\psi] \) (we will instead write \( \lambda x\psi \)) if the context makes it clear what the scope of the \( \lambda \)-operator is.

Since an expression of the form \( \lambda x[\psi] \) is a one-place predicate, we can apply it to terms and obtain well-formed formulas. In (2) we give some examples of \( \lambda \)-expressions and in (3) some well-formed formulas derived from them.

(2) \( a. \lambda x[\neg \text{married}(x) \land \text{male}(x) \land \text{adult}(x)] \)

\( b. \lambda x\exists y[\text{love}(y, x)] \)

(3) \( a. \lambda x[\neg \text{married}(x) \land \text{male}(x) \land \text{adult}(x)](j) \)

\( b. \lambda x\exists y[\text{love}(y, x)](j) \)
If we have in the language of IPC the predicates *married*, *male*, and *adult*, then (2a) illustrates how we can define the property of satisfying simultaneously the property of not being married, of being male, and of being an adult. The property defined in (2a) can be thought of as the property of being a bachelor. By the same token, if we have in our language the *love* relation, then we can define the property of being loved by someone (the property of being an *x* such that for some *y*, *y* loves *x*), as illustrated in (2b).

These properties can be predicated of individuals. So (3a) says that John has the property of being an *x* such that *x* is unmarried, *x* is male, and *x* is an adult. Under what conditions do we want to say that John has such a property? If and only if he is not married, is male, and is an adult. Similarly, under what conditions will John have the property of being loved by someone? Just in case there is someone who loves John. This means that we want (3a, b) to have the same truth conditions as (4a, b), respectively.

(4)  
a.  \[ \neg \text{married}(j) \land \text{male}(j) \land \text{adult}(j) \]  
b.  \[ \exists y \left[ \text{love}(y, j) \right] \]

The syntactic relations between (3a, b) and (4a, b) are fairly obvious. Formulas (4a, b) are obtained from (3a, b) by dropping the \( \lambda x \) at the beginning, dropping the (j) at the end, and replacing \( x \) with \( j \) in the body of the \( \lambda \)-expression. This is the syntactic realization of the semantic relation that we want in general to hold between \( \lambda x \psi(t) \) and \( \psi \). We can schematize this as in (5).

(5)  \[ \lambda x [\psi](t) \iff \psi[t/x], \]  where \( t \) is any term (an individual variable or constant) and \( \psi[t/x] \) is the result of substituting \( t \) for all occurrences of \( x \) in \( \psi \). Rule (5) is a simple generalization of what we did in the above example and states a logical equivalence between the result of applying a \( \lambda \)-expression to a term and the result of substituting that term for the variable bound by \( \lambda \) in the formula that the \( \lambda \)-expression is derived from. This rule, which governs the logico-semantic structure of \( \lambda \)-expressions, is usually called \( \lambda \)-conversion. The left-to-right part is sometimes referred to as \( \lambda \)-contraction or \( \lambda \)-reduction, while the right-to-left part is sometimes called \( \lambda \)-abstraction.

While the mechanism of \( \lambda \)-conversion is conceptually quite simple, concrete examples can get quite complicated. Consider trying to simplify the following formula.

(6)  \[ \forall x [ \lambda z [ \lambda w [ \left[ (Q(w) \land B(m)) \iff K(x, w) \right](z)](j) \rightarrow \lambda y [K(y, x) \lor Q(y)](m) ] ] \]

To find what the \( \lambda \)-reduced form of (6) is, it is crucial to parse (6) correctly. One must find the scope of each occurrence of the \( \lambda \)-operator and identify
the individual term it is predicated of. A tree diagram like the one in (7) might help.

Diagram (7) exhibits the syntactic structure of (6). The topmost node represents the entire formula, and each capital letter represents one of its subformulas. Whenever we find a subtree of the form \([\lambda \alpha \delta(t)]\), we can uniformly substitute \(t\) for \(\alpha\) in \(\delta\). If we start doing this bottom up in (7), after the first step we get the following:

(8)

We reduced the subtree rooted in \(C\) by substituting \(z\) for \(w\) in \(E\). If we do the same for the subtree rooted in \(B\), we obtain the following:

(9)

Finally, we repeat the same operation on the subtree rooted in \(A\), and we obtain the correct reduced form of (6), as follows:
(10) \( \forall x[[[Q(j) \land B(m)] \rightarrow K(x, j)] \rightarrow [K(m, x) \lor Q(m)]] \)

**Exercise 1** Reduce the following formulas as much as you can. Show each step in the derivation.

(a) \( \lambda x[\exists z[\lambda y[K(x, y)]](z) \land R(z, x)](j) \)
(b) \( \lambda y[\lambda x[K(x, y)](j)](m) \)
(c) \( \lambda z[\lambda x[[K(x, z) \land R(x, z)] \lor R(z, x)](j)](m) \)
(d) \( \exists y[\lambda z[\lambda x[B(x) \rightarrow \exists w[R(x, w)]](j) \land \lambda x[B(x) \lor Q(x)](z)](y)] \)

So far we have considered the syntax of the \( \lambda \)-operator and stated \( \lambda \)-conversion as a syntactic principle. We must now provide a semantics for \( \lambda \)-terms that makes the principle in (5) valid. This is done in (11). For simplicity we will omit here and throughout this chapter explicit reference to the context coordinate \( c \).

(11) \( [[\lambda x \psi]]_{M, w, i, g} = \{u \in U : [[[\psi]]_{M, w, i, g}[u/x] = 1} \)

In (11) we specify the extension of \( \lambda x \psi \) in a model \( M \), in a world \( w \), at an instant \( i \), and with respect to assignment \( g \). Since we are dealing with a one-place predicate, such an extension will be a set. Which set is determined by successively computing the value of \( \psi \) for every \( u \) as a value of \( x \). All those individuals that make \( \psi \) true at \( <w, i> \) will be in the set.

As an example, consider \( M_4 \) and \( g_4 \) on pages 216–217. Let us compute \( [[\lambda x[P(x) \land \neg x = m]]_{M_4, w', i', g_4} \). This is going to be equal to \( \{u \in U_4 : [[[P(x) \land \neg x = m]]_{M_4, w', i', g_4}[u/x] = 1} \). As there are three individuals in \( U_4 \), we have to compute \( [[[P(x) \land \neg x = m]]_{M_4, w', i', g_4}[u/x] \) three times, interpreting \( x \) as \( a \), as \( b \), and as \( c \). By performing the relevant computations, we get \( [[[P(x) \land \neg x = m]]_{M_4, w', i', g_4[a/x]} = 0, [[[P(x) \land \neg x = m]]_{M_4, w', i', g_4[b/x]} = 1, and [[[P(x) \land \neg x = m]]_{M_4, w', i', g_4[c/x]} = 1. Therefore, \( [[\lambda x[P(x) \land \neg x = m]]_{M_4, w', i', g_4} = \{b, c\} \).

**Exercise 2**

(1) Give the extensions of \( \lambda x[P(x) \land \neg x = m] \) at every world and time of \( M_4 \).

(2) Give the extension of the following formulas in \( M_4 \) with respect to \( g_4 \) in the indicated worlds and times.

(a) \( \lambda x[P(x)] \) \( w', i'' \)
(b) \( \lambda x[x = y] \) \( w'', i'; w''', i''; w', i' \)
(c) \( \lambda x[P(j)] \) \( w', i''; w'', i'; w'', i''' \)
(d) \( \lambda x[P(x) \rightarrow [x = m \lor x = j]] \) \( w', i'; w', i''' \)
Chapter 7

It turns out that the semantics in (11) validates $\lambda$-conversion but only in a restricted form. More specifically, there are two types of cases in which the result of applying a $\lambda$-expression to a term $t$ will not be equivalent to its reduced counterpart. The first type of case is when a variable clash arises as a result of the substitution. To see what this amounts to, let us consider a specific example. Take a simple model $M_8$ for IPC such that $M_8 = \langle U_8, W_8, I_8, <_8, V_8 \rangle$, where $U_8 = \{a, b, c\}$, $W_8 = \{w\}$, $I_8 = \{i, i'\}$, $<_8 = \{\langle i, i' \rangle\}$, and $V_8(K)(\langle w, i \rangle) = V_8(K)(\langle w, i' \rangle) = \{\langle a, b \rangle, \langle b, c \rangle\}$. Let us furthermore adopt an assignment function $g'$ such that $g'(y) = b$.

Under these assumptions the following facts obtain:

(12) a. $[y]_{M_8, w, i, g'} = b$
    b. $[\lambda x[\exists y[K(y, x)]]]_{M_8, w, i, g'} = \{b, c\}$

The property of being an $x$ such that something stands in the relation $K$ with $x$ has the set $\{b, c\}$ as its extension in $M_8$ at $\langle w, i \rangle$. Moreover, under assignment $g'$, the variable $y$ denotes $b$. Let us now apply $\lambda x[\exists y[K(y, x)]]$ to $y$:

(13) a. $\lambda x[\exists y[K(y, x)]](y)$
    b. $\exists y[K(y, y)]$

Intuitively, (13a) should be true, since something (namely $a$) stands in the $K$ relation to $b$, which is the individual that $y$ happens to denote. However the contracted form of (13a) is (13b), and (13b) says nothing at all about $b$; it says that something stands in the $K$ relation with itself, which in $M_8$ at $\langle w, i \rangle$ is false. It is pretty clear what goes wrong in going from (13a) to (13b): the final $y$ is a free variable in (13a), but in the derivation of (13b), that occurrence of $y$ gets accidentally bound by the existential quantifier. We can’t allow this to happen. This means that the principle of $\lambda$-conversion must be qualified accordingly:

(14) $\lambda x[\psi](t) \leftrightarrow \psi[t/x]$, where $t$ is any term and $\psi[t/x]$ is the result of substituting $t$ for all occurrences of $x$ in $\psi$, unless $t$ is a variable that becomes bound as a result of the substitution.

There is an easy way of getting around the problem. As we know from chapter 3, our semantics allows alphabetic changes of bound variables in formulas. That is, if we have a formula $\psi$ that contains $n$ bound occurrences of a variable $x$ and $z$ is a variable not occurring in $\psi$, the formula that results from substituting $z$ for $x$ in $\psi$ will be equivalent to $\psi$. Thus, for example, (13a) is equivalent to (15a).

(15) a. $\lambda x[\exists z[K(z, x)]](y)$
    b. $\exists z[K(z, y)]$
And (15a) then reduces unproblematically to (15b). Thus whenever the risk of a variable clash arises we can always avoid it by judicious use of alphabetic variants.

The second class of restrictions on \( \lambda \)-conversion arises in connection with model and intensional contexts. Consider, for example, (16).

(16)  
   a. \( \lambda x[\square P(x)](m) \)  
   b. \( \square P(m) \)

Suppose that \( m \) is a rigid designator. Then (16b) says that in every possible world, \( m \) has property \( P \). Yet (16a) says that the individual who happens to be \( m \) in the world of evaluation has property \( P \) in every world. Since \( m \) always picks out the same individual at all worlds, this will amount to saying that that individual has property \( P \) in every world. So (16a) and (16b) are logically equivalent if \( m \) is a rigid designator.

Suppose, on the other hand, that \( m \) is not a rigid designator, but something like, say, "Mr. Muscle." Then (16b) says that in every world Mr. Muscle, whoever he may be in that world, has property \( P \). But (16a) says something quite different. It says that the individual who in fact happens to be Mr. Muscle (in the world of evaluation) has property \( P \) in every world. Conceivably, (16a) might be true, and (16b) false, or vice versa. Hence, if \( m \) is not a rigid designator, (16a) and (16b) are not logically equivalent.

Exercise 3 Verify the latter claim by (a) evaluating (16a) and (16b) in \( M_4 \), at \( w', i'' \) and (b) constructing a model where (16a) is true and (16b) false.

Thus if a formula \( \psi \) contains intensional contexts, (14) will be valid only if the term \( t \) is a rigid designator. In other words we have the following:

(17)  
   \( \exists y[\square y = t] \rightarrow [\lambda x[\psi](t) \leftrightarrow \psi[t/x]] \)

where \( \psi \) contains intensional operators and \( \psi[t/x] \) is as in (14).

The above considerations are a further illustration of how model theory can help in bringing logical syntax into sharper focus. We now turn to a discussion of some possible linguistic uses of the \( \lambda \)-operator.

2 Semantics via Translation

In chapter 3, section 3, we discussed the role of semantic representations in a theory of meaning. The conclusion we tentatively arrived at was that while semantics must relate natural language expressions to extralinguistic entities (as on the truth-conditional approach), there might be some advantage in doing so by an intermediate step that links natural language to a
logic. In such a view the semantic component of a grammar can be thought of as a map from English onto a logic whose truth-conditional embedding in the world is known. The map onto logic provides us with a convenient representational medium that can perhaps facilitate the specification of semantic generalizations. And at the same time it provides us with an indirect characterization of truth conditions.

However, it was impossible to come up with a simple compositional map onto IPC for the fragments we have considered. To develop such a map, one needs, for example, a way of translating into IPC VPs like \textit{loves Pavarotti} in terms of the translations of \textit{love} and \textit{Pavarotti}. But \textit{love Pavarotti} is a complex (or derived) property, and we had no systematic way of defining properties. The addition of the $\lambda$-operator to IPC enables us to do so and thus provides the base for formulating a compositional interpretive procedure that takes the form of a systematic algorithm translating from the relevant level of syntactic representation (in the case at hand, LF) into a suitable logical language (in the case at hand, IPC).

In what follows, we will first show how this can be done for the fragment of English developed so far and then discuss some general consequences of this way of proceeding. (To keep things simple, we ignore the contextual and discourse considerations discussed in chapter 6.) We repeat here the relevant rules of $F_3$, for ease of reference.\footnote{1}

\begin{enumerate}
\item $S \rightarrow \text{NP Pred}$
\item $S \rightarrow S \text{ conj } S$
\item $\text{Pred} \rightarrow \text{INFL VP}$
\item $\text{VP} \rightarrow V_1 \text{ NP}$
\item $\text{VP} \rightarrow V_1$
\item $\text{VP} \rightarrow V_1 \text{ NP PP[to]}$
\item $\text{INFL} \rightarrow (\text{NEG}) \begin{cases} \text{PAST} \\ \text{PRES} \\ \text{FUT} \end{cases}$ 3rd SNG
\item $\text{NP} \rightarrow \text{Det Nom}$
\item $\text{PP[to]} \rightarrow \text{to NP}$
\item $\text{Det} \rightarrow \text{the, a, every}$
\item $N \rightarrow \text{Pavarotti, Loren, Bond, ..., x}_{n[\text{PRO,FEM, ...}]}$
\item $\text{Nom} \rightarrow \text{book, fish, man, woman, ...}$
\item $V_1 \rightarrow \text{be boring, be hungry, walk, talk, ...}$
\item $V_1 \rightarrow \text{like, hate, kiss, ...}$
\item $V_{\text{dt}} \rightarrow \text{give, show, ...}$
\end{enumerate}
\[ p. \text{ conj } \rightarrow \text{ and, or} \]
\[ q. \text{ NP } \rightarrow \text{ N} \]
\[ r. \text{ S } \rightarrow \text{ COMP S} \]
\[ s. \VP \rightarrow \text{ V}_S \text{ S} \]
\[ t. \text{ V}_S \rightarrow \text{ believe, know, regret, …} \]
\[ u. \text{ COMP } \rightarrow \text{ that} \]

The rules for quantifier raising and INFL raising are given in (19) and (20).

(19) \[ [s \, X \, \NP \, Y] \Rightarrow [s \, \NP_i [s \, X \, e_i \, Y]] \]

Here \( \NP = [\text{Det Nom}] \) and \( X \) and \( Y \) are the rest of the sentence.

(20) \[ [s \, \NP \, \INFL \, X] \Rightarrow [s \, \INFL [s \, \NP \, X]] \]

The translation map onto IPC is defined recursively. First we state a correspondence between the categories of \( F_3 \) and those of IPC. Intuitively, this correspondence determines the logical type of the various expressions (it determines what kind of semantic entity will ultimately correspond to expressions of various syntactic categories).

(21) \[
\begin{array}{ll}
F_3 & \text{IPC} \\
\text{N} & \text{individual terms (variables and constants)} \\
V_i (\text{intransitive verbs}) & \text{Pred}_1 (\text{one-place predicates}) \\
\text{Nom} (\text{common nouns}) & \text{Pred}_1 \\
V_i (\text{transitive verbs}) & \text{Pred}_2 (\text{two-place predicates}) \\
V_{dt} (\text{ditransitive verbs}) & \text{Pred}_3 (\text{three-place predicates}) \\
V_S (\text{believe-type verbs}) & \text{relations between individual terms and propositional terms} \\
\end{array}
\]

We now have to specify a translation for the lexical entries of \( F_3 \). A restricted number of such entries have logical particles as their meaning. These are listed in (22). (We will use \( \alpha' \) as an abbreviation for \( \text{"the translation of } \alpha \text{ into } \text{IPC."} \))

(22) \[ \text{NEG} = \neg \]
\[ \text{and}' = \land \]
\[ \text{or}' = \lor \]
\[ \text{FUT}' = \mathbf{F} \]
\[ \text{PAST}' = \mathbf{P} \]
\[ \text{that}' = \exists \]
\[ t_n' = x_n, \text{ where } t_n \text{ is a trace or a pronoun} \]

Notice that for convenience we include traces and pronouns among the “logical” components of the terminal vocabulary of \( F_3 \). For nonlogical lexical entries we adopt the following convention:
(23) If \( \alpha \) is of lexical category \( A \), \( \alpha' \) is a constant of IPC of the appropriate type as defined by (21).

We come next to the recursive part of the translation map. We design the map so that it assigns a translation to each node of an LF tree in terms of the translation of its daughters. Since the leaves of a well-formed LF tree are lexical entries and we have just assigned a translation to lexical entries, we are guaranteed that the translation map will eventually arrive at a determinate value. Throughout, for any category \( A, A' \) denotes the translation of the (sub)tree rooted in \( A \).

(24) a. If \( \Delta = [A \ B] \) or \( \Delta = [A \rightarrow B] \), then \( \Delta' = B' \)

b. If \( \Delta = [\text{NP} \ \text{Pred}] \), \( \Delta' = \text{Pred}'(\text{NP}') \)

c. If \( \Delta = [S_1 \ \text{conj} \ S_2] \), \( \Delta' = S'_1 \ \text{conj}' \ S'_2 \)

d. If \( \Delta = [V \ \text{NP}] \), \( \Delta' = \lambda x[V'(x, \ \text{NP}')] \)

e. If \( \Delta = [V \ \text{NP} \ \text{PP}] \), \( \Delta' = \lambda x[V'(x, \ \text{NP}', \ \text{PP}')] \)

f. If \( \Delta = [\& \ \text{COMP} \ S] \), then \( \Delta' = \text{COMP}' \ S' \)

g. If \( \Delta = [\text{NP}_1 \ S] \), then
   
   if \( \text{NP}_1 = [\text{every} \ \psi], \Delta' = \forall x_i [\beta'(x_i) \rightarrow S'] \)
   
   if \( \text{NP}_1 = [\text{at} \ \psi], \Delta' = \exists x_i [\beta'(x_i) \land S'] \)
   
   if \( \text{NP}_1 = [\text{the} \ \psi], \Delta' = \exists x_i [\beta'(x_i) \land [\forall y[\beta'(y) \rightarrow x_i = y] \land S']] \)

h. If \( \Delta = [\text{INFL} \ S] \) and \( \text{TNS} = \text{PRES}, \ \text{PAST}, \ \text{or} \ \text{FUT} \), then
   
   if \( \text{INFL} = \text{PRES} \ \text{AGR} \), then \( \Delta' = S' \)
   
   if \( \text{INFL} = \text{PAST} \ \text{AGR} \), then \( \Delta' = \text{PAST}' \ S' \)
   
   if \( \text{INFL} = \text{FUT} \ \text{AGR} \), then \( \Delta' = \text{FUT}' \ S' \)
   
   if \( \text{INFL} = \text{NEG} \ \text{TNS} \ \text{AGR} \), then \( \Delta' = \text{NEG}'[\text{TNS} \ \text{AGR} \ S'] \)

As an example, consider “The fish did not introduce Loren to Pavarotti.” (We abbreviate “Loren’” as “L” and “Pavarotti’” as “P” respectively.)

\[
S, \exists x_2[\text{fish}'(x_2) \land \forall x[\text{fish}'(x) \leftrightarrow x_2 = x] \land \neg P \ \text{introduce}'(x_2, L, P)]
\]
In this example we find an IPC translation as defined by our algorithm next to each node of the above LF tree. Not every node will have a translation. For example INFL does not, as it contains diverse elements, like negation and tense. These elements could be amalgamated into a unit by means of the \( \lambda \)-operator, but we will not try to do that here. NP nodes of the form Det Nom also lack a translation (although, of course, their contribution to meaning is represented). This reflects the fact that IPC lacks a category that corresponds to such NPs. Similarly, the Det nodes inside these NPs lack an IPC translation because of the absence of an appropriate IPC category. These omissions reflect the fact that we don't know at this point what sorts of semantic entities NPs and Dets correspond to, and this prevents us from providing a fully compositional way of interpreting NPs (see chapter 3 for relevant discussion and chapter 9 for a possible solution). Sometimes the translation associated with a node can be simplified, in which case both the unreduced and reduced forms are given.

Exercise 4 Give the translations of the various LF structures associated with “Every fish will not like a man.”

On an approach along the preceding lines, semantics is split into two components. First, a compositional translation into a logical calculus is provided. Second, this logical calculus is equipped with a truth-conditional and model-theoretic semantics. As we have seen, it is possible to provide truth conditions directly for LFs, and in this sense, translation into a logical calculus appears to be dispensable. What such a translation provides us with is a very explicit way of representing the truth conditions associated with English sentences. Of course, the calculus must be rich enough to support such an enterprise. The \( \lambda \)-operator is quite useful in this regard, as it enables us to represent compositionally complex VPs in our logical syntax. In IPC without \( \lambda \)-abstraction we had no simple way of doing that.\(^2\)

In what follows, we will reserve the term \textit{logical form} (with lowercase \( l \) and lowercase \( f \), which we shall abbreviate as \( lf \)) for the calculus we use to translate LF into. “The logical form of a sentence \( S \), relative to its LF structure \( A \)” is taken to mean “the translation of \( A \) into the semantic calculus \( lf \).”

This kind of two-stage semantics calls for a few general remarks. So far even though we have occasionally found it convenient to translate English into a logical calculus, we had no general procedure for doing so. The “correct” translation had to be decided on a case by case basis. In such a situation there is no way of knowing whether the translation procedure is
finitely specifiable, whether it represents a viable tool for characterizing our semantic competence. Now we see that a translation procedure for a fragment of English can be systematically and compositionally specified. We are thus entitled to hope that this method can be extended to larger fragments, that the relation between syntactic structure and logical structure in general is rule-governed.

If one views logical form as a component of grammar, some of the central questions about meaning can be reformulated as follows: what are the general principles that govern the relation between the relevant level of syntax (LF) and logical structure (lf)? Is there a finite repertoire of translation schemata that grammar uses? Do these translation schemata account for properties of language that various levels of syntactic structure leave unaccounted for? Much current semantic research is centered around these issues, but we cannot address them here.

Is it possible to regard logical form so construed as providing us with a theory of semantic representation, with a theory that characterizes what we grasp in processing a sentence? This question is very controversial. For many the answer is no.\textsuperscript{3} We think it is possible, on the basis of the following considerations. What are some of the standard requirements that a theory of semantic representation is expected to fulfill? Minimally, grasping a sentence must involve recovering some representation of its lexical components and some way of amalgamating representations of lexical meanings into representations of the meaning of larger units, until a representation of the meaning of the whole sentence is recovered. Whichever format one eventually chooses for representing lexical meaning, a theory of semantic representation must support this compositional process. Our semantics characterizes precisely that: the compositional process that lexical meanings have to support if they are to do their job of systematically contributing to the meaning of larger units. Moreover, any semantic representations must account for the semantic intuitions of speakers. Given the representations associated with two sentences $A$ and $B$, we must be able to tell whether they are contradictory, compatible, or equivalent in terms of their representations at some level. If one uses a logical calculus in the way we are here, equivalence (content synonymy), contradiction, and other semantic relations can be syntactically checked using axioms and rules of inference associated with the calculus.

Furthermore, the particular approach that we are developing, even if it is only a rough first approximation, does embody specific empirical claims about the nature of semantic representation. They can be summarized as follows.
• It has a Boolean core, which simply means the following: one can isolate certain logical words (and, or, not) with the logical properties we have discussed. These elements constitute the central devices for gluing together stretches of information. They are related according to the “laws of thought” originally characterized as such by the mathematician George Boole (on which classical logic is based). Much recent work has been devoted to showing that this Boolean core determines the logical structure of every syntactic category (and not just S). ⁴

• It incorporates a categorization of semantic objects: individuals, properties, and propositions that are related to each other in a certain way and have a certain structure (the structure of propositions is Boolean).

• It has devices to express quantification. Some forms of quantification make use of a variable-binding mechanism; others (like the modals) do not.

• It includes indexical expressions and other context-sensitive features.

The apparatus developed so far is a way of characterizing these properties while meeting the general criteria that any theory of meaning should satisfy. Even though many problems are left open, we think that any adequate theory of semantic representation should incorporate the features we have listed.

If it is justified to regard the present theory as a way of characterizing what one grasps in processing a sentence, it does not seem to be equally justified to view the present approach as a characterization of how meaning is grasped. ⁵ The present theory does not make any claim as to the specific psychological processes that form the actual mechanisms of comprehension. The relation between semantics and meaning comprehension is just an instance of the relation between grammar, viewed as an abstract rule system, and language processing. Such a relation is not straightforward, although ultimately one would like to see these theories converge to an integrated theory of cognition. What we are trying to do here is to develop a theory of the structural properties that a speaker’s representations of meaning must have.

While a logical calculus with the above characteristics might well be the basis of the way meaning is mentally represented, we also believe that this is so only because such a calculus is embeddable in the world. Mental representations represent reality: individuals having properties and standing in relations. Our strategy has been to characterize what such representations are representations of. The logical structure of our calculus is lifted from, and supported by, the denotational structure of the model.
As we have pointed out on various occasions, if we didn’t have a way of relating our logical syntax to what it represents, we would have simply mapped configurations of symbols (natural language) onto other configurations of symbols (a logical syntax). We would not know why language can convey information about things that are not configurations of symbols.

There is also a further reason why the truth-conditional interpretation cannot be left out of the picture, as pointed out in chapter 3, section 3. What is it that makes a logical syntax logical? As far as we can see, one of two things. Either such a syntax is associated with a semantics in terms of which some relevant relation of content synonymy is defined, or it is associated with inference rules that define some relevant notion of equivalence among syntactic structures. But to do their job, inference rules must be sound, and the most general way to show that they are sound is to provide a denotational semantics such as we have specified for them. Thus in either case a level of denotational semantics seems to be a necessary condition for the success of the enterprise.

### 3 Relative Clauses

Consider restrictive relative clauses such as the following italicized phrases:

(25)  

a. a student whom Mary thinks she likes  

b. the boy that John believes came late  

c. the woman who lives next door

If one were to characterize relative clauses in theory-neutral terms, one could say that they are predicates derived from sentences. Typically, such derived predicates are used to modify a head noun (student and boy in (25a, b)). Strategies for relative clause formation often involve the use of gaps or resumptive pronouns. English uses the former strategy. In (25a–c) a dash indicates the position of the gap. English also employs relative pronominals (such as who) dislocated to sentence-initial position.

The idea of deriving predicates from sentences essentially characterizes the \( \lambda \)-operator. This strongly suggests that such an operator may be involved in the interpretation of relative clauses.

To see this, we will add a rudimentary form of relativization to \( F_3 \). Within the general syntactic framework that we are using, relative clauses are transformationally derived. For example, (25a) is derived from an underlying D-structure like the one in (26) by fronting the \( wh \) pronoun:

(26) a student [Mary thinks she likes whom]
In the T model of grammar described in chapter 3, section 2.1, *wh* movement is part of the map from deep structure to surface structure. This provides a way of capturing the fact that some properties of the dislocated pronoun are inherited from its DS position (for example, the case of the *wh* element sometimes depends on its DS position; compare in examples (25a) and (25c) the distribution of *who* versus *whom*). We further assume that various principles (like some version of the coordinate structure constraint, the principle of subjacency, etc.) prevent *wh* movement from overgenerating. Unfortunately, we cannot properly discuss those principles here.\(^6\)

For ease of implementation we will simply assume that the category N contains relative pronouns of the form *that\(_n\)*, for any number \(n\). Whether *that* should in fact be regarded as a relative pronoun (on a par with *who*) is questionable. Our choice is dictated by the desire to avoid complications stemming from gender and case agreement that would arise if we were to discuss the syntax (and semantics) of *who*. We then add the following syntactic rules to \(F_3\).

(27)  
\[
\begin{align*}
1. & \text{NP} \rightarrow \text{Det Nom}^* \\
2. & \text{Nom}^* \rightarrow \text{Nom S} \\
3. & [s\ X\ \text{that}_n\ Y] \Rightarrow [s\ \text{that}_n[s\ X\ e_n\ Y]]
\end{align*}
\]

\(X\) or \(Y\) can be empty in (27c). Rules (27a, b) are two new PS rules, and (27c), the rule for *wh* movement, is a transformational map that relates D-structures to S-structures. Notice that the addition of (27) to \(F_3\) will allow it to generate ill-formed phrases like the boy that Mary likes John (where no gap occurs in the relative clause). There are various ways of dealing with this. Here we will assume that these phrases are uninterpretable in terms of the semantics to be given shortly. We will set up things in such a way that relative clauses will receive a translation (and be interpretable) only if an indexed occurrence of the relative pronoun *that\(_n\)* is adjoined to S. S in a Nom* constituent will be uninterpretable if there is no sentence-initial relative pronoun.

We add the following translation rules to the semantics for \(F_3\).

(28)  
\[
\begin{align*}
1. & \text{If } \Delta = [s\ \text{that}_n\ S], \text{ then } \Delta' = \lambda x_n[S']. \\
2. & \text{If } \Delta = [\text{Nom}\ S], \text{ then } \Delta' = \lambda x[\text{Nom}'(x) \land S'(x)].
\end{align*}
\]

As an example, consider the following:

(29) Pavarotti likes a fish that Loren hates.

The deep structure of (29) is given in (30).
The surface structure is as follows:

The LF structure (in schematic form) is (32).

Let us display in full the structure of the relative clause along with its step by step translation.
Nom*, $\lambda y [\text{fish}'(y) \land \lambda x_2 [\text{hate}'(L, x_2)](y)]$

= $\lambda y [\text{fish}'(y) \land \text{hate}'(L, y)]$

With this interpretation for the nominal *fish that Loren hates*, the translation associated with (32) will follow the usual pattern, which will give us (34). (Again, $L = $ Loren, and $P = $ Pavarotti.)

(34) $\exists x_4 [\lambda y [\text{fish}'(y) \land \text{hate}'(L, y)](x_4) \land \text{like}'(P, x_4)]$

= $\exists x_4 [[\text{fish}'(x_4) \land \text{hate}'(L, x_4)] \land \text{like}'(P, x_4)]$

This seems to represent correctly the truth conditions that (29) intuitively has.

Let us reiterate that the syntactic treatment of relative clauses adopted here is a gross oversimplification. The syntax of relative clauses has been studied quite extensively in a variety of frameworks and languages since the inception of generative grammar and of the various more adequate alternative syntactic approaches (transformational and nontransformational) that succeeded classical transformational grammar. The point we wish to emphasize here is that on any viable approach, something like $\lambda$-abstraction will likely be needed for a compositional semantics of relativization. In the framework that we are using, this is particularly evident. The gap left behind by a fronted relative pronoun is interpreted in the usual way as a variable, and the fronted relative pronoun coindexed with the gap seems to act precisely like a $\lambda$-abstractor over that variable. Thus, dislocated *wh*-pronouns in English appear to be a very direct syntactic manifestation of such an operator.
Chapter 7

4 VP Disjunction and Conjunction

Consider sentences like the following:

(35)  
   a. Pavarotti is boring and hates Bond.
   b. Pavarotti is hungry or is tired.

In (35a, b) we have what look like conjoined and disjoined VPs. In the present section we are going to discuss briefly their syntax and semantics.

4.1 Generalizing the scope of logical operators

In the early times of transformational grammar it was proposed that sentences like those in (35) be derived from underlying structures that looked like those in (36) via a transformation called conjunction (or disjunction) reduction.

(36)  
   a. Pavarotti is boring, and Pavarotti hates Bond.
   b. Pavarotti is hungry, or Pavarotti is tired.

It is hard to come across a precise definition of conjunction reduction in the literature, although the intuitive idea behind it is fairly clear. In a coordinated structure of the form \([S_1 \text{ and } S_2]\) parts of \(S_2\) could be deleted if they were identical in certain ways with parallel parts of \(S_1\). Part of the motivation behind such a proposal was the evident synonymy between (36) and (35). So one could propose that, say, (36a) is the S-structure (and LF structure) of (35a) and that the deletion of the second occurrence of \(Pavarotti\) takes place in the phonology and therefore doesn’t affect meaning.

This simplistic proposal, however, cannot work. Consider the following:

(37)  
   a. A man is boring and hates Bond.
   b. Every man is boring or is hungry.

(38)  
   a. A man is boring, and a man hates Bond.
   b. Every man is boring, or every man is hungry.

Clearly (37a, b) do not have the same meaning as (38a, b), their alleged sources. More specifically, (37a) entails (38a), but not vice versa, and (38b) entails (37b), but not vice versa. If conjunction reduction were a phonological deletion phenomenon that does not affect meaning, one would not expect this pattern to arise.

These considerations have led various researchers to adopt a syntax for VP conjunction and disjunction of the following kind:
(39) \( \text{VP} \rightarrow \text{VP conj VP} \)

The point then becomes how to interpret conjoined (or disjoined) VPs in such a way that \((35a, b)\) come out as being equivalent to \((36a, b)\) but \((37a, b)\) do not come out as equivalent to \((38a, b)\), respectively. The \(\lambda\)-operator makes this very easy. For any two predicates \(P_1\) and \(P_2\) of IPC we can define a new operator that, when applied to \(P_1\) and \(P_2\), gives us their conjunction or disjunction. One way of doing this is as follows:

\[
\begin{align*}
\text{a. } [P_1 \land P_2] &= \lambda x[P_1(x) \land P_2(x)] \\
\text{b. } [P_1 \lor P_2] &= \lambda x[P_1(x) \lor P_2(x)]
\end{align*}
\]

This kind of definition is usually called a pointwise definition. What it does is extend an operation, say \(\lor\) (previously undefined as a predicate operator), to any predicates \(P_1\) and \(P_2\) in terms of an already defined sentential operator \(\lor\) by looking at the value of \(P_1(x) \lor P_2(x)\). We look at the values that \(P_1(x) \lor P_2(x)\) gets when we assign to \(x\) successively each individual in \(U\). (The domain in \(U\) can be regarded as an abstract space in which the individuals contained in \(U\) constitute the points, whence the term \textit{pointwise}: we look at the values of \(P_1(x) \lor P_2(x)\) point by point, or individual by individual.) The \(\lambda\)-operator makes the job of providing such pointwise definitions extremely straightforward. In this way one can see that the semantic values of predicates (properties) inherit the Boolean structure of propositions. This means, for example, that just as \(\neg[\psi \land \phi]\) is equivalent to \([\neg \psi \lor \neg \phi]\), the predicate \(\lambda x \neg[\psi \land \phi]\) will be the same predicate as \(\lambda x[\neg \psi \lor \neg \phi]\).

The semantics for VP conjunction and disjunction should by now be obvious:

\[
\text{(41) If } \Delta = [\text{VP} \text{ conj } \text{VP}_2], \text{ then } \Delta' = \text{VP}_1 \text{ conj } \text{VP}_2'.
\]

To simplify the discussion of this proposal, let us put aside the syntax of INFL for the time being; that is, let us assume that we are adding rule (39) to the fragment \(F_2\) of chapter 3 (where INFL does not exist) rather than to \(F_3\). Let us further assume that we are interpreting \(F_2\) via translation into IPC along the lines described above, rather than directly. Call the resulting fragment \(F'_2\). Under these assumptions, \((42a)\) will have in \(F'_2\) the S-structure in \((42b)\) and the LF in \((42c)\). Each node of the LF structure is associated with its IPC translation.
By working through the definition of $\lor$ in the translation associated with the topmost node in (42c), we obtain the following results:

(43) a. $\forall x_1[\text{man'(x)}_1 \rightarrow \lambda y[\text{hungry'(y) } \lor \text{boring'(y)}](x_1)]$ by (40b)  
   b. $\forall x_1[\text{man'(x)}_1 \rightarrow [\text{hungry'(x)}_1 \lor \text{boring'(x)}_1]]$ by $\lambda$-conversion  

This gives us the desired results. It is easy to see that on the present analysis, (42a) does not come out as equivalent to “Every man is hungry, or every man is boring.”

Exercise 5 Show that (35a) and (36a) are equivalent in $F_2$ but (37a) and (38a) are not.

Thus an analysis that takes advantage of the $\lambda$-operator, as along the present lines, enables one to capture in a very simple way certain scope interactions between quantified subjects and VP-level conjunction and at the same time allows for a rather straightforward syntactic approach to the constructions in question.

It has been noted in a number of recent works that conjunction and disjunction are really cross-categorial operators: expressions of virtually any category can be conjoined and disjoined.9

(44) a. John and every student liked the show. (NP conj NP)  
   b. Most or every student came. (Det conj Det)  
   c. John walked in and around the building. (Prep conj Prep)  
   d. John saw and bought a shirt. (V conj V)  
   e. John saw an old and ugly house. (Adj conj Adj)

One would like to maintain that whatever the syntactic details, one can come up with a uniform meaning for and or or across all categories. Such a generalized meaning for and or or might be a good candidate for the
linguistic universal stated as follows:

(45) The semantics of all languages will have cross-categorial operators that have the same logical structure as and or in English.

Cross-categorial operators of this kind can indeed be defined by generalizing the pointwise definitions of VP conjunction and disjunction given above. But this goes beyond what can be done here.

The simpleminded version of conjunction reduction given above wasn’t able to accommodate the scope phenomena in (37) and (38). This suggests that either one should not analyze them using such a transformation (although perhaps such a transformation might still be needed for other phenomena) or a more elaborate version of conjunction reduction should be developed. Even if the latter hypothesis turns out to be workable, it still seems that its semantics will have to be along the same lines as that developed here.

4.2 INFL again

In $F_2$ we cannot generate sentences like those in (35), since we lack tense and have too rudimentary an approach to negation. However, if we try to join the treatment of VP conjunction of the previous section and the treatment of INFL in $F_3$, we run into a problem. The problem is that to generate (46a) and (46b), we have to allow for structures like those in (47).

(46) a. John came late and will leave early.
   b. John will come late and will not appreciate the show.

(47) $[[\text{Pred INFL VP}]]$ and $[[\text{Pred INFL VP}]]$

But then what would happen to the two INFLs of a conjoined Pred phrase with respect to our rule of INFL raising? For one thing, we know that extraction out of conjoined structures is subject to strong restrictions: it is only possible when an identical constituent is extracted out of the conjuncts across the board, as illustrated in (48).

(48) the boy $[[\text{Mary likes who}]$ and $[\text{John hates who}]]$ →
    the boy who $[[\text{Mary likes }]$ and $[\text{John hates }]]$

This constraint would prevent us from fronting the two distinct INFLs in sentences like (46a). Moreover, even if we did permit a double INFL fronting in (46a, b), the result would not be semantically coherent, for it would mean something like “It was the case that it will be the case that [John come late ∧ John leave early].”

A possible solution would be to provide a way of interpreting INFL in situ, that is, in nonraised position. The $\lambda$-operator enables us to do so. By
using the same lifting technique introduced in the previous section, we can define a number of predicate-level operators along the following lines:

(49) For any one-place predicate \( Q \),

\[
\begin{align*}
& a. \quad [\neg Q] = \lambda x[\neg Q(x)] \\
& b. \quad [PQ] = \lambda x[PQ(x)] \\
& c. \quad [Q] = \lambda x[Q(x)]
\end{align*}
\]

We can then provide a rule for interpreting unraised INFL along the following lines:

(50) If \( \Delta = [\text{INFL VP}] \) and TNS = PRES, PAST, or FUT, then

\[
\begin{align*}
& \text{if INFL = PRES AGR, } \Delta' = \text{VP'} \\
& \text{if INFL = PAST AGR, } \Delta' = [\text{PAST' VP'}] \\
& \text{if INFL = FUT AGR, } \Delta' = [\text{FUT' VP'}] \\
& \text{if INFL = NEG TNS AGR, } \Delta' = [\text{NEG' [TNS AGR VP']}] \\
\end{align*}
\]

This enables us to interpret sentences like the following:

(51) Some man came and will sing.

The S-structure of (51) is shown in (52a). Its LF and semantic interpretation is as in (52b).

(52) \[
\begin{align*}
& a. \quad [S[\text{NP some man}]\text{[Pred}[\text{INFL PAST 3rd}][\text{VP come}]] \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{[conj and]}[\text{Pred}[\text{INFL FUT 3rd}][\text{VP sing}]])]] \\
& b. \quad S, [\exists x_2[\text{man'}(x_2) \land [\text{P come'}] \land [\text{F sing'}]](x_2)] \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad S, [\text{[[P come'] \land [F sing']]}(x_2)] \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{NP}_2, [\exists x_2[\text{man'}(x_2)] \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{Det, Nom, man' [NP, x_2]} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{Pred, [[P come'] \land [F sing']]} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{Pred, [P come']} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{conj, \land Pred, [F sing']} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{INFL P, come'} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{VP, sing'} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{PAST, P 3rd V, come'} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{FUT, F 3rd V, sing'} \\
& \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \quad \text{some man e_2 come and sing}
\end{align*}
\]

By working through the definitions of the predicate operators in the translation associated with the topmost node in (52b), we get the following derivation:

(53) \[
\begin{align*}
& a. \quad \exists x_2[\text{man'}(x_2) \land [\lambda y[\text{P come'}(y)] \land \lambda y[\text{F sing'}(y)]](x_2)] \\
& \quad \quad \text{by (49b, c)} \\
& b. \quad \exists x_2[\text{man'}(x_2) \land \lambda z[\lambda y[\text{P come'}(y)](z) \land \lambda y[\text{F sing'}(y)](z)](x_2)] \\
& \quad \quad \text{by def. of } \land
\end{align*}
\]
c. $\exists x_2 [\text{man}'(x_2) \land \lambda z [\text{P come}'(z) \land \text{F sing}'(z)](x_2)]$
   by $\lambda$-conversion

d. $\exists x_2 [\text{man}'(x_2) \land [\text{P come}'(x_2) \land \text{F sing}'(x_2)]]$ by $\lambda$-conversion

This is the desired result. Recall that we are assuming that the coordinate structure constraint (in whichever way implemented) disallows INFL raising in cases like (51). And notice that we are still maintaining INFL raising as part of the grammar of $F_3$. We think that this is necessary to obtain the wide scope reading for negation in sentences like (54a).

(54)   a. Every man didn’t come.
    b. $\forall x [\text{man}'(x) \to \neg \text{P come}'(x)]$
    c. $\neg \text{P} \forall x [\text{man}'(x) \to \text{come}'(x)]$

The present approach predicts that wide scope readings for negation are unavailable in conjoined VPs, as INFL raising in these cases is blocked. This prediction appears to be correct. Sentence (55a) has only the reading represented by (55b) and not the one represented by (55c).

(55)   a. Every student is tired and isn’t enjoying the show.
    b. $\forall x [\text{student}'(x) \to [\text{tired}'(x) \land \neg [\text{enjoy the show}'][x]]$
    c. $\neg \forall x [\text{student}'(x) \to [\text{tired}'(x) \land [\text{enjoy the show}'][x]]$

The topics that we have just addressed are very complex, and our discussion is too brief to really do justice to them. However, it does illustrate, we think, the usefulness of the $\lambda$-operator and more generally how various semantic options interact in interesting ways with theoretical choices in the relevant level of syntax.

5 VP Anaphora

In the present section we will discuss an anaphoric phenomenon involving VPs, the one illustrated in (56).10

(56)   a. A: Does Bill smoke?
       B: No. John does ________.
    b. John came but Bill didn’t ________.
    c. John was interested. The others were ________ too.

We will see that this phenomenon (known as VP anaphora, VP ellipsis, or VP deletion in the literature) is governed by principles crucially involving something like $\lambda$-abstraction.

It should be noted that VP anaphora is sensitive to surface structure. Consider the following paradigm from Hankamer and Sag (1976):
(57) The children asked to be squirted with the hose, and
   a. *we did ______.
   b. they were ______.
   c. we did it.
We cannot continue the sentence as in (57a); we have to use (57b) or (57c). The reason is that *do requires an active verb in its complement, and the only available antecedent in (57a) is in the passive. This contrasts with some other forms of anaphora for interpreting VPs that do not appear to be subject to the same restriction: (57c) illustrates this with *do it* anaphora.

Considerations such as these might lead one to assume that VP anaphora is a deletion process governed by syntactic identity: one is allowed to delete a VP if there is in the context a VP syntactically identical with VP. This was in fact the line taken in early generative work on this topic (see Ross (1966)). However, it was later discovered that an approach along these lines runs into serious difficulties. Whether one construes VP anaphora as a deletion process or not, the identity conditions with a contextually specified antecedent cannot be given just in terms of surface syntax. They have to be stated at a more abstract level.

Various types of evidence can be used to back up the latter claim. Consider, for example, the following:

(58) Bob left and John will ______.
In (58) the antecedent is in the past, while the missing VP cannot be, as the future auxiliary *require a bare infinitive. The logical representation of (58) is something like (59).

(59) $P \text{leave'}(b) \land F \omega(j)$
The $\omega$ in (59) can be thought of as a placeholder for a predicate (or as a variable ranging over properties). The interpretive procedure associated with VP deletion must ensure that $\omega$ in (59) is interpreted as *leave'. The point of this example is that the identity conditions licensing VP anaphora must hold at a level where the proper antecedent is present, and surface structure does not seem to be the level. Something like LF or If seems to be a better candidate.

The same point can be made by looking at the following example:

(60) A: Did John speak to Bill about himself?
     B: Yes. And Frank did ______ too.
The question in (60) is ambiguous. It can either be asking whether John spoke to Bill about John or whether John spoke to Bill about Bill. If the former is the case, then the response in (60) must be taken as saying that
Frank spoke to Bill about Frank. If the latter is the case, the response must be interpreted as saying that Frank spoke to Bill about Bill. It is impossible, however, to interpret the question in one way and the response in the other.

If VP anaphora is a deletion process governed by surface syntactic identity, there is no clear reason why such a restriction should obtain. If, on the other hand, VP anaphora is governed by something like identity of meaning, then the restrictions on the interpretation of the response are immediately accounted for. The ambiguity of the question can, in fact, be pinned down to an ambiguity of the VP. The two readings that such a VP has can be represented as in (61).

\[
\begin{align*}
(61)\ a. \ & \lambda x[\text{speak}'(x, b, x)] \\
\ & \lambda x[\text{speak}'(x, b, b)]
\end{align*}
\]

Property (61a) is that of speaking to Bill about oneself. Property (61b) is that of speaking to Bill about Bill. The theory of reflexives has to allow for both these possibilities. Whichever interpretation we choose, it will get applied to the response in (60) to give us the following:

\[
\begin{align*}
(62)\ a. \ & \lambda x[\text{speak}'(x, b, x)](f) = \text{speak}'(f, b, f) \\
\ & \lambda x[\text{speak}'(x, b, b)](f) = \text{speak}'(f, b, b)
\end{align*}
\]

This constitutes the desired result.

We can model the mechanics of the process using either of two strategies. The first, close to the one developed in Sag (1976), maintains the deletion hypothesis but modifies what triggers it. This can be stated roughly as in (63).

\[
(63) \text{Delete a VP}_1, \text{if in the context there is a VP}_2 \text{whose logical interpretation is identical with that of VP}_1.
\]

According to (63) what triggers the deletion is essentially identity of meaning among the relevant constituents. For example, according to (63) the S-structure of (58) is as follows:

\[
(64) [\text{Bob [PAST leave]} \text{ and John [FUT leave]}]
\]

The second occurrence of leave having the same meaning as the first occurrence, it can be deleted. This identity of meaning can be stated as requiring either that the LF structure associated with VP$_1$ be the same as the one associated with VP$_2$ or that the logical translation of VP$_1$ (its lf') be identical with the logical translation of VP$_2$ (up to alphabetic variance: two lfs that are alphabetic variants of one another count as the same).

Whether we have two distinct ways of stating identity conditions on VP meanings (in terms of LFs or in terms of lfs) is an open issue but one that
is not going to matter at the elementary level at which we will be addressing the phenomenon.

The second strategy (close to the one developed in Williams (1977)) is the following. One can allow syntax to generate empty VP structures like those in (65):

\[(65)\]
\[
\begin{align*}
& a. \ [VP \emptyset] \\
& b. \ [VP \emptyset][NP \emptyset]
\end{align*}
\]

Then one can state an interpretive procedure that requires these empty VPs to be interpreted exactly like some VP in the context. Again there are a variety of ways in which such an interpretive procedure can be stated. One can copy the LF of the antecedent into the empty VP structure, or one can assign to the empty structure the same logical translation as that of the antecedent. And various other options are conceivable.

We present these two approaches partly because most of the research on this topic has been centered around them and partly because it is useful to have a specific mechanism in mind in discussing these matters, even though what we say here will not enable us to choose between the two strategies. For this reason we will lump the two strategies together and refer to them jointly as the semantic theory of VP anaphora. The general point that we wish to make is that both the interpretive and the revised deletion strategy essentially require semantic identity between two constituents, as opposed to identity of surface structures. And characterizing the semantic identity of two VP constituents ultimately requires making extensive use of something like \(\lambda\)-abstraction.

Consider the following example:

\[(66)\]
\[
\text{John } [VP, \text{ thinks that a petition will be sent in from every city}], \text{ and Mary does ___ too.}
\]

Let us focus on the embedded clause of the first conjunct (the complement of \textit{thinks}). There are two scope possibilities for the two quantified NPs contained within such a clause. They give rise to the two meanings in (67) for \(VP_1\).

\[(67)\]
\[
\begin{align*}
& a. \ \lambda x [\text{think}'(x, \exists y [\text{petition}'(y) \land \forall z [\text{city}'(z) \rightarrow [\text{from}'(y, z) \land \text{F sent-in}'(y)]]])] \\
& b. \ \lambda x [\text{think}'(x, \forall z [\text{city}'(z) \rightarrow \exists y [\text{petition}'(y) \land \text{from}'(z, y) \land \text{F sent-in}'(y)]]])
\end{align*}
\]

The semantic theory of VP anaphora makes a prediction. Whichever of the two possible readings one selects for \(VP_1\), the missing VP must have that same reading. This follows from the assumption that VP anaphora is
licensed by identity of meanings. The deletion approach based on surface syntax predicts instead that it should be possible to interpret VP\textsubscript{1} as in (67a) and the missing VP as in (67b). But intuitively we see that this is impossible. We therefore have a further piece of evidence in favor of the semantic approach.

One of the consequences of the semantic approach is that it requires the assignment of scope to quantifiers at the VP level. This is because of examples like the following:

(68) John likes everyone, and Mary does _____ too.

This sentence means something like John likes everyone and Mary likes everyone. We assume here that the quantifier everyone cannot have scope over the whole conjunct, as is attested by the ungrammaticality of sentences like “Mary likes everyone\textsubscript{1}, and John hates him\textsubscript{1}” on the reading indicated by the subscripts. So the reading that (68) has must have some other source. That is, the meaning of the antecedent for the null VP in (68) has to be something like (69):

(69) \( \lambda x \forall y[\text{like'(x, y)}] \)

There are a variety of ways in which (69) can be obtained. For example, we might say that VP is an admissible “landing site” for raised quantifiers, as was proposed in May (1985). In other words, we are free to attach quantified NPs either to S or to VP, so that one of the admissible logical forms of the first conjunct in (68) is (70).

(70) \[ _S \text{John[}_V \text{P everyone}_3 [\text{VP like } e_3]] \]

Structures like \[ \text{VP everyone}_3 [\text{VP like } e_3] \] would then be generally interpreted as in (69).

Notice what would happen if we assigned sentential scope to the quantified object in (68):

(71) a. \( \forall y[\lambda x[\text{like'(x, y)}](j)] \)

b. \( \forall y[\lambda x[\text{like'(x, y)}](j)] \land \lambda x[\text{like'(x, y)}](m) \)

Formula (71a) represents the meaning of the first conjunct in (68), and \( \lambda x[\text{like'(x, y)}] \) represents the meaning of the VP in that conjunct on the assumption that the object is assigned sentential scope. According to the semantic theory of VP anaphora, \( \lambda x[\text{like'(x, y)}] \) must be the meaning of the missing VP in the second conjunct. The semantic theory thus assigns the logical structure given in (71b) as the meaning of the whole sentence in (68). But here we run into a problem. The variable \( y \) is bound in the first conjunct and free in the second. Thus it will be interpreted differently in the first and in the second conjunct. Consequently, the meaning of the missing VP will
not be the same as the meaning of its antecedent, which goes against the basic idea of the semantic approach to VP anaphora. Thus we must say that in assigning an antecedent to a missing VP, no variable bound in the antecedent can be free in the interpretation of the missing VP. This in turn implies that we will be able to interpret (68) only if we assign VP scope to the object in the first conjunct.

The restriction we just discovered has a large number of perhaps unexpected empirical consequences. Let us start with some fairly immediate ones. Consider (72):

(72)  

a. Some student hates every professor.

b. \( \exists y [\text{student}'(y) \land \lambda x \forall z [\text{professor}'(z) \rightarrow \text{hate}'(x, z)](y)] \)

c. \( \forall z [\text{professor}'(z) \rightarrow \exists y [\text{student}'(y) \land \lambda x [\text{hate}'(x, z)](y)] \)\]

By a line of reasoning fully parallel to the reasoning above concerning (68), the VP of (72a) can license VP anaphora only if the universal quantifier is assigned VP scope, that is, only on the construal in (72b). On all other construals, which assign sentential scope to the object NP in (72a), we run into the problem just discussed in connection with (68). Consequently, while (72a) is ambiguous between readings (72b) and (72c), the following sentence is predicted not to be:

(73) A student hates every professor, and a secretary does ______ also.

We expect (73) to have only the reading where a single student and a single secretary hate every professor. This seems to be right.

Furthermore, we also expect (74a) to be ambiguous and (74b) not to be, again by the same argument.

(74) John thinks that a student hates every professor,

a. and Mary does ______ too.

b. and Mary thinks that a secretary does ______ too.

This expectation too appears to be borne out by the facts. What warrants it is that both the readings represented below in (75a) and (75b) are possible antecedents for the missing VP in (74a), but only (75c) is available for the missing VP in (74b), in view of the restriction on bound variables discussed above.

(75)  

a. \( \lambda x [\text{think}'(x, \exists y [\text{student}'(y) \land \forall z [\text{professor}'(z) \rightarrow \text{hate}'(y, z)]]] \)

b. \( \lambda x [\text{think}'(x, \forall z [\text{professor}'(z) \rightarrow \exists y [\text{student}'(y) \land \text{hate}'(y, z)]]]] \)

c. \( \lambda x \forall z [\text{professor}'(z) \rightarrow \text{hate}'(x, z)] \)

These facts are quite intricate, and the semantic theory of VP anaphora seems able to provide a simple and insightful explanation for them. Again
notice that such an explanation does not appear to be available if what triggers VP deletion is identity of VPs at surface structure.

There are some interesting counterexamples to the generalization above pointed out in Hirschbühler (1982). They have to do with sentences like the following:

(76) A Canadian flag was hanging in front of every window. An American flag was too.

Here the object of the prepositional phrase can be naturally understood as having scope over the subject in both conjuncts, contrary to what one would expect on the basis of the discussion above. At present these examples are not well understood. See Hirschbühler (1982) for a relevant discussion.

The following considerations from Williams (1977) lend further support to the semantic theory of VP anaphora. Consider the following sentence:

(77) John saw everyone before Mary did.

Sentence (77) has two readings. According to the first, for every person x, John saw x before Mary did. According to the second, John saw everyone, and after that Mary did. Let us call this second reading the group reading. The two readings are not equivalent. The first situation could obtain without the second being the case (but not vice versa: if the second obtains, then the first will obtain also). These two readings are precisely those expected on the present approach. The second or group reading is obtained when the quantified NP everyone is assigned VP scope in the main clause in (77), as illustrated below:

(78) a. $\lambda x \forall y [\text{see}'(x, y)](j) \text{ BEFORE } \omega(m)$
b. $\lambda x \forall y [\text{see}'(x, y)](j) \text{ BEFORE } \lambda x \forall y [\text{see}'(x, y)](m)$

We assume that before is interpreted as a two-place sentence operator ("$\phi \text{ BEFORE } \psi$" is true iff $\phi$ is true before $\psi$ is true). The variable on the right-hand side of (78a) gets interpreted in terms of the VP meaning represented on the left-hand side, which thereby yields (78b).

However, it is also possible to assign sentential scope to the quantified NP everyone. In this way everyone ends up having scope over the adverbial before clause (which is presumably adjoined either under the VP or under the S). The resulting reading is represented in (79a).

(79) a. $\forall x [\lambda y [\text{see}'(y, x)](j) \text{ BEFORE } \omega(m)]$
b. $\forall x [\lambda y [\text{see}'(y, x)](j) \text{ BEFORE } \lambda y [\text{see}'(y, x)](m)]$

The only available VP meaning in this case is $\lambda y [\text{see}'(y, x)]$ in (79a). Nothing prevents us from assigning it to $\omega$, for the variable $y$ will still be
in the scope of the universal quantifier, as (79b) shows. We are not using a VP meaning that contains a bound variable and turning it into a free one in interpreting the missing VP. So (79b) should be a possible interpretation for (77):

But now imagine continuing (77), repeated in (80a), as in (80b).

(80)  
  a. John saw everyone before Mary did.
  b. Yes, and Bill did before Sue did.

It seems that both missing VPs in (80b) can only have the group reading. This follows from the analysis above. The easiest way to see this is in terms of the interpretive strategy outlined above (although the same result would also follow from the strategy of deletion under identity of meaning). Notice first that the discourse in (80), even if it involves different speakers, quite clearly forms a coordinate structure, as is attested by the presence of and in (80b). This means that the quantifier everyone in (80a) cannot have scope over (80b). The logical form of (80b) can be represented as in (81).

(81)  \[ \omega(b) \text{ BEFORE } \omega(s) \]

The question is, What are the antecedents available for the predicate variables in (81)? Only two: \[ \lambda x \forall y[\text{see}'(x, y)] \] in (78a) and \[ \lambda y[\text{see}'(x, y)] \] in (79a). If we choose the VP meaning in (79a), there is no problem, for we obtain (82).

(82)  \[ \lambda x \forall y[\text{see}'(x, y)](b) \text{ BEFORE } \lambda x \forall y[\text{see}'(x, y)](s) \]

This gives us the group reading. If, however, we choose the VP meaning in (79a) as first clause, we get (83).

(83)  \[ \lambda y[\text{see}'(y, x)](b) \text{ BEFORE } \lambda y[\text{see}'(y, x)](s) \]

But in doing so, x, a variable bound in the first clause, turns out to be free in the interpretation of the missing VPs, which we know on independent grounds to be impossible. And there is no way to rescue this interpretation on the assumption that quantifiers cannot have scope over a coordinated structure. Thus, (80b) is unambiguous.

To sum up, we have considered some of the basic properties of VP anaphora and argued that whether it is viewed as a deletion or as a purely interpretive phenomenon, it requires identity of VP meanings. We have described a simple approach along this semantic line that has quite a number of interesting empirical consequences. The identity conditions on VP meanings can be spelled out at either of two levels. We can spell out VP meanings at the LF level (under a suitable direct model-theoretic interpretation of LF) by requiring that the two VPs be assigned the same LF structure. Or we can spell them out in terms of lf by requiring that VPs
be assigned the same logical translations (again with ultimately the same model-theoretic values). It is hard to see how the kind of semantics for VPs required by VP anaphora could be given without resorting to $\lambda$-abstraction or to a device substantially equivalent to it.

**Exercise 6** Add to $F_3$ the following rules for adjectives:

1. $\text{VP} \rightarrow \text{be Adj}$
   $\text{Adj} \rightarrow \text{red, drunk, dead, round, blond, ...}$

Let us now give a semantics for the newly introduced constructions by means of translation in the style of section 2.

2. Members of the syntactic category $\text{Adj}$ are translated as constants of category $\text{Pred}_1$ of IPC.
   If $\Delta = [\text{be Adj}]$, then $\Delta' = \text{Adj}'$

Together (1) and (2) generate sentences like (3a) and assign to them the reduced translation given in (3c).

3. a. Pavarotti is drunk.

   b. $\text{S} \rightarrow \text{NP} \rightarrow \text{Pred}$
      $\text{N} \rightarrow \text{INFL} \rightarrow \text{VP}$
      $\text{Pavarotti} \rightarrow \text{be} \rightarrow \text{drunk}$

   c. drunk'(P)

   (a) Add the syntactic and semantic (translation) rules for prenominal adjectives. Use $\lambda$-abstraction in introducing the semantic rule. Your rules should generate sentences like the following:

4. a. The drunk singer is cute.
   b. Every drunk black cat is cute.

   (b) Give the syntactic tree your grammar associates with (4b) along with its node-by-node translation on the model of the example on p. 326.

**Exercise 7** Add to $F_3$ the following rule for possessives:

1. $\text{NP} \rightarrow \text{NP}[ + P + \text{POSS}] \text{Nom}$

Here $+P$ stands for “proper” or “pronominal,” and $+\text{POSS}$ stands for “possessive.” The grammar of $F_3$ so augmented will generate sentences like the following:
(2)  

a. Sophia Loren likes her mother.

b. Pavarotti gives Sophia Loren's book to Bond.

Give the semantics corresponding to (1) in the form of a translation rule on the model of section 2. Such a translation rule should have the following form:

(3) If $\Delta = [NP_S]$, where $NP_S$ is of the form $[NP \text{ Nom}]$, then $\Delta' = \ldots$

Such a semantics will involve bringing in something like a possessor relation POS. $\text{POS}(x, y)$ is a highly context-dependent relation that can mean, among other things, $x$ belongs to $y$, $x$ is assigned to $y$, or $x$ was produced by $y$.

Illustrate your analysis by giving a node-by-node translation of (2b). It will help you if you find a meaning-preserving paraphrase of the possessive construction that uses more familiar determiners ($a$, $the$, or $every$).

6 Conclusions

In the present chapter we have familiarized ourselves with the logical syntax and semantics of the $\lambda$-operator, a very powerful device that enables one to define properties of indefinite complexity. One of the things that such an operator makes possible is doing semantics by means of translation into a logical calculus, which raises interesting questions concerning the notions of logical form and semantic representation. We have also seen how the $\lambda$-operator appears to be extremely useful in analyzing the structure of complex predicates in English, in particular, relative clauses, conjoined and disjoined VPs, and VP anaphors. We have considered a number of issues that these phenomena raise for the syntax-semantics interface.
Chapter 8
Word Meaning

1 Introduction

Often semantics is thought of as the study of what words (or morphemes) mean. Words as significant units have not, however, been our focus so far. In chapter 2 we quoted Frege: “Only in the context of a sentence do words have meaning.” This slogan encapsulates the view we have presented in this text: that the central question a linguistic theory of meaning must address is that of how finitely many lexical meanings can be systematically combined to yield indefinitely many sentential meanings. The systematic productivity of linguistic meaning is its most striking feature and distinguishes human languages from many other semiotic systems. What words mean is a matter of the systematic effects they have on the semantic and pragmatic properties of (utterances of) sentences containing them, properties like entailments, presuppositions, incompatibility, and perhaps some kinds of implicatures. Word meanings cannot, on our approach, be studied in isolation. The ultimate test of any proposed word meaning must be its contribution to the meaning of sentences containing it and the meaning-relations among such sentences. That is, word meanings must be able to provide an appropriate finite base for an adequate recursive theory of indefinitely many sentential meanings.

In sketching such a theory, we have, of course, said quite a bit already about the meanings of words and inflectional morphemes. We have generally modeled the proposition a sentence expresses (relative to a context) as a particular kind of set-theoretic entity: a function from possible circumstances to truth values (or a set of possible circumstances). To do this, we have assigned to words in each syntactic category a type of set-theoretic entity that combines with the set-theoretic entities associated with other words to yield such a function. For example, common nouns like woman are associated in a model with a function whose value in any
circumstance is a set of individuals, and transitive verbs such as *like* with a function from circumstances to sets of ordered pairs of individuals. Logical words like *and*, *or*, and *not* have been directly interpreted by means of set-theoretic operations; tense and modals like *must* and *may* have been partially interpreted, with their precise contribution to propositional content linked to contextual parameters. We have placed some constraints on interpretation of indexical expressions like *I*, *here*, and *now*; we have also discussed the interpretation of pronouns as context-sensitive expressions and as variable-like elements linked to antecedent NPs. In the next chapter we will introduce a different way of thinking about NP meanings and draw on that to consider in some detail linguistically significant semantic distinctions within the small but very interesting lexical class of quantifying determiners.

In the present chapter we will look at further insights on word meaning to be gained from truth-conditional semantics. In section 2 we will discuss the possibility of decomposing the meaning of lexical items into more basic concepts. We will also look generally at the way in which words within a given semantic field may be related to one another. This will lead us to discuss, among other things, the role of semantics in processes of word formation. In section 3 we will see how the study of the semantic properties of certain classes of words (adjectives) leads us to a more elaborate classification of semantic concepts. In section 4 we will discuss other notions that have played an important role in the study of lexical meanings, namely, thematic roles (agent, patient, etc.). We will also briefly consider the contributions that words may make to the presuppositional component of meaning. Finally, in section 5 we will take up the issue that lexical items are often vague and consider how semantic imprecision can be dealt with from the point of view adopted in this book.

2 How Words Are Semantically Related

2.1 Lexical decomposition
An appealing idea that has been explored by many rather different approaches to word meaning is that word meanings—the concepts that words label—are constructed from semantic components that recur in the meanings of different words. The first step in this approach is the observation that words are semantically related to one another in systematic ways. For example, the semantic properties of the words *parent, mother, father, spouse, wife, husband, female,* and *male* license the entailment from the (a) sentences to the (b) and (c) sentences in (1) through (4).
(1)  
\(a\). Hilary is a mother.  
\(b\). Hilary is a parent.  
\(c\). Hilary is female.

(2)  
\(a\). Lee is a father.  
\(b\). Lee is a parent.  
\(c\). Lee is male.

(3)  
\(a\). Hilary is a wife.  
\(b\). Hilary is married.  
\(c\). Hilary is female.

(4)  
\(a\). Lee is a husband.  
\(b\). Lee is married.  
\(c\). Lee is male.

*Mother* and *wife* differ from *father* and *husband* by licensing application of *female* rather than *male*. *Wife* and *husband* differ from *mother* and *father* in sharing the inference to a sentence with *married* rather than one with *parent*. *Mother* labels a concept that involves femaleness and parenthood; *father* involves maleness and parenthood. The concept designated by *wife* involves femaleness and being married; *husband* involves maleness and being married.

Considerations of this sort have led to the idea that words are not unanalyzed atoms but can be decomposed into a set of recurrent conceptual features or traits. Within the general setup we are assuming, this idea can be developed in a rather simple way. All we have to do is translate the words designating complex concepts into syntactically complex expressions of our logical calculus, as in (5):

(5)  
\(a\). mother' = \(\lambda x [\text{parent}'(x) \land \text{female}'(x)]\)  
\(b\). father' = \(\lambda x [\text{parent}'(x) \land \text{male}'(x)]\)  
\(c\). wife' = \(\lambda x [\text{married}'(x) \land \text{female}'(x)]\)  
\(d\). husband' = \(\lambda x [\text{married}'(x) \land \text{male}'(x)]\)

Of course, further decomposition might be proposed, for example, male' = \(\lambda x \neg \text{female}'(x)\) (or vice versa). The point worth making here is that translations like those in (5) allow us to prove the entailments above using standard deductive techniques; the entailments depend only on properties of the logical constants of \(\mathit{lf}\) (in this case, the \(\lambda\)-operator and logical conjunction). The translations still leave open the semantic value of parent, female, male, and married, but they provide an explicit representation of the relations of the concepts associated with these words to those associated with the words they are used to translate in (5).
Decomposition has often had a further aim: to identify a stock of universal semantic components from which all languages draw in constructing the concepts their lexicons label. What is sought is a basic language-independent vocabulary for the language of semantic representation, some kind of interpreted logic or semantic calculus (a logic whose nonlogical constants are interpreted). It certainly seems plausible that aiti (Finnish for mother) and isä (Finnish for father) differ in the same dimension as their English equivalents. The concept of femaleness, for example, is not peculiar to English. We use female (an English word written in small capital letters) to designate the concept (which might or might not perfectly translate English female).

The idea of viewing word meanings as composed from more primitive universal semantic elements was taken up within the framework of transformational grammar by Katz and Fodor (1963) and further developed in work by Katz and Postal (1964), Katz (1966, 1972), and Bierwisch (1969), among others. Some of the most extensive work on word meanings as syntactically structured was done in the late 1960s and early 1970s by generative semanticists: Lakoff (1965), McCawley (1968), and Postal (1970), for example. More recently Jackendoff (1976, 1983) has advanced some interesting proposals about the centrality of spatiotemporal notions in providing a general structural model for the semantic structure of many lexical items. Although this work assumes that primitive semantic elements, the atoms from which word meanings are composed, designate some kind of mental construct or concept, most of it fails to consider how these concepts connect with what we talk about, their role in articulating the objective significance of language.

A particularly interesting and original approach to the issue of lexical decomposition is represented by Dowty (1979). Though Dowty’s approach draws on insights of the generative semanticists, it falls squarely within the truth-conditional and model-theoretic framework. We will present some of it in simplified form as an illustration of how decompositional accounts of lexical meaning might be fruitfully combined with the approach to semantics that we have introduced in the preceding chapters.

Dowty addresses the issue of the different aspectual classes within which predicates in natural languages seem to fall. An observation that goes as far back as Aristotle (and has been discussed by many) is that VPs can be classified in at least three classes: states, activities, and telic eventualities. Let us consider them in turn.

Examples of states are given in (6).
   b. John is on the roof.
   c. John is drunk

States are like snapshots of the world at a given instant. They lack a natural culmination or end point, and their subject is perceived not as an agent (as doing something) but as an experiencer (as experiencing something). Although judgments are sometimes confounded by semantic and pragmatic factors that we cannot discuss here, states can be identified fairly reliably by examining a number of different grammatical environments. For example, states typically cannot be put in the progressive:

(7) a. *John is knowing Latin.  (vs.  a'. John is learning Latin.)
   b. *John is being on the roof. (vs.  b'. John is getting on the roof.)
   c. *John is being drunk.  (vs.  c'. John is getting drunk.)

States are also odd in the imperative:

(8) a. *Know Latin!  (vs.  a'. Learn Latin!)
   b. *Be on the roof!  (vs.  b'. Go on the roof!)
   c. *Be drunk!  (vs.  c'. Get drunk!)

States are also generally bad in sentences of the form "It look NP an hour (a minute, a year) to VP."

(9) a. *It took John a year to know Latin.
    (vs.  a'. It took John a year to learn Latin.)
   b. *It took John five minutes to be on the roof.
    (vs.  b'. It took John five minutes to get on the roof.)
   c. *It took John an hour to be drunk.
    (vs.  c'. It took John an hour to get drunk.)

(The asterisks in (7) through (9) indicate semantic oddness rather than syntactic ill-formedness.)

Activities share with states the property of lacking a natural culmination. Yet they are agentive in that they typically involve a subject doing something. They cannot in general be viewed as instantaneous snapshots of the world. Examples are the following:

(10) a. John is kicking.
    b. John is pushing a cart.

Imagine we see a snapshot of John with his legs in a certain position. Is he kicking, or is he standing with his legs that way? We can't tell. We need to see John for more than an instant to determine whether he is kicking.

The progressive and imperative tests also differentiate activities from states. Unlike states, activities are perfectly natural in the progressive, as
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(10) illustrates. They are also felicitous in the imperative:

(11)  
a. Kick higher!
   
b. Push that cart without banging it into the wall!

Activities share with states the property of being infelicitous in the “It took NP an hour to VP” class of environments:

(12)  
a. *It took John an hour to kick.
   
b. *It took John an hour to push that cart.

Telic eventualities instead have a natural end point or culmination. Typical examples are the following:

(13)  
a. Joan fell asleep.
   
b. Michelangelo painted the ceiling of the Sistine Chapel.

They are generally good in the progressive:

(14)  
a. Joan is falling asleep.
   
b. Michelangelo is painting the ceiling of the Sistine Chapel.

In the imperative they are usually good:

(15)  
a. Fall asleep!
   
b. Paint the ceiling of the Sistine Chapel!

And unlike states and activities, they are generally good in the “It took NP an hour to VP” environments:

(16)  
a. It took Joan a minute to fall asleep.
   
b. It took Michelangelo three years to paint the ceiling of the Sistine Chapel.

An interesting thing to note is that often the interaction of a predicate with certain phrases may shift the original aspectual class of that predicate. For example, walk is basically understood as lacking a natural end point. However, walk to school does culminate (when one reaches school). So combining walk with the adverbial to school bounds the activity of walking, gives it a culmination point, and thereby shifts its aspectual class from that of activities to that of telic eventualities.

Dowty discusses in detail many further grammatical tests that distinguish these aspectual classes. And distinctions of this sort appear to be attested in different forms in a wide variety of languages. How should we account for them? Why do languages tend to make precisely these distinction? Why do verbs have these fairly regular distributions with respect to, say, the progressive or to temporal adverbials of various sorts?

In this connection Dowty puts forth a very suggestive hypothesis. He introduces within an intensional logic similar to the one we have developed
here (but more refined) three aspectual operators DO, BECOME, and CAUSE and suggests that verbs are defined from basic stative predicates in terms of these operators. The semantic properties of such operators determine the properties of the various aspectual classes. In other words, if we assume that we are endowed with basic stative predicates and the combinatorial apparatus of intensional logic augmented by the operators just mentioned, predicates will form the three classes discussed above, and, Dowty argues, we will be able to derive the distribution of various verb phrases with respect to aspectual tests from the semantic properties of the aspectual operators.

We cannot reproduce Dowty's analysis here, but let us try to flesh it out a bit more in a very informal way. Let us begin by saying something more about the various aspectual operators. The operator DO is analyzed by Dowty as a binary relation between individuals and properties, as in (17):

(17) \( DO(j, MOTION) \)

Assume that MOTION is an abstract property such that \( MOTION(x) \) means that \( x \) is not static. Formula (17) should then be interpreted as saying roughly that something that John does causes him to be nonstatic (or in motion). Formula (17) could be plausibly suggested as an analysis for "John moves." So DO is a relation between a property and an individual that says that the individual has that property as a consequence of that individual doing something. Dowty suggests that activities are in general manufactured out of states by using the DO relation along the lines illustrated above. He then provides an analysis for the progressive and for the temporal properties of the DO relation from which one can derive the fact that DO allows the progressive but states don't.

Let us turn now to telic eventualities. Dowty suggests that these can be analyzed in terms of the two operators BECOME and CAUSE. The operator BECOME is a one-place operator whose truth conditions can be roughly spelled out as follows:

(18) "BECOME(\( \phi \))" is true at instant \( i \) iff \( \phi \) is true at an \( i' \) that immediately follows \( i \) and is false at an \( i'' \) that immediately precedes \( i \).

So for example \( \text{BECOME}(\neg \text{ALIVE}(j)) \) is true at \( i \) iff at some \( i' \) immediately preceding \( i \), \( \neg \text{ALIVE}(j) \) is false (\( j \) is alive at \( i' \)), and at some \( i'' \) immediately following \( i \), \( \neg \text{ALIVE}(j) \) is true (\( j \) is not alive at \( i'' \)). BECOME(\( \neg \text{ALIVE}(j) \)) can be proposed as an analysis of the verb die. CAUSE is a two-place operator. Intuitively, CAUSE(\( x, \phi \)) holds just in case something that \( x \) does (or some property that \( x \) has) causes \( \phi \) to be the case. CAUSE is defined in terms of a bisentential operator \( C \). A rough indication of the syntax and semantics of \( C \) is given in (19).
(19)  

a. If \( \phi, \psi \) are formulas, then \( C(\phi, \psi) \), to be read as "\( \phi \) causes \( \psi \)," is also a formula.

b. "\( C(\phi, \psi) \)" is true at instant \( i \) in world \( w \) iff (i) \( \phi \) and \( \psi \) are both true at \( i \) in \( w \) and (ii) in the worlds that differ minimally from \( w \), where \( \psi \) is not the case, \( \phi \) is also not the case.

The semantics for \( C \) is given using the semantics for conditionals developed in Lewis (1973) and Stalnaker (1968); clause (ii) in (19b) is essentially their analysis of the semantics of "if not \( \phi \), then not \( \psi \)." Let us illustrate the proposal by means of an example. Let \( A \) stand for "Germany invades Poland" and \( B \) stand for "Britain enters the war against Germany." Then \( C(A, B) \) says that Germany's invasion of Poland caused Britain to enter the war against Germany (tense aside). The truth conditions of \( C(A, B) \) are spelled out according to (19) as follows. For \( C(A, B) \) to be true, Germany must have invaded Poland, England must have entered the war against Germany, and in the worlds closest to ours (those minimally different from it), where Britain does not enter the war against Germany, Germany must not have invaded Poland. That is, to remove from history Britain's entering the war against Germany, you will have to remove also Germany's attack on Poland. We judge a world in which Germany does not invade Poland and Britain does not enter the war against Germany as more like ours than a world in which Germany invades Poland but Britain does not enter the war. It is this that makes us willing to say that Germany's invasion of Poland caused Britain to enter the war.

Thus (19) tries to make explicit a semantics for causation that uses a resemblance relation among worlds of the kind first proposed for the analysis of conditionals. What we have provided in (19) is only a rough approximation. Several refinements of this type of analysis have been proposed and put to work in studying the logical properties of causation.

The definition of \( \text{CAUSE} \) is then quite simple:

(20)  

a. If \( t \) is a singular term and \( \phi \) a formula, \( \text{CAUSE}(t, \phi) \) is also a formula.

b. "\( \text{CAUSE}(t, \phi) \)" is true at instant \( i \) in world \( w \) iff there is a property \( a \) such that \( t \) has \( a \) at \( i \) in \( w \) and \( \phi \) is true at \( i \) in \( w \) and in the worlds minimally different from \( w \), where \( \phi \) is not the case, \( t \) lacks property \( a \).

Let us now see how one can analyze verb phrases associated with telic eventualities in terms of \( \text{BECOME} \) and \( \text{CAUSE} \). Consider the relation between the two sentences in (21).
Continuing to ignore the verb be, we can propose that is open translates into a one-place stative predicate in the translation logic, which we will designate open_a (“a” stands for adjective). Whether open_a is itself a basic expression of the semantic calculus or is syntactically complex will not concern us here. What does concern us is the relation between the translation of the intransitive verb open (open'_1) and open_a, which can be given as in (22).

(22) open'_1 = \lambda x \text{BECOME}(open_a(x))

Verbs like intransitive open are also called inchoatives: they specify a change in state.

Now consider (23), in which the transitive verb open occurs. How is (23) to be analyzed?

(23) Juan opens the door.

Dowty proposes to define the transitive open (open'_1) essentially as follows:

(24) open'_1 = \lambda y \lambda x [\text{CAUSE}(x, \text{BECOME}(open_a(y)))]

In (24) we have multiple \lambda-abstraction, which is a simple extension of abstraction over a single variable. Intuitively, an expression of the form \lambda x \lambda y [\phi] will be a two-place relation that holds of u and u' just in case u and u' satisfy \phi. More explicitly, we say that relative to a model M, a world w, an instant i, a context c, and an assignment g, [[\lambda x \lambda y [\phi]]]^{M,w,i,c,g} = \{\langle u, u' \rangle : \phi^{M,w,i,c,g}|_{u/x} u'/y = 1\}. So the \lambda-expression in (24) will denote a relation that holds between x and y iff some property that x has (or some action that x engages in) causes y to become open. Such a relation is proposed as the analysis of the meaning of the verb open. Verbs like open are called causatives: they specify causation of a change in state.

Notice also that verbs of the type in (21) and (23) are widespread: the intransitive and transitive verbs melt, the transitive kill and the intransitive die, the intransitive and transitive verbs blacken, to mention a few. The concepts we have labeled CAUSE and BECOME seem to play nearly as pervasive a role in our reasoning about semantic relations as those traditionally associated with logical constants like conjunction and negation.

The analysis not only captures the entailment relations that hold among (21a), (21b), and (23). It also accounts for how predicates distribute across the different aspectual classes: the VP in (21a) is stative; those in (21b) and (23) express telic eventualities. Coupled with an analysis of tense more explicit than the one we can provide here, the present analysis, Dowty argues, can in fact account for the different behavior of VPs with respect
to a host of aspectual tests. So translational decompositions of verbs along the lines just sketched provides us with an interesting (though not unproblematic) hypothesis concerning their aspectual properties and the entailments associated with them.

**Exercise 1** Using the tools we have so far, provide a translation into IPC for *kill*, transitive and intransitive *blacken*, the adjective *clean*, and the transitive verb *clean*.

Translational decomposition commits us to the view that decomposed words are semantically perfectly equivalent to the syntactically complex expressions assigned as their translations. What is claimed by the translational analysis presented above is that the formula in (25a), for example, is true in exactly the same situations as the English sentence in (25b).

(25)  

\begin{align*}
  a. & \text{CAUSE}(j, \text{BECOME}(\text{open}_{\text{the door}})) \\
  b. & \text{Juan opened the door.}
\end{align*}

It is certainly plausible that sentence (25b) entails formula (25a) just as it entails the English sentence (26).

(26) Juan caused the door to become open.

In other words the formula in (25a) does seem to specify a necessary condition for truth of the sentence in (25b). What seems more questionable, however, is that the truth of this formula is sufficient for the truth of sentence (25b). Suppose, for example, that Juan does something that causes Maria to turn the knob and open the door without himself coming near the door. The semantics for *cause* given above does not preclude Juan's indirect involvement and thus would seem to make formula (25a) true in such a situation whereas the English sentence (25b) is judged false by many speakers relative to such a situation. There are at least two alternatives that can be pursued in this connection. One is to give up the idea that (25a) is true in exactly the situations in which (25b) is true. We will show in the next section how a semantic account of English might specify the one-way entailment from the formula to the English sentence without making the stronger claim of equivalence. The second is to refine the analysis of *cause* so that (unlike English *cause*) it incorporates the direct involvement condition (or whatever else might be needed).

There is further interesting evidence that Dowty adduces in support of his decompositional analysis sketched above, evidence that involves data about the interaction of certain adverbials with the meanings of nonstative verbs. Consider adverbials like *again* or *for the third time*.
Word Meaning

(27)  
    a. John is drunk again.
    b. John is drunk for the third time.

Sentence (27a) implies that John was drunk before; sentence (27b) that there were at least three occasions on which John was drunk. Contrast this with the sentences in (28).

(28)  
    a. The door opened again.
    b. John opened the door again.

The sentences in (28) Dowty finds ambiguous in a way in which those in (27) are not. According to Dowty, (28a) can be interpreted as saying either that it was again the case that the door became open or that the door became open again. Notice that “It was again the case that the door became open” entails that the door became open before. But “The door became open again” does not: it merely entails that the door was open before (say, it was mounted open). Similarly for (28b). Dowty (following previous proposals) suggests the following account for this. Stative predicates like those in (27) are simple, and hence adverbial modification (in simple sentences with no quantified NP) cannot yield any ambiguity. Telic eventualities, on the other hand, are complex, and an adverb can be construed either with the becoming or causing of the resulting state or with the resulting state itself, which yields precisely the readings Dowty detects in sentences like (28).

There is, however, an empirical problem for this type of account. Intuitions seem to differ as to whether the sentences in (28) allow the internal modifier readings that Dowty discusses, according to which the door, for example, was constructed in an open state and need never have become open before. In other apparently parallel cases, intuitive judgments more definitively reject internal modifier interpretations. Take the verb to clean. Suppose that John’s best jacket was bought new and in a clean state but no one ever cleaned the jacket before John bought it. It eventually got dirty, and John cleaned it. Then it would seem that (29a) is false, while (29b) is true.

(29)  
    a. John cleaned the jacket again.
    b. John caused the jacket to be clean again.

Yet if Dowty’s account of the sentences in (28) is right, there ought to be a reading according to which (29a) is true in the situation we are considering, for it is true that what John did caused the jacket to become clean again. But (29a) does not seem to allow such a reading.

So data from adverbial modification, though interesting, do not appear to support directly a decompositional analysis of the kind we have consi-
Let us summarize. Decompositional accounts of lexical meaning have been proposed to elucidate semantic relations among lexical items, apparent semantic universals, aspectual differences, and constraints on possible interactions of conceptually complex words with modifying expressions such as adverbials. Here we have sketched some features of Dowty's decompositional analysis, which tries to accomplish these tasks using the kind of semantic tools studied in this book. Though we have not really been able to do justice to Dowty's analysis within the limits of this work, we have briefly indicated what some of its advantages and disadvantages might be and what empirical tests might bear on the hypothesis of lexical decomposition.

What we want to do next is consider a way of achieving similar results that does not decompose lexical items.

2.2 Lexical analysis without decomposition

Most of the analytical and descriptive work done within decompositional frameworks can be incorporated with only minor modifications within other approaches to the analysis of lexical meaning. So far the rules of IPC specify the interpretation of logical constants along with new additions like CAUSE and BECOME. But the structure of the models with respect to which truth is defined has been characterized only in very general terms. It is clear, however, that IPC is only suitable for semantic representation if certain more specific assumptions are made about its model-theoretic interpretation. Suppose, for example, that female' and male' are nonlogical constant expressions of IPC. We do not want a model that assigns males as the members of [female']M,w,i,c,g or females as members of [male']M,w,i,c,g. In other words, we understand IPC as having an intended interpretation, which restricts the class of models that can function as models for English. We generally characterize such an intended interpretation by saying that [female']M,w,i,c,g, for example, is the set of females. In doing so, we actually rely on our understanding of English to determine what set [female']M,w,i,c,g is associated with.

We can further elucidate what female means by making explicit its relation to other concepts (male, human, etc.). One way of doing this is by means of lexical decomposition, which we discussed in the previous section. Another way is by directly formulating constraints on how lexical items are related to one another. The formulation of constraints on the relation among lexical items can be thought of as "meaning postulates" (Carnap
"elucidations of meaning" (Higginbotham (1989)) or simply "con­straints" (Barwise and Perry (1983)). Here we will use meaning postulates to illustrate.

A meaning postulate for IPC is a formula of IPC that must be true in any admissible model for interpreting IPC. Meaning postulates place con­straints on the semantic interpretation of a formal language system or calculus by limiting the class of models admitted for interpreting that calculus. Let us see how IPC meaning postulates can ensure the desired relation between uninterpreted constant expressions translating causative verbs like transitive open and kill and inchoative verbs like intransitive open and die.

Meaning postulates can simply mimic the decompositional analyses. Let open' be the IPC translation of the English adjective open, let open' be that of the intransitive verb, and let open be the two-place predicate used in translating the transitive verb. Then the relevant meaning postulates can be given as in (30).

(30) a. \( \Box \forall x [\text{open}'(x) \leftrightarrow \text{BECOME}(\text{open}'(x))] \)

b. \( \Box \forall x \forall y [\text{open}'(x, y) \leftrightarrow \text{CAUSE}(x, \text{open}'(y))] \)

Of course, (30a) and (30b) together entail (31).

(31) \( \Box \forall x \forall y [\text{open}'(x, y) \leftrightarrow \text{CAUSE}(x, \text{BECOME}(\text{open}'(y)))] \)

Our definitions of entailment and validity in earlier chapters can be thought of as definitions of logical validity and logical entailment: they are framed in terms of all models for the language and thus reflect only the contribu­tions of logical constants and compositional rules. The same is also true, of course, of our definitions of logical equivalence and contradiction. What we are proposing now is that there may be useful notions of semantic validity, entailment, equivalence, and contradiction that take account not only of logical form in the narrow sense but also of the constraints on semantic interpretation that meaning postulates place on other expressions in the semantic calculus. Let the class of admissible models be the class of all models in which our meaning postulates are true. The definitions of semantic entailment, equivalence, validity, and contradiction then go as follows:

(32) a. A set of formulas \( \Omega \) semantically entails a formula \( \phi \) iff for every admissible model \( M \) in which for all \( \psi \in \Omega, [\psi]^M = 1, [\phi]^M = 1. \)
b. A formula \( \phi \) is semantically equivalent to a formula \( \psi \) iff \( \phi \) semantically entails \( \psi \) and vice versa.
c. A formula \( \phi \) is semantically valid iff for every admissible model \( M, [\phi]^M = 1. \)
d. A formula $\phi$ is semantically contradictory iff for every admissible model $M$, $[\phi]^M = 0$.

Since any admissible model is automatically a model, logical entailment is a species of semantic entailment and similarly for the other related notions. From now on, entailment will be used in the wider sense of semantic entailment unless there is some specific indication otherwise.

Is the meaning postulate approach to analysis of word meaning substantively different from the decompositional one? The decompositions of the intransitive and transitive English verbs *open* proposed in (22) and (24) of the preceding section and the meaning postulates for IPC offered in (30) and (31) above will guarantee exactly the same entailment relations among English sentences. Yet there might be ways in which the two approaches are distinct. Let us discuss this issue a bit further.

If we take *lf* as a characterization of our semantic competence, the two approaches might have different psychological implications. In the decompositional approach, no vocabulary item in the semantic calculus corresponds to English words like *kill* and *die* or the transitive and intransitive verbs *open*. The associated concepts are not basic ones in the semantic calculus; they are assembled from other concepts such as *cause*, *become*, and that associated with *alive* (if *alive* is a basic expression in the semantic calculus). This suggests that certain concepts are more complex than others, where complexity is determined by the complexity of their decompositions. For example, the semantic representation of *kill* contains that of *die*; hence it is hard to avoid the conclusion that in an obvious sense *kill* is more complex than *die*. In contrast, the meaning postulate approach allows us to hypothesize that concepts like *kill*, *die*, and *open* are directly labeled by vocabulary items in the semantic calculus; they are not just identified with assemblages of more basic concepts. Thus the semantic representation of *kill* does not contain that of *die*: both are just basic expressions in the semantic calculus, which means neither is translated into a syntactically complex expression. Now this does not mean that there is no cognitive complexity to the concept labeled *kill*, but it does mean that the translation of *kill* does not itself represent that complexity. It also means that *kill* designates a conceptual unit. There is no need, on the meaning postulate approach, to think that the same cognitive construct or process is involved in understanding both utterances of *die* and utterances of *kill* and thus that *kill* should be psychologically more complex than *die*.

In fact, experimental evidence suggests that there is no detectable correspondence between complexity at the level of decomposition into features and difficulty in processing. Aitchison (1987), chapter 6, reviews relevant
psycholinguistic literature (including Fodor, Fodor, and Garrett (1975), which many linguists found compelling) and concludes that data on comprehension, ease of access, and similar processing phenomena do not support the decompositional view. Thus something like the meaning postulate approach can be taken to be more compatible with psychological evidence on semantic processing and better designed as an abstract characterization of the speaker's knowledge.

Acquisition phenomena also might bear on the issue of lexical decomposition. Children acquire words like kill and die long before they learn words like cause or become. Of course, the IPC CAUSE and BECOME predicates need not be equated with cause and become; nonetheless, it is striking that what we have analyzed as the relatively more complex items semantically are apparently more directly salient for children. It is often said that young children, while being attuned to causal relations, lack explicit knowledge of abstract notions, like causation, that serve to cross-classify many diverse type of events. But then how can children represent notions like those associated with kill, in which causation figures?

Even at a less abstract level we find the order of acquisition frequently opposite what relative complexity of proposed translations might predict. As Fodor (1987), p. 161, observes, "Children know about fathers long before they know about males and parents. So either they don't have the concept FATHER when they seem to, or you can have the concept MALE PARENT without having access to its internal structure; viz., by having the concept FATHER. Of these alternatives, the last seems best."

The decompositional approach suggests that the simple concept of father that children first acquire is different from, and perhaps ultimately replaced by, the complex one that they later build from male and parent. In contrast, the meaning postulate approach need only suppose an enrichment of IPC to include basic expressions like male and parent and the concepts they designate along with meaning postulates connecting these later acquired concepts to the earlier ones and also linking earlier concepts to one another. There is a continuity of concepts from one stage to another, although knowledge of the continuing concepts may develop in certain ways. Vocabulary grows along with knowledge of conceptual connections, but the later stages in lexical knowledge generally extend rather than discard the earlier stages. For example, the child who adds female, male, and parent to a vocabulary that already contains mother and father might at the same time add meaning postulates like those in (33) to the semantic calculus along with the new basic expressions female, male, and parent.
(33)  
\( a. \forall x \forall y [\text{father}'(x, y) \leftrightarrow (\text{male}'(x) \land \text{parent}'(x, y))] \)  
\( b. \forall x \forall y [\text{mother}'(x, y) \leftrightarrow (\text{female}'(x) \land \text{parent}'(x, y))] \)  
\( c. \forall x [\text{male}'(x) \rightarrow \neg \text{female}'(x)] \)  
\( d. \forall x [\text{female}'(x) \rightarrow \neg \text{male}'(x)] \)  

The concepts designated by *father* and *mother* are still designated by basic expressions in \( \text{lf} \); those basic expressions are not rendered superfluous when the concepts they designate become analyzable through the introduction of new concepts designated by new basic expressions. The child is at the same time also learning more about the relation of the early concepts *mother* and *father* to other concepts (and also, of course, more about what mothers and fathers are like or supposed to be like and so on—the kinds of beliefs that might play a role in generating implicatures). The decompositional theory, however, suggests that the early “father'(x)” is replaced by a later “male'(x) \land \text{parent}'(x).” In contrast, lexical analysis by means of meaning postulates is perfectly consistent with diverse (and changing) mental representations of word meanings. Indeed, it implies nothing about how the concepts associated with individual words are structured or how they are processed in comprehension. It does, however, impute a kind of mental integrity to natural language words by associating them with basic units of the semantic calculus stored in a mental lexicon rather than identifying them with complex expressions.

A developmental story like what we sketched for kinship terms might be told, mutatis mutandis, about the causative and inchoative verbs we considered earlier. The child begins entering transitive \text{open}'\_1, intransitive \text{open}'\_2, and adjectival \text{open}'\_3, in her mental lexicon, using them to label concepts that allow her to recognize situations to which sentences like those in (34) apply.

(34)  
\( a. \) Joan opened the door.  
\( b. \) The door opened.  
\( c. \) The door was open.  

At the same time the child presumably adds such meaning postulates as those in (35), which support inferences from (34a) to (34b) and from (34b) to (34c) with suitable provisos about constancy of time reference.

(35)  
\( a. \forall x \forall y [\text{open}'_1(x, y) \rightarrow \text{open}'_1(y)] \)  
\( b. \forall x [\text{open}'_2(x) \rightarrow \text{open}'_3(x)] \)  

But perhaps it is only later that she links constraints like (35) to *cause* and *become* by adding to her mental lexicon meaning postulates similar to those in (30) and (31).
Any language user whose mental lexicon includes CAUSE and BECOME can make explicit connections among items that share these abstract components and cross-classify items in the lexicon by means of their shared entailments (the common semantic properties of words) rather than by means of shared components in the sense implied by decompositional approaches. That is, the knowledge that both transitive open and transitive clean are causatives can be thought of as knowledge that each figures in a meaning postulate specifying a certain kind of connection to the operator CAUSE—not that each contains the operator CAUSE in its translation (or in less compositionally oriented analyses, a feature +CAUSATIVE). We can also investigate cross-linguistic similarities by exploring the possibility that certain directly interpreted constants like CAUSE and BECOME are like the standard logical constants in that they are part of the vocabulary of the semantic calculus for any language. In other words, to adopt the meaning postulate approach is not to ignore data on connections among lexical items or to rule out the possibility of universal elements in semantic representations.

Some decompositional theories are very reductionist: they seek to pare down the vocabulary of the translation language to an absolute minimum (often with the view that this minimal vocabulary will be universal). A thoroughgoing reductionist program requires decisions about which of two closely related words (male and female, child and parent) is to be taken as basic). Such decisions, as Lyons (1977) effectively shows, are ultimately arbitrary. Meaning postulates, on the other hand, can easily link interdefinable words without treating one as more basic than the other.

Meaning postulates and decompositional analyses might perhaps be interpreted as implying different kinds of cognitive models from those we have sketched above, or as we noted earlier, they might be interpreted as having no cognitive significance at all. But in any event, we seem forced to a meaning postulate approach in cases where intuitive judgments do not support the semantic equivalence required by decompositional analyses but only the one-way relation of entailment. As mentioned in section 2.1, this might indeed be the case for pairs like those in (36).

(36)  

a. Joan opened the door.  
b. Joan caused the door to open.

It seems that (36a) entails (36b), but not vice versa. In general, sentences like (36a) imply more direct causation than is required by those like (36b) or the translations we provided in section 2.1 with the concept of CAUSE. We may be able to specify this directness more precisely, but whether or not
that is possible, we can replace the meaning postulate in (31), which posits equivalence, with (37), which is committed only to one-way entailments.

(37) \( \forall x \forall y [\text{open}^t(x, y) \rightarrow \text{CAUSE}(x, \text{BECOME}(\text{open}^t(y)))] \)

**Exercise 2** Using the operators **CAUSE** and **BECOME**, write meaning postulates to specify semantic relations among *kill*, *die*, *dead*, *alive*.

Meaning postulates are perfectly suitable for specifying either necessary or sufficient conditions for applying a word and for specifying other ways in which its interpretation might be constrained by the interpretation of other words in the language. Unlike translational decomposition of a word, semantic analysis of the IPC translation of a word by means of meaning postulates does not require an analysis of the word in terms of a set of conditions individually necessary and jointly sufficient for its applicability. Meaning postulates allow incomplete semantic analysis in that they only constrain the class of admissible models. For this reason alone, meaning postulates and other approaches to constraining models appear to be more flexible than decompositional translations. Of course, a mixed system where some words are fully analyzed into more basic concepts and others are only partially analyzed in terms of meaning postulates is also conceivable. In fact, we will later see how aspects of both approaches can be exploited in dealing with the semantic effects of word formation rules, to which we now turn.

### 2.3 Word formation rules

Two formal language systems that differ only in the inventory of their nonlogical vocabulary can be regarded as essentially the same. Adding more one-place predicates or more individual constants to IPC does not change it in any fundamental way, although of course meaning postulates or other constraints on admissible models might accompany the new vocabulary and affect what is semantically entailed. Similarly, many linguists have assumed that major lexical classes like nouns and verbs are freely open to new members without changes in the language as such. Of course, just as new basic expressions in IPC might bring meaning postulates with them, so words entering natural languages may be semantically related to words already in the vocabulary. It is a commonplace that two different speakers are very unlikely to have exactly the same vocabularies and that a given speaker continues throughout life to acquire new vocabulary (and probably also to lose knowledge of words once known).
In formal languages, expressions that are not phrases have neither internal structure nor structural links to one another. Natural language words do have internal structure, and this internal structure is important in introducing new vocabulary. All words have internal phonological structure (or something analogous in languages produced in nonphonic media), but many words have another structural layer as well. Morphology is the traditional label for the level of linguistic structure internal to words. The morphological structure of the word is often systematically linked to its semantic interpretation. Typical cases include words containing affixes (un-happy, final-ize) and compounds (race-track), whose morphological structure is manifest on the surface. Morphological structure can also be attributed to words like transitive open, which can be thought of as including the intransitive open as a component, while intransitive open itself includes adjectival open. Rules specifying morphological structure are often called word formation rules or rules of derivational morphology.

Word formation rules are similar to syntactic rules. Formally, word formation rules specify the categories of input expressions, the operations on that input, and the category of the output expression, just as syntactic rules do. Unlike the syntactic rules we have considered, word formation rules can have phonological conditions on their applicability. In this book we have to ignore virtually all the interesting questions about formal properties of word formation rules such as their relation to syntactic rules on the one hand and to phonological rules on the other. But we must note one important difference between word formation and syntactic rules: forms output by word formation rules are only potential words and need not be actual in the sense of being listed in someone's mental lexicon. That is, word formation rules generate a set of potential words from which each individual lexicon is built. We leave it open here how individuals build their lexicons from the set of potential words. We further note that there is no corresponding distinction between potential and actual phrases or sentences. Of course, some sentences are used and others are not. The difference is that we do not have to store sentences used as we do words considered part of the vocabulary of our language.

Our concern here is the semantic component of word formation rules. The semantics of morphological rules and the semantics of syntactic rules are also different. The semantic interpretation of a sentence is completely determined by its syntactic structure and the meanings of the words so structured (relative to a context). The fact that the semantic contribution of syntactic structure is recursively specifiable prevents unlimited syntactic productivity from creating interpretive problems. Systematic procedures
exist to translate sentences into formulas of the semantic calculus whose interpretation is completely specified with respect to a specification of the meaning of the components. Interpretation of a morphologically complex word likewise depends on the interpretations of its constituent expressions (affixes, component words, etc.) and on the morphological structure in which those expressions occur, the word formation processes involved. Unlike sentences, however, the linguistically specified meaning of a word often goes beyond what is determined by the interpretation of its constituents and their structural relations. To put it another way, word formation rules typically constrain but do not determine the interpretation of morphologically complex words relative to an interpretation of the basic morphological units: they are not fully compositional.

How might this idea be made precise? Let us look more closely at some English word formation rules. Remember that we are ignoring the factors that might influence which of the potential words output by these rules become actual words; thus some forms we analyze as potential words will probably seem rather odd and unlikely to become actual words.

One possible approach is to assume that word formation rules specify a determinate interpretation and then to draw some distinction between semantically transparent and nontransparent derived words according to whether the words are or are not interpreted as the translation specifies. This line is pursued in Dowty (1979), and in some form or other it is also found in many less formal approaches to morphological rules (see, for example, Aronoff (1976)). Thus, for example, we could state a rule that forms intransitive verbs from transitive ones as follows:

(38) a. If \( \alpha \) is a member of category \( V_t \), then \( \alpha \) can also be added as a member of category \( V_i \).

b. If \( \beta' = [V_i [V_i \alpha]] \), then \( \beta' = \lambda x [\exists y \alpha'(x, y)] \).

This rule generates, for example, intransitive \( \text{eat} \) from transitive \( \text{eat} \). The semantics of this rule in (38b) ensures that \( x \) eats iff \( x \) eats something. This semantic relation between transitive and detransitivized forms seems to hold in many cases. There are, however, some instances that do not conform to this pattern. For example, intransitive \( \text{kick} \) does not necessarily involve kicking someone or something. On this approach intransitive \( \text{kick} \) is nontransparent. Its meaning has to be learned separately.

Let us consider another example. There is in English a process that forms adjective from transitive verbs by suffixing \( -\text{able} \). On the approach we are considering, such a rule could be formulated as follows:
(39)  a. If $\alpha$ is a member of $V_t$, then $\alpha + able$ can be added as a member of Adj.

b. If $\beta = [\text{Adj} \, [\alpha]_{V_t} \, \text{able}]$, then $\beta' = \lambda x [\Diamond \exists y (\alpha'(y, x))]$.

This rule forms like + able from like and hate + able from hate. Transparent -able formations are those which have this interpretation, and all others are nontransparent. Unlike what happens in the case of detransitivization, many, perhaps most, deverbal adjectives with the -able suffix have an interpretation that implies something more than (and thus something different from) what (39) specifies, for example, readable, washable, and even likeable. What we have to say on the present approach is that all these English adjectives with -able are semantically nontransparent and thus this word formation rule does not assist a hearer in interpreting them when they are encountered for the first time.

An alternative approach is to take more seriously the idea that word formation rules only constrain rather than determine semantic interpretation. Here is one way to do it. Let us revise (39) as follows.

(40)  a. If $\alpha$ is a member of $V_t$ in $F_3$, then $\alpha + able$ can be added as a member of Adj.

b. If $\beta = [\text{Adj} \, [\alpha]_{V_t} \, \text{able}]$, the following constraint is placed on $\beta'$:

$$\forall x [\beta'(x) \rightarrow (\Diamond \exists y \, \alpha'(y, x))]$$

The syntactic part of (40) is just as it was before. The semantic component of the rule constrains the interpretation of IPC translations of words so derived. The meaning postulate in (40b) says that a person who is likeable can be liked by someone. Yet it does not place any more stringent conditions on being likeable, although the English word likeable arguably does. Someone who knows the -able rule, hears likeable for the first time, and analyzes it as derived by this rule will be guided toward the established interpretation although she will not know the full actual interpretation without further contextual cues.

Such an approach arguably captures the fact that the semantics of word formation rules is partly compositional and thus can be useful for interpreting derived words that are not fully compositional, words that are semantically "transluscent" rather than transparent. To treat an adjective as derived from a transitive verb by means of the -able rule is to treat it as triggering an entailment of the general form specified in (40b).

Other English word formation rules are suggested by our earlier discussions. For example, (41) is a version of what Dowty (1979) calls the inchoative rule, which relates the intransitive verb open to the adjective of the same form.
(41)  

a. If $\alpha$ is a member of Adj in $F_3$, then $\alpha$ or $\alpha + en$ can be added to $V_i$.

b. If $\beta = [\nu_i [\text{Adj} \quad \alpha]]$, then $\beta'$ is constrained as follows:
$$\forall x [\beta'(x) \rightarrow (\text{become} \quad \alpha'(x))]$$

The choice of form for the derived intransitive verb in (41a) depends on phonological features of the input adjective: -en is added if the input adjective ends in a nonnasal obstruent (as in red, thick, and light) and otherwise the form is unchanged (as in empty, open, warm, and clear).

The causative rule that forms transitive verbs like open, melt, and blacken from the corresponding intransitives can be dealt with in a similar manner.

**Exercise 3**  

1. Write a causative rule on the model of the rule in (41).

2. Lakoff (1965) noted that there are causatives derivationally linked to adjectives for which the intermediate inchoatives are not actual words, for example, fatten and wet. How might we revise our rules to accommodate this possibility?

3. Write a word formation rule prefixing un- to predicate adjectives.

The two approaches we have briefly considered need not be viewed as alternatives, as they are not incompatible. It is conceivable that the semantics for some morphological processes is done with rules of the type exemplified by (39), and that for others with constraints of the kind exemplified in (40). Not enough is known about the semantic component of morphology to settle this issue at this point.

Much more can be said about the interpretation of morphologically complex words. We have barely scratched the surface of English derivational morphology, and many languages have much richer systems of word formation than English. Yet these few examples show how the theoretical framework we have introduced in this book can be used to say something interesting about the semantics of word formation. What distinguishes the semantic component of word formation rules from that associated with syntactic rules, we have suggested, is its partial compositionality—the fact that the word formation rule and its input constituents constrain but do not determine interpretation.

3 Distinctions of Logical Type

In the present section we will look at how a semantic calculus can help us represent semantic distinctions among words that do not correspond to distinctions in the syntactic category to which those words belong. By *logical types* we mean the categories we use to classify the different types
of objects we need in semantics. Logical types reflect themselves quite directly in the syntax of IPC. The syntactic categories of IPC are terms, \( n \)-place predicates, and formulas. These categories correspond extensionally to individuals, \( n \)-place relations, and truth values and intensionally to individual concepts, \( n \)-place properties, and propositions. The extensions and intensions associated with the logico-syntactic categories of IPC are the types of objects we need to do semantics. In this section we show the need for other types of objects besides those mentioned above and indicate how direct reference to differences in logical types can play a useful role in semantics.

In chapter 1 we noted that within what looks like a single natural language category (adjective) there may be some very general and semantically significant distinctions to be drawn. For example, observe that (42a) entails (42b) and (42c), (43a) entails (43c) but not (43b), and (44a) entails neither (44b) nor (44c) though it does entail (44d).

\[(42)\]

\[\begin{align*}
a. & \text{ Pavarotti is a pink tadpole. } \\
b. & \text{ Pavarotti is pink. } \\
c. & \text{ Pavarotti is a tadpole. }
\end{align*}\]

\[(43)\]

\[\begin{align*}
a. & \text{ Pavarotti is a large tadpole. } \\
b. & \text{ Pavarotti is large. } \\
c. & \text{ Pavarotti is a tadpole. }
\end{align*}\]

\[(44)\]

\[\begin{align*}
a. & \text{ Pavarotti is a former tadpole. } \\
b. & \ast \text{ Pavarotti is former. } \\
c. & \text{ Pavarotti is a tadpole. } \\
d. & \text{ Pavarotti was a tadpole. }
\end{align*}\]

This suggests that the basic result we want from the semantics of adjectives is something like (45a) for adjectives like \textit{pink}, (45b) for adjectives like \textit{large}, and nothing of either sort for adjectives like \textit{former}.

\[(45)\]

\[\begin{align*}
a. & \left[ \text{pink tadpole} \right']^{M, w, i, c, g} = \left[ \text{pink} \right']^{M, w, i, c, g} \cap \left[ \text{tadpole} \right']^{M, w, i, c, g} \\
b. & \left[ \text{large tadpole} \right']^{M, w, i, c, g} \subseteq \left[ \text{tadpole} \right']^{M, w, i, c, g}
\end{align*}\]

Of course, (45) makes sense only if we suppose that \(\left[ \text{pink} \right']^{M, w, i, c, g}, \left[ \text{pink tadpole} \right']^{M, w, i, c, g}, \text{ and } \left[ \text{large tadpole} \right']^{M, w, i, c, g}\) are all sets of individuals. Prenominal adjectives like \textit{pink} are sometimes called \textit{intersective}, and those like \textit{large} are called \textit{subsective}; the category exemplified by \textit{former} can be called \textit{nonpredicative}. Let us see how we can understand the pattern in (42) through (44) by looking at these different types of adjectives in turn.

The treatment of intersective adjectives like \textit{pink} appears to be fairly simple. They can be analyzed simply as properties. \textit{Pink} will translate in
our logic as pink', which will have as its extension at every index \( \langle w, i \rangle \) the set of things that are pink in world \( w \) at time \( i \). To formulate syntactic and semantic rules that characterize the behavior of intersective adjectives in prenominal and predicative position is thus quite a straightforward matter. 6

Let us turn now to nonpredicative adjectives like former. It is frequently noted that the fact that two nominals \( \alpha \) and \( \beta \) have the same extension in given circumstances does not guarantee that former \( \alpha \) and former \( \beta \) will have the same extension. So in the U.S. Senate in the spring of 1988, for example, the set of those who are professional basketball players and those who are astronauts were both empty (and thus equal), but the set of former professional basketball players = \{Senator Bill Bradley from New Jersey\} and the set of former astronauts = \{Senator John Glenn from Ohio\}. This means that the extension of former professional basketball player in given circumstances is not a function of the extension of professional basketball player, nor is the extension of former astronaut a function of the extension of astronaut. This seems to suggest that we should treat these nonpredicative adjectives intensionally. That is, the set of individuals that are now former astronauts depends on the intension of the predicate astronaut and more specifically on who had that property in the past.

A very general way to incorporate this insight is to regard adjectives like former as property modifiers, that is, as functions from properties to properties. For example, former can be interpreted as a function that maps the property of being an astronaut to the property of being a former astronaut, the property of being a teacher to the property of being a former teacher, and so on. We can treat similarly other adjectives in this class, like alleged, false (as in false friend), etc. This means that we need in our semantics a new category (novel logical type), that of functions from properties to properties.

In order to make this explicit we proceed as follows. First we introduce into IPC the new logico-syntactic category of operators on one-place predicates (which we notate as \( \text{Op-Pred}_1 \)). We assume that IPC may contain a number of constants of this novel category. We further assume that these constants are interpreted as functions from properties to sets. That is, if \( V \) is the interpretation function, \( O \) a constant of category \( \text{Op-Pred}_1 \), \( c \) a context, \( w \) a world, and \( i \) a time, then \( V(O)(c)(\langle w, i \rangle) \) is a function that maps properties to sets. We then add the following rules to IPC:

\[
(46) \quad a. \text{ If } O \text{ is in } \text{Op-Pred}_1 \text{ and } \beta \text{ is in } \text{Pred}_1, O(^\beta) \text{ is in } \text{Pred}_1.
\]

\[
b. \text{ If } O \text{ is in } \text{Op-Pred}_1 \text{ and } \beta \text{ is in } \text{Pred}_1, [O(^\beta)]^{M, w, i, c, g} = [O]^{M, w, i, c, g}([^\beta]^{M, w, i, c, g}), \text{ where } [^\beta]^{M, w, i, c, g} \text{ is the property } r
\]
that is the intension of $\beta$, that is, for every $\langle w', i' \rangle$, $r(\langle w', i' \rangle) = \left[ \beta \right]^M_{w', i', c, g}$.

In other words, our new IPC operators syntactically combine with one-place predicates to yield new one-place predicates and are semantically interpreted as functions that map input properties onto new output properties. See (88) in chapter 5 for the definition of $^\alpha$, where $\alpha$ is in Pred$_1$.

There is no necessary connection between the extensions of the new output properties and the extensions of the input properties. This provides us with a straightforward way of representing the meaning of nominals like those in (47a) and (48a), given in (47b) and (48b).

(47) a. $[\text{Nom former senator}]$
   b. former('senator')

(48) a. $[\text{Nom alleged killer}]$
   b. alleged('killer')

The interpretation of various nonpredicative adjectives can be further constrained in terms of meaning postulates like the following for former', where $Q$ is any one-place predicate.

(49) $\Box \forall x \left[ \text{former}'(Q)(x) \leftrightarrow Q(x) \right]$

Formula (49) is actually a meaning postulate schema: by replacing $Q$ with Pred$_1$ expressions we get actual meaning postulates. It says that something is a former $Q$ just in case that something was a $Q$ in the past.

**Exercise 4** Using the two-place verb *allege*, write a meaning postulate schema that constrains the meaning of *alleged*.

Notice that an immediate consequence of the present semantics for nonpredicative adjectives is that if, for example, Pavarotti is a former tadpole, it does not follow that he is a tadpole, even though by (49) it follows that he was one. The point is that the inference from (50a) to (50b) is not in general licensed, which is what we want for this class of adjectives.

(50) a. $O(\beta)(x)$
   b. $\beta(x)$

The failure of such inferences constitutes the main reason for viewing nonpredicative adjectives as members of the logico-syntactic category Op-Pred$_1$, as functions from properties to properties.

Let us turn now to subsective adjectives. In some ways subsective adjectives are like intersective adjectives: they both occur in predicate position (where they express properties), and when they combine prenominally with
a nominal, they both produce a new nominal whose extension is a subset of the modified nominal. Being pink and being large are both properties (whereas being former isn't a property), and a pink tadpole and a large tadpole are both tadpoles.

Being large, however, is a property that is highly dependent on context: what size something must be to count as large will depend on contextual factors. The size is much smaller if we are looking at tadpoles than if we're looking at elephants; being large is relative to a property (being a tadpole or being an elephant, for example). Subsective adjectives like *large* are often called relative adjectives in the linguistics literature. It has sometimes been suggested that their relativity is essentially like that of *former* and *alleged*. It is tempting to propose, for example, that *large tadpole* be interpreted to mean large for being a tadpole and be translated in exactly the same way as *former tadpole* or *alleged tadpole*. An immediate difficulty with such a proposal is that it provides no account of the subsective property of these adjectives or of their being able to occur in predicate position. An even more serious problem for this proposal is that the head nominal does not always set the standard for relative adjectives. For example, consider sentence (51), adapted from an example of Hans Kamp and Barbara Partee.

(51) Lee built a large snowman.

What counts as large for evaluating a sentence like this one depends not just on standards set by the property of being a snowman but also on other factors: Lee might be a two-year-old in the backyard or a twenty-year-old working on the Dartmouth snow carnival.

In dealing with the subsective adjectives, the contribution of context cannot be ignored. One way of capturing the context-dependent character of adjectives like *large* might be as follows. Let us assume that the context provides us with a set of comparison classes for *large* and similarly for other relative adjectives. We need a set of comparison classes (rather than a single one) to deal with sentences like "A large tadpole is not a large animal," where in the same context the comparison class for the first occurrence of *large* is different from the comparison class for its second occurrence. So let us add to our contextual functions a function \( C_{\text{large}} \), for each subsective adjective *A*. Intuitively, \( C_{\text{large}}(c) \) gives us the set of objects that are large in context *c* relative to the *n*th class of objects whose size we are considering. \( C_{\text{tall}}(c) \) gives us the set of objects that are tall in context *c* relative to the *m*th class of objects whose height we are considering, and so on. We then assume that English *large* is associated with a class of predicates of IPC represented as *large\_n*, where *n* is an arbitrary index. *Large\_1*, *large\_2*, *large\_3*,
etc., are context-dependent predicates. Their semantics is specified in terms of \( Cl_{\text{large}} \) as follows:

(52) For any \( c, w, \) and \( i, V(\text{large}_n)(c)(\langle w, i \rangle) = Cl_{\text{large}}^n(c). \)

In (53) we provide an example.

(53) a. \([_{\text{Nom}} \text{large tadpole}]\)

b. \( \lambda x[\text{large}_3(x) \land \text{tadpole}'(x)] \)

The meaning of a nominal like (53a) can be represented as in (53b). An individual is going to satisfy the context-dependent property in (53b) just in case it is a tadpole and is large relative both to the context and to the third class of individuals whose size we are considering. It is of course very plausible to maintain that in a context where we apply \( \text{large}_n \) to \( x \), the properties of \( x \) are going to determine the comparison class. Thus in a context where (53a) is used, such a comparison class will very likely be made up of tadpoles.

Notice that an immediate consequence of this analysis is that if something is a large tadpole, it must be a tadpole, which is exactly what we want. Furthermore, we also see why from “\( y \) is a large tadpole” it does not follow that “\( y \) is large.” To say that \( y \) is a large tadpole is to apply to \( y \) a property of the form \( \lambda x[\text{large}_3(x) \land \text{tadpole}'(x)] \). From this it does follow that \( y \) has the property of being \( \text{large}_3 \) but not that it has the property of being \( \text{large}_n \) for \( n \neq 3 \). In other words, from “\( y \) is a large tadpole” it follows that \( y \) is large only with respect to a given comparison class. But when we go on to say “\( y \) is large” we may (and typically will) select a different comparison class. This is why we cannot in general infer (43b) from (43a) in the way we can infer (42b) from (42a).

So adjectives appear to belong to two different logical types. Intersective and subsective adjectives are properties (subsective adjectives are highly context-dependent ones), whereas nonpredicative adjectives are property modifiers, functions from properties to properties.

By exploiting these semantic differences, we can provide a very simple treatment of adjectives. We illustrate it by adding the following rules to fragment \( F_3 \):

(54) a. \( \text{Nom} \rightarrow \text{Adj Nom} \)

\( a' \). If \( \Delta = [_{\text{Nom}} \text{Adj Nom}] \), then

\[ \Delta' = \lambda x[\text{Adj}'(x) \land \text{Nom}'(x)] \text{ if Adj' is in Pred}_1 \]

\[ \Delta' = \text{Adj}'(\text{Nom}') \text{ if Adj' is in Op-Pred}_1. \]

b. \( \text{VP} \rightarrow \text{be Adj} \)

\( b' \). If \( \Delta = [_{\text{VP be Adj}}] \), \( \Delta' = \text{Adj}' \).
Chapter 8

Formula (54a) introduces adjectives in prenominal position; formula (54b) introduces them in predicate position. Notice that the semantic rule in (54a') exploits the different logical types that adjectives may have. Nominals are associated with properties. If the adjective we are considering designates a property, we conjoin it with the property associated with the head. If it is a property modifier, we apply it to the head.

While in many ways an oversimplification, the approach in (54) has a further interesting consequence. The syntactic rule in (54b) licenses well-formed strings like the following:

(55) John is former/alleged/etc.

Yet they are ungrammatical. Why? Consider what their semantics would be on the basis of (54b') and the other semantic rules. It would have to be as in (56).

(56) former' (j)

But (56) is semantically incoherent. The expression *former* is a property modifier, a function from properties to properties. Consequently, it is undefined for \( j \), which is an individual. Hence, (56) is ungrammatical because it is uninterpretable; its translation (56) is incoherent. Its semantics amounts to applying a function to something outside of its domain.

**Exercise 5** Give the *lf* of the sentence below relative to one of its LFs.

Every large tadpole admires a large former tadpole.

To summarize, we have seen that adjectives display three different patterns of entailments. We have argued that to account for them, they must be classified as belonging to different semantic types. Adjectives like *pink* are properties. Adjectives like *large* are also properties, albeit highly context-dependent ones. Adjectives like *former* are functions from properties to properties. These distinctions not only enable us to capture the different entailments adjectives enter into. They also explain why not every adjective can occur in predicate position. Adjectives like *former* cannot because they are not properties and hence cannot be predicated of individuals.

What we have done is, of course, only a rough first approximation. Much more can be said about adjectives. There are, however, two strong morals that we think can be drawn from the above discussion. The first is that to do semantics we need to enrich somewhat the standard set of types in IPC. The second is that differences in logical type may actually explain certain
distributional properties of classes of expressions and thus constitute a substantive component of the characterization of their behavior.

4 Further Aspects of Lexical Semantics

4.1 Thematic roles

The term used in contemporary discussions of basic ways in which individuals participate in, or are related to, the events or states described by simple sentences. Proposed thematic roles often include, for example, agent and experiencer. Agents are said to do something; experiencers, on the other hand, are said to have certain attitudes or mental states. In (57a) Lee is assigned the agent role, but in (57b) the role of experiencer.

(57) a. Lee kicked Kim.
   b. Lee liked Kim.

Which roles Kim is assigned in (57a, b) is more controversial. In (57a) Kim might be classified as a patient, the participant most directly affected by the agent’s action. In (57b) Kim is clearly not a patient but is the trigger of Lee’s state, what Lee’s state is about. Some linguists use the term theme to indicate this role. In fact, theme is often used as a cover label for the role associated with the object in both (57a) and (57b). Kim is an affected theme in (57a) and an unaffected theme in (57b). The definitional criteria for being a theme are much fuzzier than those for agent or experiencer.

In some form or other, grammarians have appealed to thematic roles since at least the days of Pāṇini, the great Indian linguist who worked on Sanskrit some 2500 years ago. In generative linguistics, they appeared in the late 1960s. Fillmore (1968) spoke of case relations and argued that such relations crucially mediate between surface syntax and the way in which verbs and their NP arguments semantically combine in sentences; he also used case relations to say something about semantic relations among verbs. Gruber (1965) used thematic relations as the basis of a reductionist account of verbal meanings; his ideas have been adopted and extended in a series of discussions of lexical semantics by Jackendoff (see, for example (1975, 1983)). The so-called thematic relations hypothesis associated with this work is that verbs from many different domains have meanings that are somehow patterned on meanings drawn from spatiotemporal domains and articulated in terms of thematic roles most closely associated with notions of motion, location, direction, path, and the like. Many other linguists have in recent years appealed to thematic roles or relations in trying to explain
various kinds of morphological and syntactic data. We cannot survey the relevant linguistic literature here, but we do want to note that the terminology of thematic roles or relations does not always involve the notion that there is a small set of semantically distinguished role kinds that recur with many different verbs, which is what we take thematic roles such as that of agent to imply. Sometimes thematic roles are used only to develop a theory of how arguments are fed into relations. For example, van Riemsdijk and Williams (1986), p. 241, say that “θ-theory, as outlined here, is not committed to ... a system of argument types ... such as agent.” Thematic roles in this sense lose the semantic character that they have in the informal characterization illustrated in (57). Here we will be concerned primarily with approaches to thematic roles according to which thematic roles like agent or experiencer are not arbitrary labels of argument slots but are viewed as having substantive semantic content.

The semantic content of thematic roles is notoriously difficult to pin down. Where might they fit in a formal approach to lexical semantics? What roles are there, and how can they be identified? What is the significance of thematic roles for linguistic theory? Detailed exploration of the many difficult issues raised by theories of thematic roles lies beyond the scope of this book. In this section we introduce some basic ideas and terminology and sketch two different ways in which formal semanticists have approached thematic roles. The first is a straightforward extension of the framework already presented in which transitive kick and like, for example, map onto two-place logical predicates kick' and like', whose interpretation is constrained by a variety of meaning postulates. The second is a more radical departure in which thematic roles enter directly into specifying the map between natural language sentences containing kick or like and the propositions such sentences express. Adapting the terminology in Dowty (1989), we call the first an extended ordered-argument theory; the second we call an event-based theory of thematic roles.

To know what kick means is in part to know what sentence (57a) entails about Lee and what it entails about Kim; the same holds for the verb like. The sentences in (57) are not synonymous with their counterparts in (58). We must therefore find some differences between what is entailed about the two participants for both kick and like.

(58) a. Kim kicked Lee.
    b. Kim liked Lee.

We have to distinguish two kicking roles, associating one with the subject of kick—the kicker (Lee in (57) but Kim in (58))—and one with its object—
the kicked. Similarly, we need two distinct liking roles to distinguish (57b) and (58b).

English surface syntax relies on word order to indicate which NP stands in which grammatical relation to the verb (which is crucial in cases like our example above, where either NP is likely to denote an individual capable of playing either role). Many other languages use surface case-inflections to do the same job, reserving order distinctions for other purposes.

To translate kick and love, our semantic calculus provides two-place predicates, the places being distinguished by their position or relative order. Ordered arguments are the standard mechanism in predicate logics for distinguishing the different arguments a predicate combines with to express a proposition. Formally, an ordered-argument logic is similar to English surface syntax. Just as the sentences in (57b) and (58b) have different interpretations, so do the formulas in (59).

(59)  
a. like'(l, k)  
b. like'(k, l)

Because subjects precede objects in English, we have used formula (59a) to translate the English sentence (57b) and (59b) to translate (58b), but that is only of mnemonic import: we could equally well have used (59b) as a translation of (57b). All that matters is that we systematically specify the relation between the grammatical role in the natural language (subject or object) and argument position (the analogue of grammatical role in the syntax of our semantic calculus).

Order is just one way to index and thus distinguish arguments. The language of semantic representation might associate predicates with a set of arguments formally indexed in some way other than by ordering, for example, by a subscript on the argument. So we might have the two expressions in (60a) as tokens of the same "formula" with an interpretation distinct from that represented by either of the two expressions in (60b).

(60)  
a. like', l_s, k_o  
b. like', l_o, k_s  

Indexing by attaching subscripts (O and S) looks formally much more like inflectional markings of case. Its semantic significance, however, is exactly the same as the indexing involved in the system of ordered arguments we have adopted from standard predicate logics: it just provides a way to distinguish among the different arguments a predicate takes.

What we need to notice is that indexing arguments, whether by ordering or some other device, does not in itself indicate the semantic significance of the roles thus kept distinct from one another. So, for example, translating
kick and like into predicates taking ordered arguments tells us nothing substantive about the first argument in each case: it does not tell us, for example, that the kicker does something or that the liker holds a certain attitude.

What more might we say? One way of extending an ordered-argument approach of the sort we have been presenting might be along the following lines. We first define specific roles by looking at what the translation of a particular individual lexical item entails about its various arguments. (A more complete treatment would also consider what each word conventionally presupposes about its arguments, but we will ignore this complication here. See section 4.2 below for some discussion.) For example, the interpretation of kick ensures that sentences (57a), repeated here as (61a), will entail sentences such as those in (61b–e).

(61)  

_a._ Lee kicked Kim.  
_b._ Lee touched Kim.  
_c._ Lee moved her legs.  
_d._ Lee did something.  
_e._ Lee acted intentionally.

Similarly, to know what like means is to know that sentence (57b), repeated here as (62a) has entailments such as those in (62b–e).

(62)  

_a._ Lee likes Kim.  
_b._ Lee does not hate Kim.  
_c._ Lee has a positive attitude toward Kim.  
_d._ Lee is aware of Kim’s existence.  
_e._ Lee is a sentient being.

In our translation account of English semantics the kicker role is specified by the conjunction of what we can conclude about an entity from its serving as the value of the first argument \((x_1)\) in a formula of the form “kick’\((x_1, x_2)\)” It is the specific role associated with the predicate kick’ and its first argument position. Similarly, the liker role is specified by what formulas of the form “like’\((x_1, x_2)\)” entail about the entity assigned as the value of \(x_1\); it is the specific role associated with like’ and its initial argument position. In (63a) we provide a general definition of specific roles (what Dowty calls “individual thematic roles”); (63b) applies this to defining the role of kicker.

(63)  

_a._ For any \(n\)-place predicate \(P\) and argument position \(i\), the specific role \(\langle P, i \rangle\) is the set of properties denoted by the one-place predicates \(Q\) that have the semantic property that the formula \(P(x_1, \ldots, x_i, \ldots, x_n)\) entails the formula \(Q(x_i)\).
b. The role of kicker—the specific role \( \langle \text{kick}', 1 \rangle \)—is the set of all properties denoted by one-place predicates \( Q \) that have the semantic property that the formula \( \text{kick}'(x_1, x_2) \) entails the formula \( Q(x_1) \).

The kicker role, then, includes properties such as those of moving one's leg, of doing something, of acting intentionally, and so on. Meaning postulates such as (64) will help determine this role.

\[(64) \ \square \forall x \forall y [\text{kick}'(x, y) \rightarrow \text{move}'(x)]\]

Exactly the same kind of strategy can be used to define the liker role.

Have we gotten to thematic roles yet? Thematic roles can be thought of as *kinds* of specific roles, so we could define them formally as properties common to sets of specific roles. The specific role \( \langle \text{like}', 1 \rangle \), for example, might be intersected with other specific roles, such as \( \langle \text{scare}', 2 \rangle \), the specific role our system assigns to the second argument position in formulas translating sentences with the transitive verb *scare*. This latter specific role includes all (and only) the properties attributed to James Bond by virtue of the truth of a sentence like (65).

\[(65) \text{Something scared James Bond.}\]

Properties that these two specific roles have in common with one another (and with many other specific roles) include those of being aware of something and of being a sentient being, in accord with what is suggested by our informal characterization of an experiencer role.

We want our thematic roles to be characterized by properties common to many specific roles, so such an approach may prove productive. Properties shared by many specific roles will certainly emerge: another example is the property of doing something, which the specific role \( \langle \text{kick}', 1 \rangle \) will share with many other specific roles (like \( \langle \text{open}', 1 \rangle \), \( \langle \text{give}', 1 \rangle \), \( \langle \text{walk}', 1 \rangle \)). Doing something is one property often associated with agents.

Thematic roles might then be thought of formally, on this view, as sets of properties common to many specific roles. We could say that the specific role \( \langle P, i \rangle \) is assigned to thematic role \( \theta \) if all the properties in \( \theta \) belong to \( \langle P, i \rangle \). Thus to say that a kicker is assigned to the AGENT role whereas a liker is not is to say that \( \langle \text{kick}', 1 \rangle \) includes all the properties in AGENT (whatever they might be) and that \( \langle \text{like}', 1 \rangle \) does not. So essentially, thematic roles on this approach are defined simply as recurrent entailments associated with argument positions of predicates. This approach leaves open whether we can identify a small set of entailments capable of classifying all the argument structures we find in natural language. Perhaps this goal is unattainable. Still, there are entailment patterns that recur fairly
often, and the approach just sketched provides us with a precise way of thinking about them.

Let us turn now to look at an event-based theory of thematic roles. In the ordered-argument theory, the notion of \(n\)-place predicates is taken as basic and thematic roles are defined as sets of entailments associated with argument positions. On the event-based theory of thematic roles, thematic roles are taken as primitives and \(n\)-place predicates are defined in terms of them. Thematic roles are viewed as basic relations that link individuals to the events or states described by simple sentences. We will adopt Emmon Bach's suggested term *eventuality* to cover telic events, activities, and states. The event-based theory of thematic roles associates natural language sentences with formulas in a thematic role calculus, which we will now sketch informally. Such a calculus contains variables ranging over eventualities and is interpreted by models that include not only a set of individuals, a set of times, and a set of possible worlds but also a set of eventualities, \(E\). Natural language verbs like *kick, like, sleep,* and *give* are all associated with one-place predicates whose arguments designate eventualities. We will use *kick", like", etc., to designate the expressions in the calculus corresponding to these verbs. "Kick"\(e\)" says that \(e\) is a kicking event. Thematic roles like \(\text{AGENT, EXPERIENCER, and THEME}\) may be formally characterized as possibly partial functions from eventualities into their participants. So, for example, "\(\text{AGENT}(e) = y\)" says that \(y\) is the agent of \(e\). This incorporates the view that each eventuality has a unique agent participant if it has any. (The agent can, of course, be a group as in "Lee and Robin lifted Kim.") These thematic role predicates are not themselves the translations of any natural language expressions but enter into both the specification of the meaning of the predicates corresponding to verbs (for example, in constraints on the interpretation of those predicates) and the specification of the map between the thematic role formulas and syntactic structures of natural language.

On this view the English sentences (57a, b), repeated here as (66a) and (67a), can be represented as in (66b) and (67b), respectively, if we ignore tense and the aspectual difference between events like kicking and states like liking.

(66)  
\(a\). Lee kicked Kim.  
\(b\). \(\exists e [\text{kick"}(e) \land \text{AGENT}(e) = l \land \text{THEME}(e) = k]\)

(67)  
\(a\). Lee liked Kim.  
\(b\). \(\exists e [\text{like"}(e) \land \text{EXPERIENCER}(e) = l \land \text{THEME}(e) = k]\)

Formula (66b) can be read as follows: there is an event \(e\) that is a kicking and the agent of \(e\) is Lee and the theme of \(e\) is Kim. The meaning of *kick*
(or like) as represented in the ordered-argument theory can then be reconstructed in the present view as follows:

\[(68) \text{kick}' = \lambda x \lambda y [\exists e [\text{kick}''(e) \land \text{AGENT}(e) = x \land \text{THEME}(e) = y]]\]

The \(\lambda\)-expression in (68) denotes a binary relation that holds between \(x\) and \(y\) just in case there is a kicking event of which \(x\) is the agent and \(y\) the theme. So in a sense the event-based theory of thematic roles can be viewed as saying that the relations that the ordered-argument theory takes as basic have an internal structure that can be characterized in terms of thematic roles.

The thematic role properties of particular verb translations in the calculus can be partly specified by meaning postulates like those in (69).

\[(69)\]
\[a. \Box \forall e [\text{kick}''(e) \rightarrow \exists x (\text{AGENT}(e) = x)]\]
\[b. \Box \forall e [\text{kick}''(e) \rightarrow \Diamond \exists y (\text{THEME}(e) = y)]\]

This says that kicking semantically requires an agent and may have a theme. In contrast, liking requires both an experiencer and a theme.

\[(70)\]
\[a. \Box \forall e [\text{like}''(e) \rightarrow \exists x (\text{EXPERIENCER}(e) = x)]\]
\[b. \Box \forall e [\text{like}''(e) \rightarrow \exists y (\text{THEME}(e) = y)]\]

It might be thought that the semantic specification of required or allowed thematic roles would predict what is called the syntactic subcategorization of a verb, whether, for example, the verb requires or permits a direct object. For example, like semantically requires both an agent and a theme, and syntactically it requires both subject and object. And with kick, where an agent is semantically obligatory but a theme is optional, the verb is subcategorized for an optional direct object. But matters are not always so straightforward. The verb eat, for example, is like kick in that its direct object is syntactically optional but unlike kick in semantically requiring a theme. It satisfies a meaning postulate like (70b) rather than (69b). Nonetheless, unlike like, eat can occur without a direct object. We might even say that dine also requires a theme semantically (if one dines, one dines "on" something, dining events being kinds of eating events), but syntactically dine neither requires nor even permits a direct object.

In any case, an event-based theory of thematic roles must still address the questions of what functions such roles as agent, experiencer, and theme actually pick out and whether there really are objectively assessable grounds for assigning each subject or direct object NP to some such role. Even if thematic roles are thought of as functions from eventualities to participants in them, we can still ask what properties are attributed to a participant by virtue of being picked out by such a function. What does it
tell us about Lee's participation in an event that she is the agent of that event? It has often been observed that different generalizations invoking thematic roles require slightly different conceptions of the properties the bearers of those roles are required to have, of the nature of their participation in the eventuality. For example, being an agent is sometimes said to imply an intentional action and sometimes to imply just activity; intentionality may be relevant for one semantically based generalization, and activity for another. Of course, although they can be manifested independently, activity and intentionality are often linked. In this regard the event-based theory of thematic roles is on a par with the ordered-argument approach.

There are various generalizations whose formulation has been argued to involve thematic roles. One of the most important ones concerns the selection of grammatical relations as it manifests itself in, for example, case-marking patterns. Take a language that has a nominative/accusative contrast in its case system like Latin, Japanese or (in a morphologically much poorer way) even English. In simple clauses with a transitive verb not marked by passive morphology, the agent argument is marked nominative and the theme argument accusative.

Notice that things could be otherwise. It is perfectly conceivable that the correlation between the nominative case marking and agentivity might be completely random. Yet this does not seem to happen. This suggests that notions such as agent and patient must play a role in the function of language systems.

Of course, the above generalization works only for those verbs whose arguments are clearly classifiable as agents and themes. An interesting case is constituted by psychological verbs such as like and please. In agent-theme argument structures, the agent is invariably marked nominative. In contrast, experiencer-theme argument structures appear to go either way. With like the experiencer is the subject; with please the object. This suggests that experimenters are not quite so dominant as agents are.

Furthermore, there are predicates whose argument structures do not naturally lend themselves to classification in terms of the agent/experiencer/theme distinction (consider the verbs own, weigh, resemble, follow versus precede, etc.), a fact which further limits the scope of the generalization at hand.

There are two main positions that one can take in this connection. One is to look for a quite small set of thematic roles in terms of which each argument of each predicate can be classified. This would indicate that thematic roles are central tools in conceptualizing and lexicalizing events.
Moreover, thematic roles could replace arbitrary indexing (ordered arguments) as a way of linking syntactic structure to meaning.

A second position one can take is that though a set of recurrent thematic roles can be individuated and plays a role in stating certain generalizations (like the one above on case marking), such a set is not sufficient to classify each argument of each predicate and thus cannot replace arbitrary indexing in characterizing the link between syntactic positions and meaning. In a sense this would reduce the explanatory power of these notions while still maintaining for them a potentially important role in the grammar. These two positions can be further articulated in various ways.

Another respect in which thematic roles have been argued to play an important role in a theory of grammar concerns language acquisition. Suppose a child comes to understand the truth conditions associated with a sentence like “Lee kicked Kim” (however expressed in her language) and is attuned to the notion of an agent and therefore is capable of classifying Lee as the agent. If she has the default expectation that agents are generally subjects, she can then figure out how subjects are encoded in the grammar of her language (she can figure out, for example, whether she is dealing with a subject-verb-object language or an object-verb-subject language). She can then project this information onto cases where thematic information is insufficient to determine grammatical relations (as with psychological predicates perhaps).

Dowty (1989) has proposed a version of this view where notions of thematic roles like agent may be cluster or family resemblance concepts that are significant primarily in enabling the child to figure out how its language marks grammatical roles. A cluster concept can be thought of as associated not with a single set of properties but with a family of such sets. For the agent concept the union over this family contains all the properties associated with agency; a prototypical bearer of the agent role would exhibit all or almost all of these properties.

The tools we have introduced for semantic analysis do not settle the many difficult questions about thematic roles and their status in linguistic theory. Yet they can help us formulate some of those questions more precisely, one part of being able to explore them productively. The point of interest here is that these notions appear to be amenable to a number of precise truth-conditional analyses. We have briefly considered here two that look particularly promising without trying to choose between them. The possibility of investigating these notions with logical tools should pave the way, we hope, to a better understanding of what their role in linguistic theory should be.
4.2 Presuppositional meaning

Formulas in $lf$ express propositions relative to contexts and models, and expressions in those formulas all make a contribution to propositional content. We have focused in this chapter on the contribution that natural language words make to the content expressed by sentences in which they occur, using translation into $lf$ to mediate between semantic interpretation and the natural language forms. For some natural language words, however, their meaning cannot be fully specified in this way: some aspects of their meaning are in this sense nondescriptive. The nondescriptive meaning of words does not contribute directly to literal propositional content but may nonetheless be significant in indicating how sentences in which such words occur are to be interpreted. Certain expressions seem, for example, to constrain the local interpretations of other expressions. ("Technically, a tomato is a fruit.") This is useful if the language itself only constrains but does not uniquely determine models for interpretation. Other words seem to signal to the hearer something about how the common ground is to be developed. ("Joan stayed home today."—"But I just saw her in the coffee-shop!" where but signals an apparent conflict of what follows with what has preceded.) Such signals are useful because, as we saw, what speakers want hearers to do is not only to associate propositional content with the sentences uttered but to integrate that content with other propositions in the developing common ground, draw inferences, and perhaps revise earlier views in light of later information. The emphasis placed by Sperber and Wilson (1986) on inferential processes in interpretation has led to interesting work on the meaning of a number of expressions that do not directly contribute to the $lf$ representation of what is said; see, for example, Blake-more's (1987) analyses of such discourse markers as but, although, after all, and anyway. These are all expressions that we would analyze as having substantial presuppositional meaning.

Presuppositions, we have proposed, signal constraints on contexts. Not surprisingly, knowing more about the speaker's view of the context makes the hearer's inferential task easier by facilitating the parallel development of the common ground by both conversational participants, a characteristic of successful communication. Here we would like to say something more about presuppositional aspects of word meaning.

In chapter 6, we suggested that lexically introduced presuppositions can be handled in much the same way as lexically introduced entailments. We have used constraints on models for interpreting $lf$ to handle entailments introduced by the nonlogical vocabulary. For representing presuppositions conventionally introduced by a particular lexical item, we need something
analogous. We suggest that presupposition schemata specify constraints on admissible contexts; they are thus similar to meaning postulates that constrain admissible models. Though a rigorous treatment is not possible here, let us illustrate what a presuppositional analysis might look like with the word *even*. What *even* mainly does is to instruct the hearer about the presumed context in which the *lf* translation of the sentence containing it is to be considered.

For concreteness, let us introduce *even* in construction with N (proper names and pronouns) through a new syntactic rule for $F_3$ along the lines of (71a) and an extension of quantifier raising to raise such phrases in (71b). The associated addition to the translation map might be something like (71c), and the presupposition postulate something like (71d).

\[(71)\]
\[a.\quad NP \rightarrow \text{even } N\]
\[b.\quad \text{If } NP = [\text{det } \text{Nom}] \text{ or } [\text{even } N], [s \times NP Y] \Rightarrow [s \text{NP}, [s \times e_i Y]].\]
\[c.\quad \text{If } \Delta = [[\text{even } N], S], \Delta' = \exists x_i [x_i = N' \wedge S'].\]
\[d.\quad \text{A sentence associated with an LF of the form } [[\text{even } N], S] \text{ is admitted by a context } c \text{ only if the following condition holds:}
\]
\[\text{Context } c \text{ specifies some probability measure and some subset } A \text{ of } U \text{ such that for every } u \text{ in } A, \text{ the probability that}
\]
\[[S]^M, w, i, c, g[u/t] = 1 \text{ is greater than the probability that}
\]
\[[S]^M, w, i, c, g[a/t] = 1, \text{ where } a = \left[N\right]^M, w, i, c, g.\]

As we have presented it, *even* has two effects. First, it changes the form (though not the content) of the *lf* formula translating the sentence because it requires us to extend quantifier raising to proper names when they are focused on by *even*. Second and most important, it brings with it a presupposition schema of the form indicated in (71d). Precisely what is presupposed depends on the particular sentential context in which *even* occurs, which is why we have a presupposition schema rather than a particular formula. From (71d) we know, for example, that an admissible context for “Bond loves even Sophia Loren” must provide a salient set of individuals and a probability measure that are such that the probability that Bond loves Loren is less than the probability that he loves any one of the other individuals. The hearer, in accommodating to this view of the context, might also take the speaker to be implying that Bond is an exceptionally warm and loving person or that Loren is remarkably unlovable.

Much more needs to be done, of course, for an adequate analysis. For example, *even* can focus on NPs with determiners *even the* Pope or on constituents of other phrasal categories like a VP (“Joan even cried”). Probability measures may have to do with expectations and other subjec-
tive factors. Exploring the issues raised by these further possibilities would take us too far afield at this point.\textsuperscript{11} We simply want to indicate the kind of strategy that might be adopted for analyzing expressions containing words whose semantic contribution is chiefly presuppositional.

Most of this chapter deals with word meaning that is descriptive and can be illumined by considering the content assigned to if formulas that translate sentences in which the words being analyzed occur. We simply note here that lexical entries will involve not only meaning postulates but in many cases also something like presupposition schemata, knowledge of which enables speakers to convey information to hearers about what the context is like in which the utterance is to be interpreted. Even seems to have only presuppositional or context-indicating meaning. Many other words, however, will combine descriptive and presuppositional meaning (like manage).

It may turn out that all nondescriptive meaning can be considered presuppositional. For example, what were called "selectional restrictions" in Chomsky (1965) are constraints that predicates place on the sorts of entities that their arguments might denote. We might say that a sentence with like not only entails but also presupposes that what its subject denotes is the sort of thing that can entertain propositional attitudes. Sentence (72), then, is semantically anomalous because no readily imaginable context admits it: it presupposes that a number might entertain a propositional attitude, hardly likely to be part of the common ground in ordinary discourses.

(72) The square root of two doesn't like Geraldine Ferraro.

This restriction can, of course, be viewed as a reflection of the thematic role assigned by like to its subject. Thus the definition of thematic roles might also involve presuppositional meaning.

Whether or not all nondescriptive meaning is appropriately treated as presuppositional, it does seem clear that much of nondescriptive meaning functions to indicate what the context is like or how the speaker wants it to be construed.

To summarize, the contribution of a word to meaning has to do in part with its contribution to propositional content, in part with the restrictions it imposes on contexts. Both these aspects may enter into a characterization of phenomena like selectional restrictions and thematic roles.
5 Semantic Imprecision

What do we mean when we say that an expression is semantically imprecise? The basic idea is that its contribution to truth conditions is indeterminate because the criteria we have are just not sharp enough. Consider *red*, for example. Suppose we are looking at color chips in the paint store. Some chips are clearly red, others are clearly orange, and others lie somewhere between a good red and a good orange. Suppose the chip we are looking at is right in the middle of the red-orange range. Then there seems to be no good answer to the question of what truth values to assign to sentences (73a) and (73b) because there seem to be grounds for saying each is true and grounds for saying each is false: no further facts can help.

(73)  

\[a. \text{This chip is red.} \]
\[b. \text{This chip is orange.} \]

To put it another way, \[\text{[red]}\] and \[\text{[orange]}\] are not well-defined sets because we may have individuals in our domain of discourse (chips in the paint store) for which it is neither definitely the case that they belong to one or the other set nor definitely the case that they fail to belong to either of them. It is not that our borderline chip is the wrong sort of thing to be classed as red or orange; rather, classification principles simply do not permit a sharp line, as they support both classifications to some extent. We often use sentences like those in (74) in describing such circumstances.

(74)  

\[a. \text{This chip is kind of red.} \]
\[b. \text{This chip is somewhat orange.} \]
\[c. \text{This chip is reddish orange or orangey red.} \]

Or we say of the sentences in (73) that they are “kind of true” or “half true” or something similar. With two chips, 1 and 2, we might use sentences like those in (75).

(75)  

\[a. \text{No. 1 is redder than no. 2, though both are sort of orange.} \]
\[b. \text{No. 2 is oranger than no. 1, though both are sort of red.} \]

In such circumstances we might be inclined to say that sentence (76a) is more nearly true than (76b) and (76c) more nearly true than (76d).

(76)  

\[a. \text{No. 1 is red.} \]
\[b. \text{No. 2 is red.} \]
\[c. \text{No. 2 is orange.} \]
\[d. \text{No. 1 is orange.} \]

Kay and McDaniel (1978) proposed that color words and many other lexical items have semantic content that makes reference to a prototype,
which sets the standard for absolute or full satisfaction of the concept.\footnote{12} Thus, they argue, we judge the applicability of color words through similarity to some kind of prototypical exemplars: focal or true red and focal or true orange, for example. What is important is that individuals may be more or less similar to these prototypes. Unlike truth as we have understood it, similarity comes in degrees and thus might seem to provide the basis for understanding noncategorical judgments of "kind of" or "half" true. There is something right about this, but how can such notions of degrees of truth best be understood?

The first thing to see is that not all imprecise concepts are graded in terms of similarity to a prototype. Consider, for example, the sentences in (77).

\begin{enumerate}
\item Ella is tall.
\item Peggy is tall.
\end{enumerate}

It seems implausible to propose a prototype associated with tall even where we have fixed the relevant contextual property relative to which tallness is to be assessed. Is there a prototype of the tall contemporary American woman? Even if there were, whether or not (77a) is true or how "nearly" true it is does not depend on how closely Ella resembles that prototype. Suppose the prototypical tall American woman is 5 feet 9 inches tall and Ella is 6 feet 2 inches tall, whereas Peggy is 5 feet 5 inches tall. Peggy's height differs by only 4 inches from that of our prototype, whereas Ella's differs by 5 inches: Peggy is more similar in height to the prototype than Ella. But of course (77a) should be taken as fully true, whereas (77b) is at best "sort of" or "half" true. Appeal to prototypes is thus not always relevant when we are dealing with semantic imprecision.

How can semantic imprecision be handled in a compositional account of truth conditions? The idea we will explore in this section is that imprecision can be dealt with by making our interpretation partial. In chapter 6 we have already introduced the possibility of incomplete or partially undefined dynamic truth conditions. The truth conditions for a sentence were defined only relative to contexts whose common ground entailed the sentence's presuppositions and then only for indices \((w, i)\) included in that common ground. The kind of partiality we will need to deal with vagueness, however, is going to be different. The fuzziness of color terminology seems relatively independent of contextual factors. And although measure predicates like tall depend on context in their interpretation, relativizing them to contextual parameters does not remove their fuzziness but simply locates the region where fuzziness is found. Even when the context supplies a comparison class for height, whether 5 feet 10 inches or 5 feet 11 inches
counts as tall relative to that comparison class may be indeterminate. Finally, the incompleteness of our dynamic definitions of truth is not associated with any notions of "sort of" true or "partly" true or "more" true. To put it another way, there is no structure associated with failure to assign truth values as such: truth value gaps need not in any sense lie between truth and falsity, nor need they be comparable to one another. Partial truth definitions of the kind encountered with presupposition do not result in anything like the "partial" truth associated with borderline cases for imprecise expressions. Although many imprecise expressions also depend on context (like tall), the distinctive features of fuzziness do not emerge simply from considerations of contextual and discourse factors leading to incomplete truth definitions.

To keep the discussion that follows relatively simple, we will consider only static truth conditions and ignore both context and discourse. This is just an expository strategy, however. We think that dynamic semantics will ultimately prove useful in the formal analysis of semantic imprecision, although we also think that important features of the approach we adopt below will be part of any successful dynamic account.

As we noted above, the fundamental difference between indeterminacy of truth value assignment due to imprecision or borderline fuzziness of concepts and that arising for other reasons (like presupposition failure) is that in the former but not the latter case there is some intuition about "half" truths and about greater or lesser claims to truth. The question is how these intuitions are to figure in a recursive account of sentential semantics. Some readers may have heard of so-called fuzzy logics, which posit a multiplicity of truth values between absolute truth and absolute falsity, indeed non-denumerably many such intermediate values. It is instructive to consider briefly one such fuzzy system, first proposed in Zadeh (1965) and introduced to linguists in Lakoff (1972), and to explain some of the drawbacks inherent in it and similar approaches to imprecision. We will then introduce the technique of supervaluation and show how fuzziness can be more adequately treated using this technique.

We will focus on fuzziness due to imprecise predicates and use color and height terminology as illustrative cases. The strategy in fuzzy semantics for treating such predicates is to suppose that their extensions are what are called fuzzy sets rather than sets in the classical sense we have adopted.

As mentioned in our appendix on set theory, each classical set $A$ is associated with a two-valued membership function $\mu_A$ (also called the characteristic function of $A$), which is defined as follows:
(78) Let \( a \) be a member of the domain of discourse \( U \). Then \( \mu_A(a) = 1 \) iff \( a \in A \), and 0 otherwise.

So, for example, let \( \mu_{\text{wom}} \) be the membership function associated with \([\text{woman}'\]) and suppose that \( a \in \mu_{\text{wom}} \) and \( b \notin \mu_{\text{wom}} \). Then we will have that \( \mu_{\text{wom}}(a) = 1 \) and \( \mu_{\text{wom}}(b) = 0 \). We can then restate the truth conditions of simple monadic predicate formulas as follows.

(79) If \( \mu_{\text{Pred}} \) designates the membership function of \([\text{Pred}]\), \( [\text{Pred}(t)] = \mu_{\text{Pred}}([t]) \).

This is just another way of saying that \([\text{Pred}(t)] = 1 \) iff the individual \([t]\) is a member of the set \([\text{Pred}]\), and otherwise that \([\text{Pred}(t)] = 0 \).

Fuzzy set theory allows the membership function to assign not only values 1 and 0 but also values that lie between these two. For example, in (75) above we introduced chips 1 and 2, the first redder than the second and the second oranger than the first. Let \( \mu_{\text{red}} \) and \( \mu_{\text{oran}} \) be the fuzzy membership functions. We might then assign membership values as in (80).

(80) a. \( \mu_{\text{red}}([\text{no. 1}']) = .55 \) \( \mu_{\text{red}}([\text{no. 2}']) = .45 \)

b. \( \mu_{\text{oran}}([\text{no. 1}']) = .45 \) \( \mu_{\text{oran}}([\text{no. 2}']) = .55 \)

If we adopt the definition of truth conditions for simple formulas given in (79) but use fuzzy membership functions as in (80), the sentences in (76), repeated in (81) with their \( \ell f \) translations, will be assigned the intermediate fuzzy truth values indicated.

(81) a. No. 1 is red. \( \text{red}'(\text{no. 1}') = .55 \)

b. No. 2 is red. \( \text{red}'(\text{no. 2}') = .45 \)

c. No. 2 is orange. \( \text{orange}'(\text{no. 2}') = .55 \)

d. No. 1 is orange. \( \text{orange}'(\text{no. 1}') = .45 \)

Suppose that a third chip, no. 3, lying between no. 1 and no. 2, plugs into the membership functions associated with \( \text{red} \) and \( \text{orange} \) to yield value .5 in both cases; that is, \( \mu_{\text{red}}([\text{no. 3}]) = .5 = \mu_{\text{oran}}([\text{no. 3}]) \). Then we will have the following truth values:

(82) a. No. 3 is red. \( \text{red}'(\text{no. 3}') = .5 \)

b. No. 3 is orange. \( \text{orange}'(\text{no. 3}') = .5 \)

How would such intermediate values enter into truth conditions for compound sentences? There are various options here. Zadeh proposed essentially the following account. (We will ignore quantified expressions in what follows and focus only on negation and the logical connectives. We will also continue to omit reference to \( M, w, i, c, \) and \( g \).)
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(83) a. \([\neg S] = 1 - [S]\)
b. \([S_1 \land S_2] = \text{the minimum of } [S_1] \text{ and } [S_2]\)
c. \([S_1 \lor S_2] = \text{the maximum of } [S_1] \text{ and } [S_2]\)
d. \([S_1 \rightarrow S_2] = 1 \text{ iff } [S_1] \leq [S_2]\)

Otherwise, \([S_1 \rightarrow S_2] = [S_2]\)

Note that if we allow only values 1 and 0, then (83) assigns the same values as the classical approach we have adopted. Although we use Zadeh's valuations for illustrative purposes, the problems we point to arise for any fuzzy logic that shares with Zadeh's the feature of fuzzy truth-conditional definitions for the connectives.\(^{13}\) We will concretely illustrate the problems of fuzzy truth conditions by discussing some examples.

If we assume the valuations presented in (81) and (82) and standard translations of the kind we have discussed, valuations are assigned to the sentences in (84) as indicated.

(84) a. No. 3 is not red. \(0.5 [= 1 - 0.5]\)
b. No. 3 is red, or no. 3 is not red. \(0.5 [= \max(0.5, 0.5)]\)
c. No. 3 is red, and no. 3 is not red. \(0.5 [= \min(0.5, 0.5)]\)
d. If no. 3 is not red, then no. 1 is red. \(1.0 [\text{because } 0.5 \leq 0.55]\)
e. If no. 3 is red, then no. 1 is red. \(1.0 [\text{because } 0.5 \leq 0.55]\)

It is easy to calculate values using (83), but the results are hardly intuitive. While it may seem fine to say that (84a) is "half" true, one is surprised to find exactly the same intermediate truth value assigned to (84b), which has the form of a classical tautology, and (84c), which has the form of a classical contradiction. Now people sometimes claim that (84b) is of dubious truth in such middling circumstances and that (84c) does seem true in some sense. We recognize that (84b) can seem more dubious than its tautologous character would seem to warrant and that (84c) can, in spite of its contradictory form, function to convey descriptive content. However, for reasons to be detailed shortly, we think that these facts are better explained in a different way. We further note that (84d) seems an unlikely candidate for absolute truth in the circumstances we have sketched, since taking no. 3 as not red by no means forces us to take no. 1 as red, since no. 1, although redder than no. 3, is also not red to a significant extent (.45). In contrast, the valuation of (84e) as absolutely true seems correct, since no. 1 is indeed redder than no. 3. So there is a contrast between our intuitive judgments of (84d) and (84e). Yet (84d) and (84e) cannot be differentiated in this approach.

The following sentences illustrate further problems.
(85)  

a. No. 2 is not red.  .55  \([= 1 - .45]\)

b. No. 2 is red, or no. 2 is not red.  .55  \([= \max(.45, .55)]\)

c. No. 2 is red, and no. 2 is not red.  .45  \([= \min(.45, .55)]\)

d. If no. 2 is red, then no. 1 is red.  1.0  \([\text{because } .45 \leq .55]\)

e. If no. 2 is red, then no. 1 is not red.  1.0  \([\text{because } .45 \leq .45]\)

Here we do find the formal tautology (85b) ranked "truer" than the formal contradiction (85c), but the tautology fares no better than the monoclausal negative (85a), and the contradiction no worse than the simple affirmative (81b). It may seem good to have (85d) unequivocally true; after all, by hypothesis no. 1 is redder than no. 2. It then seems quite odd that (85e) comes out equally (and absolutely) true.

Let us now introduce one more chip and two more sets of fuzzy valuations. Let us suppose we have a chip (no. 4) on the violet side of focal red such that the valuations in (86) hold.

(86)  

a. No. 4 is red.  .6

b. No. 4 is orange.  0.0

We can now compare all four chips with respect to the property of being either red or orange.

(87)  

a. No. 1 is red, or no. 1 is orange.  .55  \([\max(.55, .45)]\)

b. No. 2 is red, or no. 2 is orange.  .55  \([\max(.45, .55)]\)

c. No. 3 is red, or no. 3 is orange.  .5  \([\max(.5, .5)]\)

d. No. 4 is red, or no. 4 is orange.  .6  \([\max(.6, 0)]\)

According to these valuations, the chip lying exactly on the red/orange border (no. 3) is a less good instance of being red or orange than chips lying nearer to red (no. 1) or nearer to orange (no. 2), and all three of these reddish-orangish chips are less good instances of being red or orange than the somewhat violet and not at all orange chip (no. 4), which happens to be a bit redder. We have no clear intuitions as to whether in these circumstances (87a) and (87b) should count as "truer" than (87c); our own inclination is to judge all three as equally and absolutely true. But we do have sharp intuitions that any of the three has at least as much claim to being true as (87d) and indeed that their claim is greater (and thus that they are in some sense "truer"), in light of the iffiness of the judgment that no. 4 is red and the unequivocally nature of the judgment that no. 4 is not orange. The supervaluational analysis of borderline cases introduced below accords with these intuitive judgments more closely than the fuzzy logic approach, as we will shortly see.
Finally, note also there is no real intuitive basis for comparing middling values of simple sentences that are semantically unrelated. Suppose, for example, that we return to the sentences in (77) and assign them valuations in (88).

(88)  
- a. Eloise is tall. 1.0 [height = 6 feet 2 inches]
- b. Peggy is tall. .5 [height = 5 feet 5 inches]

We then get results such as those in (89).

(89)  
- a. If Peggy is tall, then no. 1 is red. 1.0
- b. If Peggy is tall, then no. 2 is red. .45
- c. Peggy is tall, and no. 3 is red. .5
- d. Peggy is tall, and no. 1 is red. .5
- e. Peggy is not tall, or no. 1 is red. .55

Comparing Peggy’s height to the redness of the chips seems at best puzzling. Note also that (89a) and (89e), which are truth-conditionally equivalent in standard bivalent semantics, are assigned quite different fuzzy values.

We could continue to adduce problematic examples, but the moral seems clear. Although there is initially some intuitive plausibility in treating borderline cases as taking intermediate truth values, serious difficulties arise if we treat the values of compound sentences as functions of the intermediate values assigned to simple sentences, which is what any fuzzy semantics requires.\(^{14}\) It seems clear that we need an alternative approach to characterizing the middleness of borderline cases for imprecise expressions. We next discuss the method of supervaluations, which seems to provide a promising alternative for the treatment of imprecision.

**Exercise 6**  
1. Justify the values assigned in (89).
2. Assign values to the following sentences.
   - (a) No. 2 is not red.
   - (b) No. 2 is not orange.
   - (c) If no. 2 is not orange, then no. 3 is orange and not orange.
   - (d) If no. 2 is not orange, then no. 1 is red.
   - (e) No. 1 is red, or no. 2 is not red.
   - (f) No. 1 is not red, and no. 2 is not red.

Supervaluations were introduced by van Fraassen (1966) and then applied to the analysis of semantic imprecision in Fine (1975) and in Kamp (1975).\(^{15}\) Our account here is just a first approximation, but it does show the distinctive features of the approach.
The general strategy of supervaluations is to assign truth values in three stages. The initial valuation, which we will notate as \([P]\), is partial; that is, 
\([S]_P\) may be 1, 0, or undefined. The intuitive idea is that borderline cases of the sort we have discussed above will give rise to truth value gaps where 
\([S]_P\) is undefined. We will ignore the details of the recursive definition of 
\([S]_P\) for the moment and just note that atomic sentences get the value 0, or get the value 1, or are undefined. A compound sentence that contains an atomic sentence whose value is undefined will itself be undefined at this initial stage; otherwise, the recursive definition of initial truth conditions proceeds just as in our earlier fragments.

If we stopped there, the approach at the sentence level would be essentially equivalent to the three-valued logic proposed in Bochvar (1939), where undefined functions as a third truth value. For us, however, the partial function \([P]\) is only a step on the way to defining the partial supervaluation \([*]\) and is not itself the final analysis.

In the second stage we look at a family \(~\) of total valuations \([1]\) of the standard bivalent sort; that is, for every atomic sentence \(S\), 
\([S]_1 = 0\) or 1, and connectives receive their standard truth-functional definitions. The total valuations in \(~\) extend the partial valuation \([P]\) in the sense that they do not change the values assigned by \([P]\) but only fill in the truth value gaps with 1s or 0s. In other words, if 
\([S]_P\) is defined, then 
\([S]_P = [S]_1\). So we move from an initial partial interpretation function \([P]\) to a family \(~\) of complete interpretations, which contains different ways of completing \([P]\).

In the third and final stage of supervaluation, we generalize over the values assigned by the complete valuations in \(~\) and define a partial supervaluation \([*]\) as follows.

\[
(90) \ a. \ [S]_* = 1 \text{ iff for all } [\ ]^t \in \Sigma, [S]^t = 1. \\
b. \ [S]_* = 0 \text{ iff for all } [\ ]^t \in \Sigma, [S]^t = 0. \\
c. \ [S]_* \text{ is otherwise undefined.}
\]

It is easy to see that classical formal tautologies and classical formal contradictions will emerge as tautologies and contradictions for the final partial supervaluation \([*]\). An example will show how this works. Consider the tautology in (91a) and the contradiction in (91b).

\[
(91) \ a. \ \text{No. 3 is red, or no. 3 is not red.} \\
b. \ \text{No. 3 is red, and no. 3 is not red.}
\]

As before, we will suppose that no. 3 is a borderline case of redness. That is, our initial partial valuation \([P]\) is undefined for the sentences in (92).
(92)  

a. No. 3 is red.

b. No. 3 is not red.

Now any of the complete valuations \([ J]\) by definition assigns values to each of the sentences in (92). If \([ (92a)]^* = 1\), then it must be the case that \([ (92b)]^* = 0\) (since \([ J]\) is classical), and thus we will have that \([ (91a)]^* = 1\) and \([ (91b)]^* = 0\). If, on the other hand, \([ (92a)]^* = 0\), then \([ (92b)]^* = 1\), and thus once again we will have that \([ (91a)]^* = 1\) and \([ (91b)]^* = 0\). It therefore follows that \([ (91a)]^* = 1\) and \([ (91b)]^* = 0\), since all the complete valuations in \(\Sigma\) assign these sentences the same values.

Note that for supervaluations it makes little sense to think of undefined as a third truth value. The reason is that we can not define \([ J]^*\) for a compound sentence simply by considering what \([ J]^*\) assigns to its constituents. For example, two sentences \(S_1\) and \(S_2\) may have the same structure, and \([ J]^*\) may assign to the components of \(S_1\) and \(S_2\) the same values, and yet we may find that \([S_1]^*\) is undefined, but \([S_2]^*\) receives a value. Consider, for example, sentence (77b), repeated here as (93a):

(93)  

a. Peggy is tall.

b. Peggy is tall, or no. 3 is red.

c. No. 3 is red, or no. 3 is not red.

Assume as above that (93a) is borderline and thus that \([ (93a)]^P\) and \([ (93a)]^*\) are both undefined. Now how we close gaps for tallness has no connection to how we close gaps for redness. Thus for some \([ J]^*\), \([ (92a)]^* = [ (93a)]^* = 1\), and for some other \([ J]^*\), \([ (92a)]^* = [ (93a)]^* = 0\). It follows then that in some completions of our original \([ J]^P\), the disjunction of (93a) and (92a), given in (93b), will be false, and in others it will be true. But then \([ (93b)]^*\) is undefined because it does not receive the same value for every member of \(\Sigma\). Notice, however, that \([ (93c)]^* = [ (91a)]^* = 1\). Now (93b) and (93c) are both disjunctions with the property that \([ J]^*\) is equally undefined for each disjunct. If \([ J]^*\) assigned values to disjunctions on the basis of what it assigns to each disjunct, then we would have \([ (93b)]^* = [ (93c)]^*\). But we have just seen that \([ (93b)]^*\) is undefined, while \([ (93c)]^* = 1\). This means that in supervaluational approaches we cannot regard undefined as an intermediate truth value that enters compositionally in the valuation of larger formulas.

We now flesh out the supervaluation approach to imprecision. First, we have to say something about how the initial partial valuation \([ J]^P\) is to be defined. Second, we need to say more about the family \(\Sigma\) in order to see how the supervaluation technique can figure in an account of the perceived middleness of truth value gaps arising from fuzziness and of the notion of
degrees of truth. Finally, we will look at how the supervaluational approach we propose fares with the problematic cases for fuzzy logic approaches.

In defining \([ \phi ]^p\), we need to say something only about how imprecise expressions contribute to these initial partial truth conditions. For example, relative to a model \(M\), a context \(c\), a world \(w\), and a time \(i\), predicates like *red* and *tall* can be thought of as dividing the domain of individuals into three nonintersecting sets: the set of things of which the predicate is definitely true, the set of things of which it is definitely false, and the set of things of which it is indeterminate whether the predicate holds or not. We will call the set of individuals to which the predicate definitely applies in the given circumstances its **positive extension**, and we will denote it by \([\text{Pred}]^+\). The set of things of which the predicate is definitely false will be called its **negative extension**, and we will denote it as \([\text{Pred}]^-\). In other words, instead of having the model's interpretation function assign to each predicate a set of individuals, we have it assign two sets as in (94a) and use these sets in defining truth conditions as in (94b).

(94) a. Where \([\text{Pred}]^+ \cap [\text{Pred}]^- = \emptyset, [\text{Pred}]^p = ([\text{Pred}]^+, [\text{Pred}]^-).\)

b. \([\text{Pred}(t)]^p = 1 \text{ iff } [t] \in [\text{Pred}]^+,\)

   \[= 0 \text{ iff } [t] \in [\text{Pred}]^-;\]

   is otherwise undefined.

Truth conditions for negation and the binary connectives are defined as in (95). These are just the classical definitions except that if a constituent receives no value, the compound sentence also lacks a value.

(95) a. \([\neg S]^p = 1 \text{ if } [S]^p = 0,\)

   \[= 0 \text{ if } [S]^p = 1,\]

   is otherwise undefined.

b. \([S_1 \land S_2]^p = 1 \text{ if } [S_1]^p = [S_2]^p = 1,\)

   \[= 0 \text{ if (i) } [S_1]^p = [S_2]^p = 0 \text{ or (ii) } [S_1]^p = 0 \text{ and } [S_2]^p = 1 \text{ or (iii) } [S_1]^p = 1 \text{ and } [S_2]^p = 0,\]

   is otherwise undefined.

c. \([S_1 \lor S_2]^p = 1 \text{ if (i) } [S_1]^p = [S_2]^p = 1 \text{ or (ii) } [S_1]^p = 0 \text{ and } [S_2]^p = 1 \text{ or (iii) } [S_1]^p = 1 \text{ and } [S_2]^p = 0,\)

   \[= 0 \text{ if } [S_1]^p = [S_2]^p = 0,\]

   is otherwise undefined.

d. \([S_1 \rightarrow S_2]^p = 1 \text{ if (i) } [S_1]^p = [S_2]^p = 1 \text{ or (ii) } [S_1]^p = [S_2]^p = 0 \text{ or (iii) } [S_1]^p = 0 \text{ and } [S_2]^p = 1,\)

   \[= 0 \text{ if } [S_1]^p = 1 \text{ and } [S_2]^p = 0,\]

   is otherwise undefined.
Next we want to consider the family $\Sigma$ and the possible total valuations that extend an initial partial valuation. Let us begin by considering what additional constraints we want to place on possible initial interpretations of imprecise adjectives, since such constraints may affect permitted complete extensions of those interpretations. At present all we have done is to divide the extension of certain predicates into a positive part, a negative part, and a possibly nonempty middle ground. But we have not actually said anything about the relation between the positive and negative extensions that might give content to the notion that what remains is somehow between them. Nor, of course, do we have any analogue of the infinite range of degrees of membership in the extension of a predicate, which was used to structure the middle ground in fuzzy theory.

The reason fuzzy theory initially seems so appealing is that we do have some kind of ordering associated with each imprecise predicate of the individuals in its domain. Middleness and grades thereof derive from this ordering. In the case of color words, the ordering seems to be mediated by comparisons to something like a prototype, perhaps a distinguished individual that serves as a focal exemplar of the color in question. Individual $a$ is redder than individual $b$, for example, if the color of $a$ is more similar to prototype $r$, which exemplifies focal red, than is the color of $b$. For words like tall and short, individuals can be compared directly in terms of their heights. For some imprecise expressions the ordering may be partial. Expressions like beautiful and intelligent fall in this category. Perhaps Joan is more intelligent than Bill, and Leslie is more intelligent than Chris, but neither Joan nor Bill can be compared in intelligence to Leslie or Chris; one pair might exemplify some sort of mathematical intelligence and the other practical wisdom.

We can capture these intuitions by resorting to a (possibly partial) order relation as a component of the interpretation of our imprecise predicates. (Where appropriate, we could have that order mediated by similarity to a prototype, but we will ignore that complication here.) We implement this idea by having $\llbracket \ ]^p$ assign not only negative and positive extensions to each imprecise expression but also a relation that orders individuals with respect to the degree to which they satisfy the predicate. This relation might depend on context, just like the comparison class, but we will continue to ignore contextual effects here. The important feature of the ordering relation is that it constrains possible positive and negative extensions as well as possible completions of the initial imprecise interpretation. We use $\prec_{\text{Pred}}$ to indicate this ordering relation: $x \prec_{\text{Pred}} y$ is read “$x$ is ranked lower than $y$ on the ordering associated with Pred.” Suppose that the predicate is tall.'
Then read the intended order relation \(<_{\text{tall}}\) as follows: \(x <_{\text{tall}} y\) iff \(x\) is less tall than \(y\). So we modify (94a) as follows:

\[
(96) \quad [\text{Pred}]^p = \langle [\text{Pred}]^+, [\text{Pred}]^-, <_{\text{Pred}} \rangle
\]

Conditions:

a. \([\text{Pred}]^+ \cap [\text{Pred}]^- = \emptyset\)

b. If \(x \in [\text{Pred}]^+\) and \(x <_{\text{Pred}} z\), then \(z \in [\text{Pred}]^+\).

c. If \(x \in [\text{Pred}]^-\) and \(z <_{\text{Pred}} x\), then \(z \in [\text{Pred}]^-\).

What (96) does is to ensure that if an individual is in the positive extension of \(\text{tall}'\) then so are all taller individuals, and if an individual is in the negative extension, then so are all the less tall individuals.

Now we are ready to say what constraints we place on total extensions \([\text{tall}]^t\).

\[
(97) \quad \text{For every } [\text{tall}], [\text{Pred}]^t = \langle [\text{Pred}]^+, [\text{Pred}]^-, <_{\text{Pred}} \rangle
\]

Conditions:

a. \([\text{Pred}]^+ \cap [\text{Pred}]^- = \emptyset\)

b. If \(x \in [\text{Pred}]^+\) and \(x <_{\text{Pred}} z\), then \(z \in [\text{Pred}]^+\).

c. If \(x \in [\text{Pred}]^-\) and \(z <_{\text{Pred}} x\), then \(z \in [\text{Pred}]^-\).

d. \([\text{Pred}]^+ \cup [\text{Pred}]^- = U\) (the domain of individuals)

e. \([\text{Pred}]^+ \subseteq [\text{Pred}]^t^+

f. \([\text{Pred}]^- \subseteq [\text{Pred}]^t^-)

Clause (d) ensures that the interpretation is total, and clauses (e) and (f) ensure that we don't change values assigned by the initial partial valuation.

There are, of course, additional kinds of constraints placed by the language on the initial model and its possible completions. These constraints are of the sort we captured earlier through meaning postulates. For example, we will want to place constraints like those in (98) through (101) on possible initial interpretations and their completions. The constraints in (98) require that \(\text{tall}'\) and \(\text{short}'\) be incompatible predicates.

\[
(98) \quad a. \quad [\text{tall}]^+ \subseteq [\text{short}]^-\quad [\text{tall}]^t^+ \subseteq [\text{short}]^t^-

b. \quad [\text{short}]^+ \subseteq [\text{tall}]^-\quad [\text{short}]^t^+ \subseteq [\text{tall}]^t^-
\]

In (99) we state the incompatibility of instances of focal colors: things that are definitely orange are not definitely red, etc.

\[
(99) \quad a. \quad [\text{orange}]^+ \cap [\text{red}]^+ = \emptyset\quad [\text{orange}]^t^+ \cap [\text{red}]^t^+ = \emptyset

b. \quad [\text{violet}]^+ \cap [\text{red}]^+ = \emptyset\quad [\text{violet}]^t^+ \cap [\text{red}]^t^+ = \emptyset
\]

In (100) we ensure that what is red is oranger than what is violet and more violet than what is orange, thus positioning what is red between what is violet and what is orange.
(100) \(a\). If \(x \in [\text{red}]^+\) and \(y \in [\text{violet}]^+\), then \(y <_{\text{orange}} x\).
If \(x \in [\text{red}]^{++}\) and \(y \in [\text{violet}]^{++}\) then \(y <_{\text{orange}} x\).

\(b\). If \(x \in [\text{red}]^+\) and \(y \in [\text{orange}]^+\), then \(y <_{\text{violet}} x\).
If \(x \in [\text{red}]^{++}\) and \(y \in [\text{orange}]^{++}\), then \(y <_{\text{violet}} x\).

Finally, (101) guarantees that an individual in the middle ground between what is red and what is orange will be classed as either red or orange by each complete model.

(101) If \(x \notin [\text{red}]^+\), \(x \notin [\text{orange}]^+\), and there exist \(y \in [\text{orange}]^+\) and \(z \in [\text{red}]^+\) such that \(y <_{\text{red}} x\) and \(z <_{\text{orange}} x\), then for all \([\_]\), \(x \in [\text{red}]^+\) or \(x \in [\text{orange}]^+\).

The notion of completeness requires that each individual in the domain of color terminology be assigned to the positive extension of one of the color words, which reflects the idea that the colors are adjacent to one another. We would not want something analogous for 'tall' and 'short', since they are not thought of as necessarily adjacent to one another, being only incompatible but not contradictory.

Supervaluations then will be defined with respect to the largest family \(\Sigma\) that satisfies the general constraints in (97) and specific lexical constraints of the sort exemplified in (98) through (101).

We can now compare the supervaluational approach to that of fuzzy logic. Let us start by considering how tautologies and contradictions are handled. We have seen that supervaluations assign truth to formal tautologies and falsity to formal contradictions. How, then, can we explain the fact that someone may apparently want to dissent from (91a), yet seem to assent to (91b) (repeated here for convenience)?

(91) \(a\). No. 3 is red, or no. 3 is not red.
\(b\). No. 3 is red, and no. 3 is not red.

Consider first dissenting from a formal tautology. People do describe borderline cases by uttering sentences like those in (102).

(102) \(a\). It's not true that no. 3 is red or that no. 3 is not red.
\(b\). No. 3 is neither red nor not red.

One plausible explanation is that we understand such utterances by appeal to an unpronounced definitely operator. Thus we might say that sentence S is [definitely] true only if \([S]^p = 1\). The idea is that definite truth is truth with respect to the initial partial valuation; whatever is initially either false or undefined will fail to be [definitely] true. Similarly, an individual is [definitely] red only if that individual belongs to \([\text{red}]^+\), the positive extension of red. Thus dissent from the formal tautology seems to involve
denying definite truth. Since no. 3 is a borderline case, although (91a) is supertrue \(((91a)^* = 1)\), it fails to be [definitely] true \(((91a)^p\) is undefined).

It is interesting that assertive utterance of a formal contradiction like (91b) is used in a much narrower range of contexts than denial of a formal tautology like (91a), where the denial may be signalled by uttering one of the sentences in (102). This seems quite inexplicable on the fuzzy logic account, since the negative of the formal tautology will always take the same fuzzy truth value as the formal contradiction (neither can be greater than .5). We have noted that truth conditions may be partial for reasons other than imprecision. In these cases, just as with indeterminacy due to imprecision, speakers use the device of dissenting from the formal tautology in order to deny definite or determinate truth.

(103) a. It's neither true that I've stopped drinking wine for breakfast nor true that I haven't stopped drinking wine for breakfast: I've never drunk wine before five in the evening!
    b. The square root of five is neither red nor not red.
    c. It's not the case that the present queen of France is fat, nor is it the case that the present queen of France is not fat: France no longer has a queen.

Presumably we can explain such utterances just as we explained how sentences like those in (101) work: they are interpreted as if they contained an unpronounced operator essentially equivalent to definitely. But conversationalists don't in these cases utter formal contradictions:

(104) a. ?I've stopped drinking wine for breakfast, and I haven't.
    b. ?The square root of five is red, and it isn't red.
    c. ?The present queen of France is fat and not fat.

This contrasts with their tendency to assent to formally contradictory sentences like (91b). In thus using a formal contradiction, we seem explicitly to signal that we are speaking of middling circumstances. The characteristic feature of fuzzy borderlines is that they in some sense license assertion of both the affirmative and the negative, which is why in such circumstances assertion of either affirmative or negative by itself is problematic. It has often been suggested that we interpret the formal contradictions by supposing that the speaker is equivocating, using an ambiguous expression in two different senses. We said something like this ourselves in chapter 1, and some expansions of the formally contradictory sentences do suggest such an analysis. The expression in a sense, which might seem to suggest disambiguation, does occur often in such expansions. So we find sentences like those in (105).
(105)  
a. Monks are poor [in the sense of not having individual possessions, wearing fine clothing, or living in elegantly furnished surroundings], yet they are not poor [in the sense that they need have no worries about adequate nutrition and health care and they are well educated and have access to books, music, and art].

b. Susan is smart [in the mathematical sense], and yet she is not smart [in the sense of knowing how to make her way in the world].

Yet further reflection shows that such utterances typically differentiate straightforward disambiguation from indication of jointly available though conflicting ways to remove imprecision. The sentences in (105) are cases of the latter, indicating imprecision, and not of the former, indicating ambiguity. Take the word smart, which (especially in British varieties of English) may indicate stylishness rather than any kind of intelligence. Sentence (106) is quite odd with its genuinely disambiguating expansions.

(106)  ?Susan is smart [in the sense of being highly intelligent], but she is not smart [in the sense of adhering to canons of style].

Nor do formal contradictions work to indicate different context-sensitive parameters of the kind we saw with the modals. Sentence (107), indicating different kinds of modal base for establishing the truth-conditions for can, is as bizarre as (106).

(107)  ?Jeremy can drive [in the sense that he knows how to do it], but he can’t drive [in the sense that he has been forbidden to do so by his parents].

The sentences in (106) and (107) have an air of (ineffective) puns. They contrast sharply with the readily usable formal contradictions for borderline cases.

The assertion of a sentence jointly with its negation is the hallmark of semantic imprecision and not of ambiguity or contextual setting of parameters. The reason is that the semantics of the imprecise predicate brings with it the potential in the middle ground for the truth of both the affirmative and the negative by licensing the Σ family for admissible complete interpretations of the predicate. A middling chip on the orange-red border, for example, may rank higher in redness than some other chip that is not [definitely] orange, and thus it may have to be classed as red on some completion. At the same time it ranks higher in orangeness than some other chip that is not [definitely] red, and thus it must be classed as not red (and indeed, on our assumptions above, as orange) on some other completion.
Both completions, unlike two different senses of a genuinely ambiguous expression or two distinct values for a single contextual parameter, may be used in a single context. So we may utter sentences like (108) of the middling chip, even though both emerge in these circumstances as superfalse.

(108)  
\(a.\) No. 3 is both red and not red.

\(b.\) No. 3 is both red and orange.

An utterance of sentence (108a) essentially asserts that no. 3 is a borderline case of red, and (108b) asserts more specifically that no. 3 lies on the red-orange border. The conflicting potential completions of an imprecise predicate are a part of its "global" semantic value and are tied to the order relation and the constraints linking both partial and complete interpretations of the predicate to those of other semantically related predicates (linking, for example, interpretations of red and orange).

We can now also give substance to the intuitive judgment that chips 1, 2, and 3 are all much better instances of red or orange than is the rather red but somewhat violet chip 4. Since no. 3 is in the middle of the red-orange continuum, (109a) will emerge as supertrue, whereas (109b) remains indeterminate on the supervaluation, being true in those completions that put no. 4 in the positive extension \([\text{red}]^+\) and false in those that put it in the negative extension \([\text{red}]^-\).

(109)  
\(a.\) No. 3 is red, or no. 3 is orange.

\(b.\) No. 4 is red, or no. 4 is orange.

But what about one sentence's being "truer" than another? Here too the supervaluational approach to imprecision offers something interesting and more satisfactory than the fuzzy degrees of truth. By hypothesis, no. 1, no. 2, and no. 3 each lies in the borderline between red and orange, but no. 1 is redder than both no. 2 and no. 3, and no. 2 is also less red than no. 3, our central borderline case. We also have no. 4, which is redder than any of these but on the violet side of focal red. These chips are ordered by \(\prec_{\text{red}}\) as follows:

(110)  
no. 2 \(\prec_{\text{red}}\) no. 3 \(\prec_{\text{red}}\) no. 1 \(\prec_{\text{red}}\) no. 4

All the sentences in (111) emerge as indefinite in the supervaluation.

(111)  
\(a.\) No. 1 is red.

\(b.\) No. 2 is red.

\(c.\) No. 3 is red.

\(d.\) No. 4 is red.

Consider, however, \(\Sigma_1, \Sigma_2, \Sigma_3,\) and \(\Sigma_4,\) the subfamilies of complete interpretations that put no. 1, no. 2, no. 3, and no. 4, respectively, in the
positive extension of red' and thus make sentences (111a–d) respectively, true. From the contraints on completions in (97b, c), we obtain that \( \Sigma_2 \subseteq \Sigma_3 \subseteq \Sigma_1 \subseteq \Sigma_4 \) (which matches exactly the ordering in (110)). The family of interpretations that make (111a) true must be larger than that which make (111c) true because no. 1 is redder than no. 3, and thus every interpretation that makes no. 3 red must make no. 1 red. Yet there will be completions that make no. 1 red without making no. 3 red. For the same reason, both \( \Sigma_3 \) and \( \Sigma_1 \) are larger than the class of interpretations making (111b) true, and of course the largest family of all is that making (111d) true. We could define a measure on these subfamilies that yielded values like .55 as the size of \( \Sigma_1 \), .45 as the size of \( \Sigma_2 \), .5 as the size of \( \Sigma_3 \), and .6 as the size of \( \Sigma_4 \). Such a measure would mimic fuzzy values.

We should also point out that there is no reason to take the numbers assigned to the subfamilies associated with interpretations of red' as comparable with those associated with interpretations of tall'. The two sets of subfamilies do not stand in inclusion relations to one another, since how we complete a partial interpretation of red' is independent of how we complete a partial interpretation of tall'. This explains why (in contrast to what happens for the sentences in (111)) there is little intuitive content to a degree of partial truth for sentences like those in (112), which are like the sentences in (111) in remaining indefinite in the supervaluation.

(112)  

a. Eloise is tall, and no. 3 is red.  
b. If Peggy is tall, then no. 4 is red.

To summarize, we have presented here two formal approaches to vagueness and have argued that the supervaluation approach takes us closer to a genuine understanding of the phenomena involved than the fuzzy logic approach. To be sure, there is much more to be said about the analysis of semantic imprecision, and there are many outstanding problems that we have ignored. Yet what we have done suffices to illustrate, we think, a very important general issue raised at the outset of the present work. The fact that meanings are vague is no obstacle to the use of truth-conditional techniques in semantics. Indeed, such techniques might be our best tool for understanding imprecision.
One of the problems left over from previous chapters is the interpretation of NPs. The kind of semantics for NPs that we have been able to develop so far is not fully compositional, which gives rise to a number of problems (see, for example, chapter 3, section 2.2). In the present chapter we will address the issue of how this situation might be improved, and this will give us an occasion to become acquainted with some interesting current results in semantics.

1 The Semantic Value of NPs

The problem of interpreting NPs may be put as follows. Take an arbitrary NP, say every student. It forms a syntactic unit, and compositionality demands that it also form a semantic unit. The problem is what such a semantic unit could be.

To answer this question, we have to reassess the role of NPs in channeling truth conditions. Consider simple subject-predicate sentences like the following:

(1) a. Every student smokes.
   b. Every student snores.
   c. Every student likes Loren.

Sentence (1a) is true iff every student is in the extension of the property of smoking; sentence (1b) iff every student is in the extension of the property of snoring; (1c) iff every student is in the extension of the property of liking Loren. The pattern is clear. The semantic contribution of every student in these sentences seems to depend only on which properties every student has. This suggests that we might interpret every student as a set of properties: the set of properties that every student has. We can picture this roughly as follows, where $A_i$ is a property that every student has.
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(2) \([\text{every student}] = \{A_1, A_2, \ldots, A_i, \ldots\}\)

In general, a sentence of the form "Every student \(Qs\)" will be true just in case the property associated with \(Q\) is in the set of properties associated with every student. Sentence (1a) is true iff the property of smoking is a member of \([\text{every student}]\), and so on.

A set of properties may seem a curious kind of object to serve as the semantic value of an NP. An analogy with logical connectives might be helpful. It certainly is not obvious how to specify the semantic value of words like and and or. To approximate such a goal, our strategy has been to look at the contribution of those words to the truth conditions of the sentences in which they occur. On this basis it becomes possible to construct abstract objects (such as functions from ordered pairs of truth values to truth values) that can reasonably be maintained to represent the meaning of words like and and or, that is, their contribution to truth conditions. The game we are playing here with NPs is similar. Our reason for looking at the contributions of NPs to truth conditions is to define an abstract object that can be said to represent their meaning. Sets of properties look promising.

Other NPs can be analyzed along fully parallel lines. Consider the following, for example.

(3) Some student smokes.

We can assume that \([\text{some student}]\) is the set of properties that some student or other has. Suppose, for example, that some student likes bananas. Then we will put the property of liking bananas in the set \([\text{some student}]\). Further suppose that some other student has the property of not liking bananas. Then we will also want the property of not liking bananas to be in \([\text{some student}]\). So the set \([\text{some student}]\) will contain both the property of liking bananas and the property of not liking bananas. There is nothing paradoxical about that. Suppose, on the other hand, that no student has the property of smoking, then that property will not belong to the set \([\text{some student}]\). On these assumptions we can say that a sentence of the form "Some student \(Qs\)" is true iff the property associated with \(Q\) belongs to \([\text{some student}]\) and be sure that this will get us exactly the same truth conditions that we get by the standard PC semantics for (3).

We can in fact simplify things a bit. To say that an individual has a certain property is to say that the individual is in the extension of that property. Extensions of properties are sets. So, for example, to say that every student has the property of smoking is to say that every student belongs to the set of smokers. Thus we can interpret NPs as sets of sets. \([\text{Every student}]\) is
the set of all sets to which every student belongs. This can be pictorially represented as in the following diagram from Dowty, Wall and Peters (1981), p. 122.

(4) \( [\text{every student}] = \)

The checkered circle represents the set of students, and the other circles are the other sets to which those students all belong.

Similarly, we can interpret \( [\text{some student}] \) as the set that contains all the sets to which some student or other belongs. This can be pictured as follows:

(5) \( [\text{some student}] = \)

The circle with the hatching represents the set of students, and the other circles are the other sets to which some student belongs.

Using set-theoretic notation, we can give the semantic values of the NPs in question as follows:

(6) \( a. \ [\text{every student}] = \{X \subseteq U : [\text{student}] \subseteq X\} \)

\( b. \ [\text{some student}] = \{X \subseteq U : [\text{student}] \cap X \neq \emptyset\} \)

Hence, \( [\text{every student}] \) is the set of subsets of the domain \( U \) of which the students are a subset, and \( [\text{some student}] \) is the set of all subsets of \( U \) whose intersection with the set of students is nonempty.

We can give a similar characterization for all the NPs that we have encountered. In what follows we list a few:
(7) \([\text{the } A] = \{X \subseteq U : \text{for some } u \in U, [A] = \{u\} \text{ and } u \in X\}\)

This is the set of those \(X\)'s such that \([A]\) is a singleton and \(X\) contains the only member of \([A]\).

(8) \([\text{two } A] = \{X \subseteq U : X \cap [A] \text{ contains two or more members}\} \text{ or } \{X \subseteq U : X \cap [A] \text{ contains exactly two members}\}\)

(9) \([\text{no } A] = \{X \subseteq U : [A] \cap X = \emptyset\}\)

This is the set of those \(X\)'s whose intersection with the set \([A]\) is empty.

(10) \([\text{most } A] = \{X \subseteq U : X \cap [A] \text{ is bigger than } X^- \cap [A]\}\)

This is the set of those \(X\)'s whose intersection with the set of \(A\) is bigger than the intersection of their complements with the set of \(A\).

In general, where \(\alpha\) is any NP and \(\beta\) any predicate, we will say that \(\alpha\beta\) is true iff \([\beta] \in [\alpha]\). To see how this gives us the right truth conditions, let us work through a couple of examples.

(11) The student smokes.

This is true iff \([\text{smokes}] \in [\text{the student}]\). By (7), this is equivalent to \([\text{smokes}] \in \{X \subseteq U : \text{for some } u \in U, [\text{student}] = \{u\} \text{ and } u \in X\}\). Thus there has to be exactly one student and that student must be a smoker. These are exactly the truth conditions that our Russellian analysis of definite descriptions associates with (11) (see chapter 3, section 1.2).

Consider (12) next:

(12) No student smokes.

Sentence (12) is true iff \([\text{smokes}] \in X \subseteq U : [\text{student}] \cap X = \emptyset\). If the latter condition obtains, the set of students and the set of smokers must have no member in common. This is the case iff no student smokes.

The reader can verify that the other proposed NP meanings will also give us the right truth conditions. For example, a sentence like “Most students smoke” comes out true iff the number of smoking students is bigger than the number of students that don’t smoke.

Thus it seems that we have found the right kind of abstract object to represent the contribution of NPs to the truth conditions of the sentences in which they occur. NPs can be interpreted as sets of sets. We will call these objects generalized quantifiers. It should be borne in mind that we are taking generalized quantifiers as the semantic value of full NPs ([Det Nom] structures) and not as the semantic values of determiners (like every or some). This use of the term generalized quantifier is a slight departure from standard practice in elementary logic, where quantifiers are associated only with determiners.
How can we represent the contribution of determiners to meaning? Well, determiners combine with nominals to yield NPs. Given our hypothesis about the semantics of NPs, and given that nominals denote sets, what do we need? Apparently, a determinant should be something that combines with a set (the semantic value of a nominal) to produce a set of sets (the semantic value of an NP). So determiners can be analyzed as functions from sets of individuals to generalized quantifiers. This means that the meaning of the determiners considered so far can be given in the following terms:

(13) For every $Y \subseteq U$,
   
a. $\llbracket \text{every} \rrbracket (Y) = \{X \subseteq U : Y \subseteq X\}$
   
b. $\llbracket \text{some} \rrbracket (Y) = \{X \subseteq U : X \cap Y \neq \emptyset\}$
   
c. $\llbracket \text{the} \rrbracket (Y) = \{X \subseteq U : \text{for some } u \in U, Y = \{u\} \text{ and } u \in X\}$
   
d. $\llbracket \text{two} \rrbracket (Y) = \{X \subseteq U : X \cap Y \text{ contains two or more members}\}$ or $\{X \subseteq U : X \cap Y \text{ contains exactly two members}\}$
   
e. $\llbracket \text{no} \rrbracket (Y) = \{X \subseteq U : Y \cap X = \emptyset\}$
   
f. $\llbracket \text{most} \rrbracket (Y) = \{X \subseteq U : X \cap Y \text{ is bigger than } X^{-} \cap Y\}$

It is possible, then, to say that the meaning of, say, some student can be compositionally specified in terms of the meanings of some and student as $\llbracket \text{some} \rrbracket (\llbracket \text{student} \rrbracket)$. By (13b), $\llbracket \text{some} \rrbracket (\llbracket \text{student} \rrbracket)$ yields the generalized quantifier $\{X \subseteq U : X \cap \llbracket \text{student} \rrbracket \neq \emptyset\}$, which is what we want.

Thus we now have a way of representing directly the meanings of determiners and NPs (that is, their contribution to truth conditions). But we have so far looked just at subject-predicate sentences. Can we generalize the present analysis to more complex sentences? It turns out to be quite simple to do so by combining the present treatment with standard variable-binding mechanisms. We will first describe our strategy informally by looking at particular examples. Then we will illustrate the approach more precisely by developing a fragment that incorporates the present semantic analysis of NPs.

Consider (14).

(14) John likes every student.

According to our analysis, the semantic value of every student is the generalized quantifier $\llbracket \text{every} \rrbracket (\llbracket \text{student} \rrbracket) = \{X \subseteq U : \llbracket \text{student} \rrbracket \subseteq X\}$. We can say that (14) is true iff the extension of the property of being liked by John belongs to $\{X \subseteq U : \llbracket \text{student} \rrbracket \subseteq X\}$. In symbols, (14) is true iff $\{x : \text{John likes } x\} \subseteq \{X \subseteq U : \llbracket \text{student} \rrbracket \subseteq X\}$. This reduces cases like (14) to ones like (12), which means checking whether a certain set belongs to a certain NP denotation. We can get at the right set in a less ad hoc way by raising the NP in (14) and obtaining the following structure:
(15) [every student], [John likes e_i]

The relevant set, \( \{ x : \text{John likes } x \} \), can be compositionally recovered from the structure [John likes e_i].

The same idea can be applied to more complicated structures. Here is an example. (Keep in mind that this is just a preview of an explicit formal treatment of generalized quantifiers, which will be introduced shortly.)

(16) a. Every student likes some professor.

b.  

\[
\begin{array}{c}
\text{NP}_1 \\
\text{some professor} \\
\text{NP}_3 \\
\text{every student} \\
\text{S} \\
\text{S} \\
\text{NP} \\
\text{VP} \\
\text{V} \\
\text{NP} \\
\end{array}
\]

c. \( \exists x_1 [\text{professor}'(x_1) \land \forall x_2 [\text{student}'(x_2) \rightarrow \text{like}'(x_2, x_1)]] \)

Structure (16b) is one of the familiar LFs that our grammar associates with sentence (16a), irrelevant details aside. However, the interpretation of NPs has now changed. Every student and some professor are now interpreted as \( \{ X \subseteq U : [\text{student}] \subseteq X \} \) and \( \{ X \subseteq U : X \cap [\text{professor}] \neq \emptyset \} \), respectively. This is the information we want to use in giving the truth conditions for (16b). So to find out whether (16a) is true on analysis (16b), proceeding, as usual, from the bottom up, we assign to the most embedded S node in (16b) the meaning expressed by the IPC formula “like’(x_2, x_1).” Thus far there is nothing new. Here is where the novelty comes in. From “like’(x_2, x_1)” we can construct the set \( \{ x_2 : \text{like}'(x_2, x_1) \} \) and check whether it is in \( \{ X \subseteq U : [\text{student}] \subseteq X \} \). This is going to depend on the individual assigned to x_1. For each particular individual assigned to x_1 we can determine whether the set of things that like that individual belong to \( \{ X \subseteq U : [\text{student}] \subseteq X \} \). Such a condition holds iff every student likes x_1. We can then move up and check whether the extension of the property of being liked by every student (that is, \( \{ x_1 : \text{every student likes } x_1 \} \)) belongs to \( \{ X \subseteq U : X \cap [\text{professor}] \neq \emptyset \} \). Intuitively, we find the individuals that every student likes and then we check to see whether one of these individuals is a professor. As a result of this process (16b) will get exactly the same truth conditions as (16c).

What all this amounts to is that our analysis of NPs as generalized quantifiers extends to any sentence whatsoever once it is coupled with a
variable-binding mechanism of the familiar kind. All this will become clearer as we work through our next fragment. But first let us summarize what our proposal amounts to.

It is possible to provide a semantic category that corresponds to the syntactic category NP. The semantic category that we need is that of generalized quantifiers (sets of sets). Such objects encode precisely the information that NPs contribute to the truth conditions of sentences (much as functions from truth values into truth values encode the information that logical connectives contribute).

2 \text{ IPC}_{GQ} \text{ and } F_{4}

We will first extend IPC to incorporate generalized quantifiers. The resulting logic will be called \text{ IPC}_{GQ}. We will then specify a new fragment \( F_4 \). The syntax of \( F_4 \) is going to be identical to that of \( F_3 \). The semantics, however, will be specified in the form of a compositional translation map onto \text{ IPC}_{GQ}, which will enable us to see how our new semantics for quantification works for English.

Let us start by adding two new categories to the logical syntax of IPC, namely, D (for determiner) and Q (for quantifier). We further assume that every', the', some', no', and most' are constants in D. (We are here following the convention initiated in chapter 7 whereby \( x' \) denotes the translation of \( x \) into our logic.) We thus add two more syntactic rules:

\begin{align*}
(17) & \quad a. \text{ If } x \text{ is in } D \text{ and } \beta \text{ is in } \text{Pred}_1, x(\beta) \text{ is in } Q. \\
& \quad b. \text{ If } x \text{ is in } Q \text{ and } \beta \text{ is in } \text{Pred}_1, x(\beta) \text{ is a well-formed formula.}
\end{align*}

This means that \text{ IPC}_{GQ} will contain all the well-formed formulas of IPC but will additionally contain well-formed formulas like those in (18a–c):

\begin{align*}
(18) & \quad a. \text{ some'(man')(run')} \\
& \quad b. \text{ most'(} \lambda x [\text{man'}(x) \land \text{sing'}(x)])(\text{smoke'}) \\
& \quad c. \text{ some'(professor')(} \lambda x_1 [\text{every'}(\text{student'})(\lambda x_2 [\text{like'}(x_2, x_1)])]) \\
& \quad d. \exists x_1 [\text{professor'}(x_1) \land \forall x_2 [\text{student'}(x_2) \rightarrow [\text{like'}(x_2, x_1)]]]
\end{align*}

Formula (18b) says most men that sing smoke. The semantics for \text{ IPC}_{GQ} will make (18c) equivalent to (18d).

Such a semantics can be specified as follows. A model for \text{ IPC}_{GQ} is identical to a model of IPC, with the following additions:

\begin{align*}
(19) & \quad \text{ If } x \text{ is a } D, \text{ for any } w \in W \text{ and } i \in I, V(x)((w, i)) \text{ is a function that maps any subset of } U \text{ onto a set of sets of members of } U \text{ (that is, for any } Y \subseteq U, V(x)((w, i))(Y) \subseteq \mathcal{P}(U)). \text{ In particular, for any } w, \text{ any } i, \text{ and any } Y \subseteq U,
\end{align*}
\[ V(\text{every'})(\langle w, i \rangle)(Y) = \{ X \subseteq U : Y \subseteq X \} \]
\[ V(\text{some'})(\langle w, i \rangle)(Y) = \{ X \subseteq U : Y \cap X \neq \emptyset \} \]
\[ V(\text{the'})(\langle w, i \rangle)(Y) = \{ X \subseteq U : \text{for some } u \in U, Y = \{ u \} \text{ and } u \in X \} \]
\[ V(\text{no'})(\langle w, i \rangle)(Y) = \{ X \subseteq U : Y \cap X = \emptyset \} \]
\[ V(\text{most'})(\langle w, i \rangle)(Y) = \{ X \subseteq U : \text{card}(Y \cap X) > \text{card}(Y \cap X^c) \} \]

(The function \( \text{card}(X) \), the cardinality of set \( X \), gives roughly the number of elements in \( X \).)

The semantic rules corresponding to (17a, b) are as follows:

(20)  
\( a \). If \( \alpha \) is a D and \( \beta \) is a \( \text{Pred}_1 \), \( [\alpha(\beta)]_{M, w, i, g} = [\alpha]_{M, w, i, g}(\beta)_{M, w, i, g} \).
\( b \). If \( \alpha \) is Q and \( \beta \) is a \( \text{Pred}_1 \), \( [\alpha(\beta)]_{M, w, i, g} = 1 \text{ iff } [\beta]_{M, w, i, g} \in [\alpha]_{M, w, i, g} \).

Let us verify that the semantics so specified assigns identical truth conditions to (18c) and (18d). According to (20a, b), \( [(18b)]_{M, w, i, g} = 1 \text{ iff } [\lambda x_1 \lambda x_2 \text{[every'(student')}(\lambda x_2 \text{[like'(x_2, x_1)])}]_{M, w, i, g} \in [\text{some }]_{M, w, i, g}([\text{professor }]_{M, w, i, g}) \cdot \) By (19), this is the case iff \( [\lambda x_1 \lambda x_2 \text{[like'(x_2, x_1)]}]_{M, w, i, g} \subseteq [\text{professor }]_{M, w, i, g} \). Intuitively, \( [\lambda x_1 \lambda x_2 \text{[like'(x_2, x_1)]}]_{M, w, i, g} \) is going to denote the set of those individuals that every student likes, and so \( [\lambda x_1 \lambda x_2 \text{[like'(x_2, x_1)]}]_{M, w, i, g} \subseteq [\text{professor }]_{M, w, i, g} \neq \emptyset \) says that the set of individuals that every student likes has a nonempty intersection with the set of professors.

Formally, by the semantics for the \( \lambda \) operator, \( [\lambda x_1 \lambda x_2 \text{[like'(x_2, x_1)]}]_{M, w, i, g} \in [\text{student }]_{M, w, i, g} \cdot \) By working out \( [\text{like'(x_2, x_1)]}_{M, w, i, g} \cdot \) we get that the latter obtains just in case \( \{ u : [\text{like'(x_2, x_1)]}_{M, w, i, g} \cdot [u/x_2] = 1 \} \in [\text{student }]_{M, w, i, g} \cdot \) By putting all this together we get that \( [(18c)]_{M, w, i, g} = 1 \text{ iff } \{ u : [\text{like'(x_2, x_1)]}_{M, w, i, g} \cdot [u/x_2] = 1 \} \subseteq [\text{student }]_{M, w, i, g} \cdot \) This is just a formally explicit instruction to determine first the set of individuals that every student likes and then to check whether the intersection of this set with the set of professors is nonempty (whether some professor is liked by every student). But these are precisely the truth conditions associated
with (18d). These results are perfectly general and apply to all pairs that have the same structure as (18c) and (18d).

Let us now turn to fragment \( F_4 \). As mentioned above, its syntax is identical to the syntax of \( F_3 \), and its semantics is given by a translation map essentially identical to the one specified in chapter 7, section 2. The only difference concerns the rules for interpreting quantifiers. They are replaced by the following translation rules:

\[(21) \quad a. \text{ If } \Delta = [\text{Det Nom}], \text{ then } \Delta' = \text{Det'}(\text{Nom'}) \]
\[b. \text{ If } \Delta = [s \text{ NP}, S], \Delta' = \text{NP}_i(\lambda x_i S') \]

Let us give a couple of examples that illustrate how the translation procedure for \( F_4 \) works.

\[(22) \quad a. \text{ Some student runs.} \]
\[b. \text{ LF and translation} \]

\[S, \text{ some'(student')(}\lambda x_1 [\text{run'(x_1)]}) \]

\[NP_1, \text{ some'(student')} \quad S, \text{ run'(x_1)} \]

\[\text{Det, some'} \quad \text{Nom, student'} \quad \text{INFL} \quad S, \text{ run'(x_1)} \]

\[\text{NP, } x_1 \quad \text{VP, run'} \quad \text{run} \]

\[(23) \quad a. \text{ Every student likes some professor.} \]
\[b. \text{ LF and translation} \]

\[S, \text{ some'(professor')(}\lambda x_1 [\text{every'(student')(}\lambda x_2 [\text{like'(x_2, x_1)]})]) \]

\[NP_1, \text{ some'(professor')} \quad S, \text{ every'(student')(}\lambda x_2 [\text{like'(x_2, x_1)]}) \]

\[\text{Det, some'} \quad \text{Nom, professor'} \quad S, \text{ like'(x_2, x_1)} \]

\[\text{Det, every'} \quad \text{Nom, student'} \quad \text{INFL} \quad \text{NP, } x_2 \quad \text{VP, } \lambda y [\text{like'(y, x_1)]} \]

\[\text{V, like' NP, } x_1 \quad \text{like' NP, } x_1 \]

\[\text{some professor every student PRES 3rd SNG } e_1 \quad \text{like } e_1 \]

**Exercise 1** Give the LFs and IPC\(_{GQ} \) translations of the following sentences:
The category NP now receives a translation and an interpretation, which were lacking in $F_3$. By introducing a more abstract semantic category (the category of generalized quantifiers), it seems possible to achieve a more principled overall relation between syntax and semantics.

3 Generalized Conjunction

The new semantics for NPs developed in the preceding section has been motivated so far by a desire for compositionality. We are now going to see that it enables us to generalize further our semantic analysis of conjunction and disjunction in a way not possible on the previous approach to NP interpretation.

We have already noted that conjunction and disjunction (and to a more limited extent negation) are cross-categorial operators: they operate on elements of the same syntactic categories, no matter what the category is. This applies also to the categories Det and NP, as the following examples illustrate:

(24) NP
   a. *Every student* and *some professor* came.
   b. *Not every student* came.
   c. John likes *every dog* or *some fish*.
   d. *John and every woman* left early.

(25) Det
   a. *Some* but *not all* students came.
   b. *Some* or *most* or *all* students came.
   c. *Many* but *less than 100* students were there.

We have also pointed out how non-S-level operators appear to inherit their Boolean properties from their S-level counterparts, at least in a number of core cases. We proposed a partial account for this behavior by generalizing conjunction, disjunction, and other operators from the S level to the VP level (see chapter 7, section 4). The semantic apparatus we had before did not allow us to extend our approach to other categories, most prominently, to the category NP. Under the approach developed in the present chapter, however, NPs have a richer structure, which might enable
us to define conjunction, disjunction, and possibly other logical operators for them as well. In particular, NPs are interpreted as sets of sets. Sets can be intersected and unified with other sets, or they can be complemented. We can exploit this structure to analyze NP-level operators.

To see what happens when we intersect or unify NP interpretations, it might be best to start with some concrete examples.

Consider (26):

(26) Every woman and some man smoke.

The NP every woman denotes the set \( \{ X \subseteq U : [\text{woman'}] \subseteq X \} \), and some man the set \( \{ X \subseteq U : [\text{man'}] \cap X \neq \emptyset \} \). The intersection of these two sets is the set \( \{ X \subseteq U : [\text{woman'}] \subseteq X \text{ and } [\text{man'}] \cap X \neq \emptyset \} \). If the extension of a property, say the property of being a smoker, is in \( \{ X \subseteq U : [\text{woman'}] \subseteq X \text{ and } [\text{man'}] \cap X \neq \emptyset \} \), it must be the case that every woman smokes and some man smokes. This suggests that we can indeed interpret NP-level conjunction simply as set intersection.

It is not hard to see that similar considerations apply to disjunction and negation. Consider, for example, (27):

(27) a. Not every woman smokes.

b. \( \mathcal{P}(U) - \{ X \subseteq U : [\text{woman'}] \subseteq X \} = \{ X \subseteq U : [\text{woman'}] \notin X \} \)

In (27b) we give the set-theoretic complement of the set associated with the NP every woman (relative to \( \mathcal{P}(U) \)). Suppose that the extension of the property of smoking, \([\text{smoke'}] \), belongs to that set. It must then be the case that some woman is not a smoker, for otherwise the condition that \([\text{woman'}] \notin [\text{smoke'}] \) would not be satisfied. This suggests that it is correct to interpret NP negation as set-theoretic complementation.

Consider (28) next:

(28) a. Some woman or some man smokes.

b. \( \{ X \subseteq U : [\text{woman'}] \cap X \neq \emptyset \} \cup \{ X \subseteq U : [\text{man'}] \cap X \neq \emptyset \} = \{ X \subseteq U : [\text{woman'}] \cap X \neq \emptyset \text{ or } [\text{man'}] \cap X \neq \emptyset \} \)

In (28b) we provide the union of the semantic values of the NPs some woman and some man. For \([\text{smoke'}] \) to be in that set, it must be the case that either some man smokes or some woman smokes, which again suggests that we can analyze NP disjunction as set-theoretic union.

What about cases where a proper name is conjoined or disjoined with a quantified NP, as in (24d)? If a proper name is interpreted as an individual, then we cannot unify or intersect it with anything, for individuals don't have the right structure. However, it turns out to be easy enough to interpret proper names as generalized quantifiers. Proper names can be
lifted in an information-preserving way to the category of generalized quantifiers. For example, the proper name \textit{Pavarotti} can be interpreted as the set of sets to which Pavarotti belongs.

(29) \begin{equation}
a. \quad \llbracket \text{Pavarotti} \rrbracket = \{X \subseteq U : \text{Pavarotti} \in X\}
b. 
\end{equation}

In (29b), where the black circle represents Pavarotti, we have this idea represented pictorially.

Interpreting proper names in this fashion leaves the truth conditions of simple sentences like "Pavarotti smokes" unaltered. We simply say that the sentence is true iff the extension of the property of smoking belongs to the generalized quantifier associated with \textit{Pavarotti}. This yields the following chain of equivalences:

(30) \begin{equation}
a. \quad \text{"Pavarotti smokes" is true iff}
b. \quad [\text{smoke'}] \in \llbracket \text{Pavarotti} \rrbracket \text{ iff}
c. \quad P \in [\text{smoke'}]
\end{equation}

Formula (30c) gives us back the way of interpreting sentences with proper names we had before.

In terms of the above analysis of proper names it is straightforward to extend our theory of NP-level operators to cases involving conjunction with proper names, for now we can define set-theoretic operations on the denotations of proper names. Here is an example:

(31) \begin{equation}
a. \quad \text{Pavarotti and every woman smoke.}
b. \quad [\text{smoke'}] \in [\text{Pavarotti}] \cap [\text{every woman}] \text{ iff}
c. \quad [\text{smoke'}] \in \{X \subseteq U : \text{Pavarotti} \in X\} \cap \{X \subseteq U : [\text{woman'}] \subseteq X\} \text{ iff}
d. \quad [\text{smoke'}] \in \{X \subseteq U : \text{Pavarotti} \in X \text{ and } [\text{woman'}] \subseteq X\}
\end{equation}

For (31d) to be the case we must have that \text{Pavarotti} \in [\text{smoke'}] and [\text{woman'}] \subseteq [\text{smoke'}]. So this appears to be the right analysis for (31a).

\textbf{Exercise 2} \quad On the model of (31), compute the denotation for the NPs in the sentences below, and make sure that the analysis we have given assigns the right truth conditions in every case. (In doing this exercise, assume that plural nouns denote the same set as their singular counterparts.)
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(1) Most men, but not Pavarotti, smoke.
(2) Some men and every woman but no children smoke.
(3) Pavarotti or Loren or Bond smokes.

(4) Every woman and some men but no children smoke.
(5) Bond or Loren or Pavarotti smokes.

The above remarks can be sharpened by introducing quantifier-level conjunction, negation, and disjunction into \( \text{IPCGQ} \) along the following lines:

(32) a. If \( \alpha, \beta \) are in \( Q \), then \( [\alpha \land \beta], [\alpha \lor \beta], \) and \( \lnot \alpha \) are also in \( Q \).

b. If \( \alpha, \beta \) are in \( Q \), then

\[
[[\alpha \land \beta]]_{M,w,i,g} = [\alpha]_{M,w,i,g} \cap [\beta]_{M,w,i,g}
\]
\[
[[\alpha \lor \beta]]_{M,w,i,g} = [\alpha]_{M,w,i,g} \cup [\beta]_{M,w,i,g}
\]
\[
[[\lnot \alpha]]_{M,w,i,g} = \mathcal{P}(U) - [\alpha]_{M,w,i,g}
\]

The extension above of \( \text{IPCGQ} \) can be regarded as a simple generalization of our pointwise definition of VP-level conjunction, disjunction, and negation developed in chapter 7. To see what these additions to \( \text{IPCGQ} \) amount to, let us consider a few examples. In what follows, the (b) formulas are the \( \text{IPCGQ} \) representations of the (a) sentences. The (c) formulas are the first-order counterparts of (and provably equivalent to) the (b) formulas.

(33) a. Every man and every woman run.

b. \([\text{every}'(\text{man'}) \land \text{every}'(\text{woman'})](\text{run'})\)

c. \(\forall x [\text{man}'(x) \rightarrow \text{run}'(x)] \land \forall x [\text{woman}'(x) \rightarrow \text{run}'(x)]\)

(34) a. Some man or every woman smokes.

b. \([\text{some}'(\text{man'}) \lor \text{every}'(\text{woman'})](\text{smoke'})\)

c. \(\exists x [\text{man}'(x) \land \text{smoke}'(x)] \lor \forall x [\text{woman}'(x) \rightarrow \text{smoke}'(x)]\)

(35) a. Every woman or John runs.

b. \([\text{every}'(\text{woman'}) \lor \text{John'}](\text{run'})\)

c. \(\forall x [\text{woman}'(x) \rightarrow \text{run}'(x)] \lor \text{run}'(j)]\)

In fact, we can carry this program further and introduce determiner-level logical operators along the following lines:

(36) a. If \( \alpha, \beta \) are in \( D \), then \( [\alpha \land \beta], [\alpha \lor \beta], \) and \( \lnot \alpha \) are also in \( D \).

b. If \( \alpha, \beta \) are in \( D \), for any \( Y \subseteq U \),

\[
[[\alpha \land \beta]]_{M,w,i,g(Y)} = [\alpha]_{M,w,i,g(Y)} \cap [\beta]_{M,w,i,g(Y)}
\]
The technique we are employing here should by now be familiar. Determiners denote functions from sets to generalized quantifiers. We have already defined conjunction, disjunction, and negation over generalized quantifiers. We can lift this structure up to the domain of determiners. Take, for example, a determiner of the form \([D \land D']\). This must denote a function from sets to generalized quantifiers. For any set \(Y\), what is the value of \([D \land D'](Y)\) going to be? We can define it as \(D(Y) \cap D'(Y)\), whose components have already been defined. All of the definitions in (36) are instances of this simple schema.

With this in mind, let us now look at some concrete examples.

(37)  
a. Not all but some men smoke.  
b. \([[\neg \text{every'}] \land \text{some'}](\text{man'})(\text{smoke'})

Formula (37b) constitutes the IPC\(_{GQ}\) representation of (37a). The complex determiner "[\neg every'] \land some'" is licensed by (36a). By the corresponding semantic clauses in (36b) in interaction with (32b), we get the following equivalences:

(38)  
a. \([[\neg \text{every'}] \land \text{some'}](\text{man'})(\text{smoke'}) \text{ iff}

b. \([[\neg \text{every'}(\text{man'})] \land \text{some'}(\text{man'})](\text{smoke'}) \text{ iff}

c. \([\text{smoke'}] \in \{X \subseteq U : [\text{man'}] \not\in X\} \cap \{X \subseteq U : [\text{man'}] \cap X \neq \emptyset\} \text{ iff}

d. \([\text{smoke'}] \in \{X \subseteq U : [\text{man'}] \not\in X\}

\quad \text{ and } \{\text{smoke'}\} \in \{X \subseteq U : [\text{man'}] \cap X \neq \emptyset\} \text{ iff}

e. \[\text{man'}] \not\in [\text{smoke'}] \text{ and } [\text{man'}] \cap X \not\in \emptyset \text{ iff}

f. \(\neg \forall x[\text{man'}(x) \rightarrow \text{smoke'}(x)] \land \exists x[\text{man'}(x) \land \text{smoke'}(x)]\)

Thus the generalization of logical operators to determiners seems to give us the right results.

**Exercise 3** Work out the IPC\(_{GQ}\) renderings of the following sentences on the model of (38). Assume that all has the same meaning as every.

1. Most but not all men smoke.
2. Most or all men smoke.
3. Some or most but not all men smoke.

The above results enable us to move toward an analysis of conjoined and disjoined structures along the following lines. One can have conjunction schemata that directly generate structures such as the following:
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(39) \[ A \xymatrix{ A* \\ conj \\ A } \]

Here \( A \) is any category, and \( A* \) indicates a sequence of one or more \( A \)'s. The schema in (39) generates phrase structures like the following:

(40) \[
\begin{array}{c}
NP \\
| \\
NP \\
| \\
NP \\
| \\
NP \\
| \\
conj \\
NP \\
| \\
\end{array}
\]

Mary John every student and some professor

Complex NPs such as the one in (40) can then be straightforwardly interpreted in terms of the semantics we have developed. In particular, (40) is interpreted as in (41).

(41) \([\text{Mary}' \wedge \text{John}' \wedge \text{every}'(\text{student'}) \wedge \text{some}'(\text{professor'})]\)

The interpretation of (41) contributes the right truth conditions to the sentences where such an NP occurs.

Of course, the syntax in (39) is a very rough first approximation that leaves many problems open. To mention a simple one, conjoined NPs trigger plural agreement, which we haven’t discussed. Despite this and other limitations, however, we think that some refinement of the approach we have developed is ultimately necessary for the reasons detailed below.

There is a clear tendency for such operatorlike words as and and or to be cross-categorial. This tendency appears to be universal, as a matter of fact. That is, in most languages it is possible to conjoin and disjoin members of virtually every category. Moreover, the meaning of the NP-level and appears to be closely and systematically related to the meaning of and at the VP and S levels. This can be no accident. All the different varieties of and obviously have a common meaning, and we would like our theory to account for that. There must be a way to regard the meanings of these seemingly distinct varieties of and as instances of the same logical operation. Whatever that operation is, it is presumably universal.

The approach presented here goes some way toward explaining the pattern just described and identifying a common meaning for the various instances of conjunction. According to such an approach, we have an underlying Boolean structure (roughly, the Boolean structure of propositions) that can be systematically lifted to other semantic domains by means of a general and straightforward mathematical technique, namely, pointwise definitions. This is the basis of cross-categorial generalizations of
logical operators. Such a Boolean structure, one might speculate, is a powerful module for concept formation that humans appear to be endowed with.

Viewing NP denotations as generalized quantifiers is thus not just a way to get a more elegant (more compositional) semantics. It is also a crucial step toward a full-fledged characterization of cross-categorial Boolean operators.

4 Generalized Quantifiers and Empirical Properties of Language

The generalized quantifier approach turns out to shed some new light on a wide variety of properties of language. Here we will consider a few of them.

4.1 Negative polarity items

In English as well as in many other languages there are such items as ever, any, and give a damn that appear to be somehow restricted to occurring in negative contexts, as the following examples illustrate.\(^2\)

(42)  
a. *John saw any bird.
    b. John did not see any bird.

(43)  
a. *Some student gives a damn about Pavarotti.
    b. No student gives a damn about Pavarotti.

(44)  
    b. Few students ever read a book about Pavarotti.

Expressions with these distributional characteristics are often called negative polarity items. There are several issues that their behavior raises, many of which remain open. One of the problems that they pose is how to make precise the notion of a negative context. What exactly do (42b), (43b), and (44b) have in common? This is the question that we briefly address here.

The characterization of a negative context for polarity items is further complicated by examples such as the following:

(45)  
    b. Every student who ever read a book about Pavarotti would want to meet him.

The context in (45b) does not seem intrinsically more negative than the one in (45a). Yet our judgments concerning the contrast between (45a) and (45b) are quite sharp.
It turns out that the informal notion of a negative context can be made precise in semantic terms along the following lines. Let us say that a determiner $D$ is right upward entailing/monotone iff for any set $X$, $Y$, and $Z$, if $(Z \cap X) \subseteq D(Y)$, then $X \subseteq D(Y)$. Essentially, according to this definition, right upward monotone determiners are those that validate the following inference pattern:

\[ \delta(a)(\beta \land \gamma) \rightarrow \delta(a)(\beta) \]

So, for example, *some*, *many*, and *every* are right upward monotone, while *no*, *few*, and *two* (in the sense of exactly two) are not, as the following examples illustrate for *some* and *no*:

(47)  

a. Some student is Italian and blond $\rightarrow$  
    some student is blond  

b. No students are Italian and blond $\not\rightarrow$  
    no students are blond

We are assuming that predicates like *is Italian* and *is blond* are associated with the sets of Italians and blond people respectively. The term *upward* indicates that the entailment is from a set to its supersets ($[\beta \land \gamma]$ is a subset of $[\beta]$). The term *right* tells us that this entailment concerns the right argument of the determiner ($\beta \land \gamma$ and $\beta$ in (46)).

In a similar vein we can say that a determiner is right downward monotone iff for every set $X$, $Y$, and $Z$, if $X \subseteq D(Y)$, then $X \cap Z \subseteq D(Y)$. The relevant entailment here is from a set to one of its subsets, as schematically illustrated in (48).

\[ \delta(a)(\beta) \rightarrow \delta(a)(\beta \land \gamma) \]

According to this definition, *every*, *some*, and (exactly) *two* are not right downward monotone, while *no* and *few* are, as is illustrated by the following pattern of entailment:

(49)  

a. Every student is Italian $\not\rightarrow$  
    every student is Italian and blond  

b. Few students are Italian $\rightarrow$  
    few students are Italian and blond.

Thus from this classification, numeral determiners (in the *exactly* sense) are neither upward nor downward monotone on their right argument.

A parallel criterion can be applied to the left argument of a determiner. The definitions should at this point be straightforward. We say that a determiner $D$ is left upward entailing/monotone iff for any set $X$, $Y$, and $Z$, if $X \subseteq D(Y \cap Z)$ then $X \subseteq D(Y)$. The entailments that need to be checked are thus of the following form:
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(50) $\delta(x \land \gamma)(\beta) \rightarrow \delta(x)(\beta)$

It can be seen that some and (at least) two are left upward monotone, while every, (exactly) two, no, and few are not:

(51) a. Some Italian students smoke $\rightarrow$
    some students smoke

b. Every Italian student smokes $\not\rightarrow$
    every student smokes

The set of Italian students is the intersection of the set of students with the set of Italians.

Furthermore, we say that a determiner $D$ is left downward monotone iff for every set $X, Y, Z$ if $X \in D(Y)$, then $X \in D(Y \cap Z)$. The relevant class of entailments can be schematized as follows:

(52) $\delta(x)(\beta) \rightarrow \delta(x \land \gamma)(\beta)$

Accordingly, every, no, and few are left downward monotone, while some and two (in either the at least or the exactly sense) are not.

(53) a. Few students smoke $\rightarrow$ few Italian students smoke

b. Some students smoke $\not\rightarrow$ some Italian students smoke

In conclusion, it is possible to classify natural language determiners on the basis of the entailment patterns that they give rise to. The resulting classification can be summarized as in table 9.1 (see Barwise and Cooper (1981), p. 219).

The classificatory criteria extend naturally to other operators. In particular, there is a clear sense in which negation is downward monotone. Perhaps the best way to see this is as follows. Think of propositions as sets of worlds. As we saw in chapter 5, section 2, negation can be thought of as set-theoretic complementation, and entailment as set inclusion. Con-

<table>
<thead>
<tr>
<th></th>
<th>Left</th>
<th>Right</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Upward</strong></td>
<td>some/a</td>
<td>some/a</td>
</tr>
<tr>
<td></td>
<td>at least $n$</td>
<td>every</td>
</tr>
<tr>
<td></td>
<td></td>
<td>at least $n$</td>
</tr>
<tr>
<td></td>
<td></td>
<td>many</td>
</tr>
<tr>
<td></td>
<td></td>
<td>most</td>
</tr>
<tr>
<td><strong>Downward</strong></td>
<td>no</td>
<td>no</td>
</tr>
<tr>
<td></td>
<td>few (?)</td>
<td>few</td>
</tr>
<tr>
<td></td>
<td>every</td>
<td></td>
</tr>
</tbody>
</table>
sequently, the following holds:

(54) If \( p^- \) and \( q \subseteq p \), then \( q^- \) follows.

This inference pattern is familiar from elementary logic as *modus tollens*. From the complement of \( p \) and the premise that \( q \) is a subset of \( p \), it follows by set theory that the complement of \( p \) is a subset of the complement of \( q \) (if \( q \subseteq p \) then \( p^- \subseteq q^- \)). Therefore, if we interpret the subset relation as entailment in possible world semantics, the proposition represented by the complement of \( p \) will entail the proposition represented by the complement of \( q \). So negation preserves information when we go from a set of worlds to one of its subsets; that is, it is downward entailing. The information represented by the complement of a set of worlds \( p \) must be contained in the information associated with the complement of any subset of \( p \).

It should be clear by now where the above considerations are leading. What lies behind the intuitive notion of a negative context is the model-theoretic property of downward monotonicity. (55) States constraints on negative polarity items.

(55) In a structure of the form \( \delta(\alpha) \), where \( \delta \) is a quantifier, a determiner, or in general a functor of some kind, a negative polarity item can occur within \( \alpha \) iff \( \delta \) is downward entailing with respect to \( \alpha \).

Let us consider some examples:

(56)  
\begin{align*}
a. & \ \text{John doesn't ever smoke.} \\
b. & \ \neg([\text{ever smoke}]'(\text{j}))
\end{align*}

*Ever* in (56a) is licensed because it occurs within the scope of negation, which is downward entailing, as the schematic logical form in (56b) illustrates.

(57)  
\begin{align*}
a. & \ \text{No man ever smokes.} \\
b. & \ \text{no}'(\text{man'})([\text{ever smoke}])
\end{align*}

Here *ever* is licensed because it occurs within the right argument of *no*, which is right downward entailing. Equivalently, we can say that *ever* occurs within the argument of "*no'(man')" , which is a downward entailing generalized quantifier.

(58)  
\begin{align*}
a. & \ \text{No man who ever heard about Pavarotti will want to miss his concert.} \\
b. & \ \text{no}'([\text{man who ever heard about Pavarotti'}])([\text{will want to miss his concert}])
\end{align*}

(59)  
\begin{align*}
a. & \ *\text{Some man who ever heard about Pavarotti will want to miss his concert.}
\end{align*}
b. Some'([man who ever heard about Pavarotti])' ([will want to miss his concert])'

In (58a) ever is licensed because it occurs within the left argument of no, which is left downward entailing. In (59a) ever is not licensed, because some is not left downward entailing; the resulting sentence is ungrammatical.

It is easy for the reader to check by looking at table 9.1 that the pattern of grammaticality pointed out in (42) through (45) is completely accounted for on the basis of (55). Particularly interesting is the way in which the rather puzzling contrast in (45) follows from (55): every, like no and unlike some, is downward monotone on its left argument.

In fact, the above considerations are by no means limited to the determiners we have considered. Take for example a more complex determiner, say at most three. By our classification, such a determiner is right downward monotone, as shown by the validity of the following:

(60) at most three students smoke → at most three students smoke cigars

Therefore, at most three should license negative polarity items within its scope. And indeed this is so:

(61) At most three students give a damn about Pavarotti.

Also, negation can be seen to reverse the (right) upward monotonicity of determiners:

(62) not every student smokes → not every student smokes cigars

Hence, not every should be a negative polarity trigger, which is indeed the case:

(63) Not every student gives a damn about Pavarotti.

Examples of this sort can be multiplied and have been extensively discussed in the literature. Of interest to us is the following. The distribution of negative polarity items has long been an intriguing puzzle for linguists. Our semantics seems able to provide an interesting angle from which these phenomena can be studied. In particular, it provides us with criteria that enable us to see why those particular contexts should be singled out by negative polarity items, to see what it is that makes that class of contexts natural.

4.2 Conservativity

Let us say that a determiner is conservative iff for every X and every Y, \(X \in D(Y)\) iff \(X \cap Y \in D(Y)\). From this definition it follows that conservative determiners will validate the following equivalence:

(64) \(\delta(x)(\beta) \equiv \delta(x)(x \land \beta)\)
Here are some examples of determiners that, on the basis of this criterion, appear to be conservative:

(65) a. Every man smokes iff every man is a man who smokes.
   b. Some man smokes iff some man is a man who smokes.
   c. No man smokes iff no man is a man who smokes.
   d. Fewer than five but more than two men smoke iff fewer than five but more than two men are men who smoke.

The list could go on and on. In fact, there seems to be no determiner that fails to have the property of being conservative. This leads us to hypothesize the following universal:

(66) Every determiner in every language is conservative.

One might suspect that perhaps every logically conceivable determiner (or every pragmatically plausible one) is conservative. This would make conservativity, whatever it is, a rather uninteresting property. This suspicion, however, is easy to dissipate. It is easy to come up with abstract examples of nonconservative determiners. Here are a couple:

(67) a. Let $D_1$ be a function such that for every set $Y$, $D_1(Y) = \{ X \subseteq U : Y^- \subseteq X \}$.
   b. Let $D_2$ be a function such that for every set $Y$, $D_2(Y) = \{ X \subseteq U : Y \nsubseteq X \}$.

Let us show that $D_1$ is not conservative by constructing a model with respect to which "$\delta(\alpha)(\beta)$" is true but "$\delta(\alpha)(\alpha \wedge \beta)$" is not, where $\delta$ is interpreted as $D_1$. Let the domain $U$ of this model be the set \{a, b, c\}. Let $\alpha$ denote \{a, b\} and $\beta$ denote \{a, c\}. The denotation of $\delta(\alpha)$ in this model will be $D_1(\{a, b\}) = \{ X \subseteq U : \{a, b\}^- \subseteq X \} = \{ X \subseteq U : \{c\} \subseteq X \} = \{ \{c\}, \{a, c\}, \{b, c\}, \{a, b, c\} \}$. Thus "$\delta(\alpha)(\beta)$" will be true in this model, for \{a, c\} $\in D_1(\{a, b\})$. But "$\delta(\alpha)(\alpha \wedge \beta)$" will be false, for the denotation of "$\alpha \wedge \beta$" will be \{a, b\} $\cap$ \{a, c\} = \{a\}, and \{a\} $\notin D_1(\{a, b\})$. This suffices to show that $D_1$ is not conservative. (The nonconservativity of $D_2$ can be shown similarly. We leave it as an exercise for the reader.)

So there are nonconservative functions of the same semantic type as determiner meanings (indeed, it can be shown that there are lots of them). There is no *logical* reason why such functions cannot constitute determiner meanings.

How about the pragmatic plausibility of these potential determiners? Consider, for example, what a determiner $\delta_1$ that has $D_1$ as its denotation expresses. The formula $\delta_1(\alpha)(\beta)$ says that all the things that are not $\alpha$ have property $\beta$. For instance, $\delta_1(\text{student'})(\text{smoke'})$ says that all nonstudents...
smoke. The latter makes perfect sense. Intuitively, the meaning of $\delta_1$ does not appear to be different in quality from, say, the meaning of \textit{no} (as in "No student smokes"). There is nothing intrinsically odd about trying to convey the information that all non-\textit{as} are $\beta$. In fact, we can convey it as we just did. But we cannot convey it by means of a determiner. There is no lexically simple determiner that means \textit{all non}. Furthermore, such a sequence does not form a constituent. Prefixing \textit{non-} is a syntactic operation that affects nominals. The bracketing in \textit{all nonstudents} is uncontroversially taken to be $[\text{Det all } [\text{Nom nonstudents}]]$. Thus, \textit{all non-} cannot plausibly be regarded as a complex determiner.

Here is another example of a nonconservative potential determiner:

(68) $D_3(Y) = \{X \subseteq U : X \subseteq Y\}$

It is easy to see that $D_3$ is not conservative. By the definition of $D_3$, $X \cap Y \in D_3(Y)$ is the case iff $X \cap Y \subseteq Y$. By the logic of set theory, this is always true, and it by no means entails that $X \subseteq Y$ (which is contingent). Since in general $X \cap Y \subseteq Y$ holds whether or not $X \subseteq Y$ holds, $X \cap Y \in D_3(Y)$ can obtain without $X \in D_3(Y)$ obtaining. Thus conservativity fails in the right-to-left direction in terms of (64). Now the interesting thing about $D_3$ is that English has a word that expresses exactly what $D_3$ does. The word is \textit{only}. The truth conditions of (69a), for example, appear to be just the truth conditions given in (69b) and informally in (69c):

(69) a. Only students smoke.

b. $[\text{smoke}'] \in D_3([\text{student'}])$ iff $[\text{smoke}'] \subseteq [\text{student'}]$

c. The set of smokers is a subset of the set of students.

If the meaning of \textit{only} as it occurs in structures like (69a) is characterized by the nonconservative function $D_3$, then the proposed universal in (66) makes a sharp prediction: \textit{only} cannot be a determiner, it cannot belong to the category Det. And in fact it does not appear to belong to this category. For example, determiners cannot cooccur with pronouns or proper names, while \textit{only} can:

(70) a. *Every/some/the/many Pavarotti smokes.

b. Only he/Pavarotti smokes.

Moreover, \textit{only}, unlike determiners, is able to modify a wide variety of syntactic categories, as illustrated below:

(71) a. Pavarotti only sleeps. (VP)

b. Pavarotti sleeps only with his teddy bear. (PP)

c. Pavarotti sings only loudly. (Adv)

d. Pavarotti is the only singer that I admire. (Nom)
In fact, *only* appears to be basically an adverbial that can be semantically construed as a cross-categorial operator (in the same sense in which *and* is cross-categorial).\(^5\)

This state of affairs is interesting, we think. There is a wide variety of logically conceivable nonconservative determiner meanings. Some of these potential determiner meanings are so natural that human languages have specific ways of expressing them. But human languages do *not* appear able to express them as determiners, as members of the syntactic category Det. Thus the universal in (66) seems to constitute a substantive, empirically falsifiable claim about the structure of natural language. Such a claim could not even be stated properly if we didn’t have the notion of a generalized quantifier and the truth-conditional and model-theoretic apparatus within which such a notion can be construed. If we lacked such an apparatus, we could not identify a nontrivial empirical property of natural language.

One might wonder why things should be this way. Why does the universal in (66) hold? Why are there only conservative determiners? As it turns out, a rather interesting answer to these questions stems directly from the general perspective that we are adopting. Imagine starting out with just *every* and *some* as basic determiners. Then imagine building complex determiners out of the basic ones using essentially just negation, conjunction, and disjunction (the Boolean operations defined on the set of determiners as in (36)). What set of determiners do we obtain? A theorem has been proved that shows that we obtain *exactly* the set of conservative determiners.\(^6\)

Let us restate this in slightly more precise terms. Let CONS be the set of conservative determiners, the set that contains all and only the determiners that satisfy conservativity. Now let us recursively define another set, call it \(D^*\), as follows:

\[(72) \begin{align*}
a. \text{some}', \text{every}' & \in D^* \\
b. \text{If} \ A, B \text{ are in } D^*, \text{ then } [\neg A], [A \land B], [A \lor B] \in D^*, \\
& \text{and if } E \subseteq U, A_E \in D^* 
\end{align*}\]

Here \(\neg, \land, \lor\) are defined as in (36), and for any \(C, C' \subseteq U, C' \in A_E(C)\) iff \(C' \in A(B \cap C)\). The notation \(A_E\) thus simply introduces adjectival restrictions in determiners. For example, "*some'blond' (student')(smoke')" means that some blond student smokes. It can be proved that for finite universes, \(D^* = \text{CONS}\).

So by means of Boolean operations we can define only conservative determiners. Furthermore, *any* conservative determiner can be defined out of *every* and *some* in terms of iterated applications of Boolean operations.
This suggests that the conservativity universal (66) must be linked in nonaccidental ways to the Boolean structure that permeates semantics.

Here is one way in which such a link might be realized. The category Det is the category that mostly expresses quantification. That is, it is a "logical" category (what, perhaps inappropriately, traditional grammarians would call a "closed-class" or "functional" category). Natural language expresses as determiners only functions that have a Boolean structure. If we are mentally endowed with cross-categorial Boolean functions as the basic combinatorial tool of our capacity for concept formation, it makes sense that we find in the category Det (a logical category par excellence) only those functions that such a capacity delivers to us. This, it should be noted, does not constrain what we can express but only how we can express it.

Even if this speculation turns out ultimately to be wrong, the result described above still provides a strong connection between conservativity and Boolean structure. The fact that we find in Det only conservative determiners must correlate in some fundamental way with the Boolean character of natural language semantics.

Exercise 4 For each of the following sentences, give its LF, its IPCGQ translation, and its model-theoretic interpretation. In (1) we give an example.

(1) a. John eats every fish.
   b. LF
      \[
      [s \text{every fish}]_1 \ [s \text{John eats } e_1] \]
   c. IPCGQ translation
      every'\text{(fish')}(\lambda x_1[\text{eat'(j, x_1)]])
   d. Model-theoretic interpretation
      \( \{u \in U : [\text{eat' (j, x_1)]}^{M,w,i,g}_{\text{u/x1}} = 1\} \in \{X \subseteq U : [\text{fish'}]^{M,w,i,g} \subseteq X\} \)

(2) John pets a cat.

(3) John likes the cat that he pets.

Consider next the following example:

(4) a. Every man and a woman smoke.
   b. IPCGQ translation
      \[\text{every'}(\text{man'}) \land \text{a'}(\text{woman'})\text{(smoke')}\]
   c. Model-theoretic interpretation
      \[\text{smoke'}\]^{M,w,i,g} \in \{X \subseteq U : [\text{man'}]^{M,w,i,g} \subseteq X\} \cap \{X \subseteq U : [[\text{woman'}]^{M,w,i,g} \cap X \neq \emptyset\}
   d. Reduction steps
[
\text{[} \text{smoke'} \text{]}^M, w, i, g \in \{ X \subseteq U : [\text{man'}]^M, w, i, g \subseteq X \text{ and }
\text{[} \text{woman'} \text{]}^M, w, i, g \cap X \neq \emptyset \}\]
[
\text{[} \text{man'}]^M, w, i, g \subseteq \text{[} \text{smoke'} \text{]}^M, w, i, g
\text{[} \text{woman'}]^M, w, i, g \cap \text{[} \text{smoke'} \text{]}^M, w, i, g \neq \emptyset
\]

For the following sentences give their translations into IPCGQ, their model-theoretic interpretations, and their reduction steps:

(5) John and the woman smoke.
(6) John likes a cat or a dog that sings.

5 Concluding Remarks

In the present chapter we have introduced a new way of dealing with quantified expressions. The key to this new approach is the introduction of a more complex semantic category, the category of generalized quantifiers (sets of sets). This approach enables us to do a number of things. First, it provides us with a compositional semantics for NPs, which appears to be impossible on a standard first-order approach (such as the one we have in IPC). Second, it allows us to bring out the truly cross-categorial nature of logical words, such as \textit{and} or \textit{or}. Third, it enables us to come up with simple and precise classificatory criteria for NPs that allow us to characterize, perhaps optimally, the distribution of negative polarity items. And fourth, it enables us to state and hypothesize an explanation for a substantive universal characteristic of natural language determiners. All of the above results are only a small sample of the work currently being pursued in this area of semantics.

We are interested here more in a general point that stems from the considerations above than in this or that specific result. The truth-conditional and model-theoretic approach to meaning we have presented is not just an exercise in applied logic. It has real empirical bite and a profound relevance for linguistic theory. Without it, it would seem, there are nontrivial properties of language that we would just miss. The present kind of semantics thus seems capable of contributing in a fundamental way to the attempt to characterize what a human language is. Such a semantics might well be limited in its scope. It might well need to be put in a broader perspective and perhaps changed in fundamental ways. But it has empirical payoffs that linguistic theory cannot disregard. Truth-conditional semantics is here to stay.\footnote{7}
Appendix
Set-Theoretic Notation and Concepts

This appendix provides a brief and highly selective introduction to the basic set-theoretic concepts, terminology, and notation assumed in the text.

1 Sets and Set Membership

A set is a collection of entities of any kind. The members of a set need not share any properties.

A set can be finite: the set of people in room 220, Morrill Hall, Cornell University, on Tuesday, September 16, 1988. A set can be infinite: the set of integers greater than one million.

A finite set can in principle be specified by enumerating or listing its members, for example, the set consisting of Orwell’s 1984, the square root of 2, Noam Chomsky, and the muffin Sally McConnell-Ginet ate for breakfast on Sunday, September 4, 1988. This set can be designated as in (1):

(1) \{1984, Noam Chomsky, \sqrt{2}, Sally’s breakfast muffin for 9/4/88\}

When we use the notation in (1), the order in which things are listed inside the curly brackets makes no difference. So (1), (2a), and (2b) all refer to the same set.

(2) a. \{Noam Chomsky, 1984, \sqrt{2}, Sally’s breakfast muffin for 9/4/88\}
   b. \{1984, \sqrt{2}, Noam Chomsky, Sally’s breakfast muffin for 9/4/88\}

Some sets can be specified by description: the set of all redwood trees chopped down in California during 1984. This set can be designated as in (3):

(3) \{x : x \text{ is a redwood tree chopped down in California during 1984}\}

A minor notational variant is to use a vertical bar instead of a colon when designating a set descriptively. Hence, we can designate the set in (3) as in (4):

(4) \{x \mid x \text{ is a redwood tree chopped down in California during 1984}\}
Appendix 432

(4) \{x | x \text{ is a redwood tree chopped down in California during 1984}\}

A set is completely defined by its members, the entities that belong to it. Different descriptions that happen to specify the same entities thus specify the same set. For example, as the authors of this book were the only semanticists at Cornell during 1986/1987, each of the three expressions in (5) designates the same set.

(5) a. \{Gennaro Chierchia, Sally McConnell-Ginet\}

b. \{x : x \text{ is one of the authors of Meaning and Grammar}\}

c. \{x : x \text{ was a semanticist at Cornell during 1986/1987}\}

This notion of set is extensional: only the members of a set matter and not how they are chosen or identified. If two sets have the same members they are the same entity. Properties, on the other hand, are intensional: two properties can well be true of the very same objects and yet be distinct; consider the properties of being bought and being sold. We sometimes, however, identify properties with extensional sets.

A set may contain other sets as its members. For example, \{\{a, b\}, c\} has two members: \(c\) and the set \(\{a, b\}\).

Below are some notations and their definitions:

\(a \in P\) The element \(a\) is a member of set \(P\) or belongs to \(P\). For example, \(j \in \{x : x \text{ is a linguist}\} = j\) belongs to the set of linguists; \(j \in \{j, a\} = j\) belongs to the set consisting of \(j\) and \(a\).

\(a \notin P\) The element \(a\) is not a member of set \(P\) or does not belong to \(P\). For example, \(m \notin \{x : x \text{ is an actor}\} = m\) does not belong to the set of actors, and \(m \notin \{a, m\} = m\) does not belong to the set consisting of \(m\) and \(a\) (which is false).

\(A = B\) Where \(A\) and \(B\) both designate sets, this says that they are identical. This happens just in case whenever \(a \in A\), then \(a \in B\) and whenever \(b \in B\), then \(b \in A\). This is the basic identity condition for sets. Two sets are said to be disjoint if they have no members in common.

\(\{a\}\) A unit set or singleton set to which only \(a\) belongs. For example, \(\{x : x \text{ has resigned the U.S. presidency while in office}\} = \{\text{Nixon}\}\), and \(\{1\} = \text{the set that contains just the number 1}\). Note that \(\{a\} \neq a\). Nixon is different from the set of those who have resigned; he simply happens to be the sole member of that set.

\(\emptyset\) The empty set or null set. The set containing no elements. Note that there is only one such set. The set of female United States presidents (as of 1988) is the same as the set of males who have won two Nobel prizes in the sciences (as of 1988). Each has the same members, namely none.


The set $P$ is a *subset* of $R$ or is *included in* $R$. This means that every member of $P$ is also a member of $R$. For example, the set of U.S. Senators ($P$) is a subset of the U.S. population over 30 ($R$);

\[
\{a, b, c\} \subseteq \{a, b, c, l, m\} = \text{the set that contains } a, b, \text{ and } c \text{ is a subset of the set that contains } a, b, c, l, \text{ and } m; \{a, b\} \subseteq \{a, b\} = \text{the set that contains } a \text{ and } b \text{ is a subset of itself.}
\]

The set $P$ is a *proper subset* of $R$ or is *properly included* in $R$. This means that $P \subset R$ and $P \neq R$, that is, that all members of $P$ also belong to $R$ but $R$ has at least one member that does not belong to $P$.

The last subset example in the previous definition is not a proper subset; the others are.

The set $P$ is *not included* in $R$; there is at least one member of $P$ that does not belong to $R$. For example, the set of mathematicians ($P$) is not included in the set of men ($R$), because some mathematicians are not men, and $\{a, b\} \not\subseteq \{a, c, d\} = \text{the set that contains } a \text{ and } b \text{ is not included in the set that contains } a, c, \text{ and } d, \text{ because } b \text{ is in the former but not the latter set.}$

The union of $P$ and $R$ (also read "$P$ union $R$") or the *join* of $P$ and $R$. The union of $P$ and $R$ is a set that contains all the elements of $P$ and all the elements of $R$. If something is either a member of $P$ or a member of $R$, then it is a member of $P \cup R$. The set consisting of the union of Italians ($P$) and syntacticians ($R$) consists of those belonging to either group. Pavarotti is an Italian, so he is included, and Chomsky is a syntactician, so he is included. To give a further example,

\[
\{a, b\} \cup \{a, c, d\} = \{a, b, c, d\}. \text{ Note that } P \cup R = R \text{ if and only if } P \subseteq R. \text{ (Convince yourself of this by using the definitions.)}
\]

Where $P$ is a set of sets, $\bigcup P$, the *generalized union over* $P$, is the set that contains all the elements of each member of $P$. That is, $\bigcup P = \{x: \text{for some } B \in P, x \in B\}$. For example, $\bigcup \{\{a, b\}, \{c\}, \{b, d\}\} = \{a, b, c, d\}$, and $\bigcup \{\{a\}, \{b\}, \emptyset\} = \{a, b\}$.

The intersection of $P$ and $R$ (also read "$P$ intersection $R$") or the *meet* of $P$ and $R$. The intersection of $P$ and $R$ is a set whose members contains all and only the elements shared by $P$ and $R$. If something is a member of $P$ and also a member of $R$, then it is a member of $P \cap R$. For example, the set consisting of Italians ($P$) who are also syntacticians ($R$) consists of those belonging to either group. Pavarotti is an Italian, so he is included, and Chomsky is a syntactician, so he is included. To give a further example,

\[
\{a, b\} \cap \{a, c, d\} = \{a, b, c, d\}. \text{ Note that } P \cap R = R \text{ if and only if } P \subseteq R. \text{ (Convince yourself of this by using the definitions.)}
\]
give two further examples, \( \{a, b, c\} \cap \{f, g, c\} = \{c\} \), and
\( \{a, b\} \cap \{c\} = \emptyset \). Note that \( P \cap R = P \) if and only if \( P \subseteq R \), and that \( P \cap R = \emptyset \) if and only if \( P \) and \( R \) are disjoint. (Again, use the definitions to show this.)

\[ \bigcap P \quad \text{Where} \ P \ \text{is a set of sets,} \ \bigcap P, \ \text{the generalized intersection over} \ P, \ \text{is} \ \text{the set that contains the elements that belong to every member of} \ P. \]

That is, \( \bigcap P = \{x : \text{for every} \ A \in P, \ x \in A\} \). Here are two examples:
\( \bigcap \{\{a, b, c, d\}, \{a, b, d\}, \{a, d\}\} = \{a, d\}, \) and \( \bigcap \{\{a, b\}, \{c, d\}\} = \emptyset. \)

\( P - R \quad \text{The difference of} \ P \ \text{and} \ R \ \text{or the complement of} \ R \ \text{relative to} \ P. \)

This set consists of those members of \( P \) that are not also members of \( R \). For example, the set of linguists \( (P) \) who are not French \( (R) \). This set contains Luigi Burzio, who belongs to the set of linguists, but not N. Ruwet who belongs to the set French linguists. Here are some other examples: \( \{a, b, c\} - \{a, b\} = \{c\}, \) and \( \{a, b, c\} - \{a, d\} = \{b, c\}, \) and \( \{a, b, c\} - \{d\} = \{a, b, c\} \). Note that \( P - R = \emptyset \) if and only if \( P \subseteq R \).
(See the appropriate definitions.)

\( R^- \quad \text{The complement of} \ R \ \text{consists of everything that does not belong to} \ R \ \text{relative to some understood domain or universe of discourse} \ D; \ \text{that is,} \ R^- = D - R. \)

For example, if the domain \( D \) is the set of dogs and \( R \) is the set of spaniels, then \( D - R = \) all non-spaniel dogs (highland terriers, golden retrievers, mongrels, etc.). Again, relative to the set of integers \( N, \) \( \{x : x \text{ is odd}\}^- = \{x : x \text{ is even}\} \).

Union, intersection, and complementation are all operations that take two sets and form a third set. Generalized union and generalized intersection take a family of sets and form a set.

2 Power Sets and Cartesian Products

The notion of power set is defined as follows.

\( \mathcal{P}(A) \quad \text{The power set of} \ A \ \text{is the set of all subsets of} \ A. \ \text{If} \ A \ \text{contains} \ n \ \text{elements, then} \ \mathcal{P}(A) \ \text{contains} \ 2^n \ \text{elements. The set} \ A \ \text{itself and the null set} \ \text{are always members of} \ \mathcal{P}(A). \ \text{For example, let} \ A = \{\text{Chris, 1}\}. \ \text{Then} \ \mathcal{P}(A) \ \text{is} \ \{\{\text{Chris, 1}\}, \{\text{Chris}\}, \{1\}, \emptyset\}. \ \text{Also,} \ \mathcal{P}(\{a, b, c\}) = \{\{a, b, c\}, \{a, b\}, \{a, c\}, \{b, c\}, \{a\}, \{b\}, \{c\}, \emptyset\}. \)

From the definition of power set it follows that \( A \subseteq B \) iff \( A \in \mathcal{P}(B) \).

Let us now distinguish sets from ordered structures.

\( \{a_1, \ldots, a_n\} \quad \text{This designates a set of} \ n \ \text{elements if each of} \ a_1, \ldots, a_n \ \text{is different. If some elements appear more than once in the designation of} \)
the set, then the set has fewer than \( n \) elements: what matters for set identity is not how the elements are listed but which individual elements are listed. For example, \( \{a, b, c\} = \{a, a, b, b, b, c, c, c, c\} \). Repetition is redundant, since the identity of a set depends only on which elements belong to it. For the same reason, it does not matter in what order the elements are enumerated: \( \{a, b, c\} = \{b, c, a\} \).

\[ \langle a_1, \ldots, a_n \rangle \] This designates an ordered \( n \)-tuple. Here the same element may recur nonredundantly, for order is critical. The identity of an \( n \)-tuple depends on the identity of elements in each of the distinct \( n \) positions. This means that \( \langle a_1, \ldots, a_n \rangle = \langle b_1, \ldots, b_n \rangle \) if and only if \( a_1 = b_1 \) and \( a_2 = b_2 \) and \( \ldots \) and \( a_n = b_n \). This is the identity condition for ordered \( n \)-tuples. For instance, \( \langle a, b \rangle \neq \langle b, a \rangle \), and \( \langle a, a \rangle \neq \langle a, a, a \rangle \).

Although intuitively we can think of distinct positions and elements that fill each position (with the same element in principle able to fill more than one position), it is possible to define ordered \( n \)-tuples with only set-theoretic notions and without introducing order directly. If, for example, we identify \( \langle a, b \rangle \) with \( \{\{a\}, \{a, b\}\} \) and \( \langle a, b, c \rangle \) with \( \{\{a\}, \{a, b\}, \{a, b, c\}\} \) and so on, then we can use our identity conditions for sets to show that we have reproduced the identity conditions for ordered pairs and triples and so on. We mention the possibility of this reduction just to indicate why ordered \( n \)-tuples are considered set-theoretic objects. It is because they can be regarded as sets of a special kind.

Let us now turn to the notion of a Cartesian product. \( A \times B \) The Cartesian product of \( A \) and \( B \) is the set of all ordered pairs whose first member belongs to \( A \) and whose second member belongs to \( B \). Thus, \( A \times B = \{\langle x, y \rangle : x \in A \text{ and } y \in B\} \). The Cartesian product of the set of real numbers with itself is used to define points on a plane; the first number usually represents the horizontal axis, and the second the vertical. As an example of a Cartesian product we have \( \{a, b\} \times \{1, 2\} = \{\langle a, 1 \rangle, \langle a, 2 \rangle, \langle b, 1 \rangle, \langle b, 2 \rangle\} \).

More generally, if \( A_1, \ldots, A_n \) are sets, \( A_1 \times \ldots \times A_n \) (the Cartesian product of \( A_1, \ldots, A_n \)) is the set that contains all the ordered \( n \)-tuples \( \langle a_1, \ldots, a_n \rangle \) such that \( a_1 \in A_1 \) and \( \ldots \) and \( a_n \in A_n \).

The power set of a Cartesian product \( A \times B \) will be the set containing all the sets of ordered pairs that one can build out of \( A \) and \( B \). In symbols, \( a \in \mathcal{P}(A \times B) \) iff \( a \subseteq A \times B \).
3 Relations

Sets of ordered \(n\)-tuples and Cartesian products are useful in characterizing relations from a set-theoretic perspective. In set theory a two-place or binary extensional relation is a set of ordered pairs, a three-place or ternary relation is a set of ordered triples, and in general an \(n\)-place or \(n\)-ary relation is a set of ordered \(n\)-tuples. A one-place or unary relation is just a set of individuals.

Let \(A\) and \(B\) be two sets. A binary relation \(R\) between members of \(A\) and members of \(B\) will be a subset of the Cartesian product \(A \times B\). In symbols, \(R \subseteq A \times B\). Another way of expressing this is to say that a binary relation \(R\) between members of \(A\) and members of \(B\) is a member of the power set of \(A \times B\). In symbols, \(R \in \mathcal{P}(A \times B)\).

The definition above can be extended to \(n\)-place relations. If \(A_1, \ldots, A_n\) are sets, an \(n\)-place relation \(K\) among \(A_1, \ldots, A_n\) will be a subset of \(A_1 \times \ldots \times A_n\) (that is, \(K \subseteq A_1 \times \ldots \times A_n\)).

Two-place or binary relations are particularly important. If \(R\) is a two-place relation between sets \(A\) and \(B\), the set of elements from which the first members of the pairs in relation \(R\) are drawn is the domain of \(R\), and the second members are drawn from the range or codomain of \(R\). Relations are often notated as follows:

\[ aRb \]

This is just another notation that says the pair \(\langle a, b \rangle\) belongs to relation \(R\); that is, \(\langle a, b \rangle \in R\). We often read this as “\(a\) stands in relation \(R\) to \(b\).” We can think of the incomplete VP is the author of as designating a binary relation that holds between an author and something she or he wrote, as designating the set of ordered pairs whose first member is an author and whose second is something the author wrote. Call this set \(A\). Then \(A = \{ \langle \text{Chomsky, Aspects} \rangle, \langle \text{Alcott, Little Women} \rangle, \langle \text{Hollander, “The Coiled Alizarine”} \rangle, \langle \text{Chomsky, “Remarks on Nominalization”} \rangle, \ldots \}\). Hence, \(\langle \text{Austen, Emma} \rangle \in A\) means that Austen is the author of \(\text{Emma}\);

\(\langle \text{Shakespeare, Syntactic Structures} \rangle \notin A\) means that Shakespeare is not the author of \(\text{Syntactic Structures}\). Generally, \(\langle a, b \rangle \in A\) means that \(a\) is the author of \(b\). We can think of the incomplete VP was written by as designating the set of ordered pairs whose first member is a piece of writing and whose second member is the person who wrote the work in question. Call this set \(B\). Then \(B = \{ \langle \text{Aspects, Chomsky} \rangle, \langle \text{Little Women, Alcott} \rangle, \langle \text{“The Coiled Alizarine,” Hollander} \rangle, \langle \text{“Remarks on Nominalization,” Chomsky} \rangle, \ldots \}\). Hence, \(\langle \text{On Raising, Postal} \rangle \in B\).
means that *On Raising* was written by Postal. More generally, \( \langle a, b \rangle \in B \) means that \( a \) was written by \( b \).

A binary relation \( R \) is the converse of another such relation \( S \) if whenever \( \langle a, b \rangle \) belongs to \( R \) (whenever \( aRb \)), then \( \langle b, a \rangle \) belongs to \( S \) (\( bSa \)). As defined above, is the author of (relation \( A \)) is the converse of was written by (relation \( B \)).

A relation \( R \) is reflexive iff every element in the domain bears the relation to itself, that is, iff for all \( a \) in the domain, \( \langle a, a \rangle \in R \), \( (aRa) \). For example, being the same age as designates a reflexive relation. Set inclusion is a reflexive relation between sets (for every set \( A \), \( A \subseteq A \)), whereas proper set inclusion is not (for every set \( A \), it is not the case that \( A \subset A \)). A relation that is not reflexive is nonreflexive. The transitive verb like is associated with a nonreflexive relation, since individuals do not always like themselves (though some do). A relation is irreflexive if nothing stands in that relation to itself. Proper inclusion is irreflexive since no set is properly included in itself. In most set theories, membership is irreflexive (no set belongs to itself).

A relation \( R \) is transitive iff whenever \( aRb \) and \( bRc \) (or \( \langle a, b \rangle \in R \) and \( \langle b, c \rangle \in R \)), then \( aRc \) (or \( \langle a, c \rangle \in R \)). Both ordinary set inclusion and proper set inclusion are transitive relations; being older than also designates a transitive relation. A relation that is not transitive is nontransitive. The membership relation between elements and the sets to which they belong is nontransitive. For example, Mary might belong to the Task Force for Battered Women (TFBW), and the TFBW might belong to the United Way, but it does not follow that Mary belongs to the United Way. Again, the transitive verb like designates a relation that is nontransitive. Joan may like Linda, and Linda may like Bill, but we may find that Joan does not like Bill. If \( R \) is a relation such that whenever \( aRb \) and \( bRc \), it is not the case that \( aRc \) (\( \langle a, c \rangle \notin R \)), then \( R \) is said to be intransitive. For example, being the mother of is associated with an intransitive relation (if we confine our attention to biological motherhood). (Note that a transitive verb need not designate a transitive relation, nor is intransitivity of relations associated with intransitive verbs. Grammatical and mathematical terminology must be kept distinct here.)

A relation \( R \) is symmetric if whenever \( aRb \) (\( \langle a, b \rangle \in R \)), then \( bRa \) (\( \langle b, a \rangle \in R \)). The relation being five miles from is symmetric. A relation that is not symmetric is nonsymmetric. Being the sister of is a nonsymmetric relation, since Joan may be the sister of Lee and Lee may be the brother (not sister) of Joan. A relation is asymmetric if it is never the case both that \( aRb \) and \( bRa \). Being the mother of is an asymmetric relation, unless we go beyond
biological parenthood (which allows all sorts of more complex scenarios: my (step) daughter might marry my father and then become my (step) mother, making me my own grandmother). Proper set inclusion and set membership are asymmetric.

An equivalence relation is a relation that is reflexive, transitive, and symmetric. An equivalence relation $R$ partitions a set $A$ into equivalence classes, which are disjoint and whose union is identical with $A$. For each $a$ in the domain of $R$, let $S(a) = \{b \in A : aRb\}$. Then $S(a)$ is the equivalence class to which $a$ belongs. Being the same age as is an equivalence relation, and each equivalence class consists of a cohort: those who are some particular age.

Relation $R$ is one-one if each element in the domain is paired with exactly one element in the range and vice versa. The relation between individuals and their fingerprints is thought to be one-one. Relation $R$ is one-many if some members of the domain are paired with more than one member of the range. Being the mother of is associated with a one-many relation, since some mothers have several children. Relation $R$ is many-one if different members of the domain can be paired with the same member of the range. Being the child of is associated with a many-one relation, since sometimes several children have the same parent. A relation is many-many if it is both many-one and one-many. Has visited designates a many-many relation between people and cities, since a person may visit many cities and a particular city may be visited by many people.

4 Functions

A two-place relation $R$ is a function just in case any element $a$ in the domain of $R$ is the first member of only one ordered pair, that is, just in case if $aRb$ and $aRc$, then $b = c$. A function is a relation that is not one-many but either one-one or many-one. The relation is the author of that we discussed in the last section is not a function: it holds between Chomsky and Syntactic Structures and also between Chomsky and “Remarks on Nominalization.” That is putting Chomsky in the first slot of “____ is the author of ____” does not uniquely determine a value to fill in the second slot. Contrast this with its converse, is written by (we restrict our attention to single-authored works). Here once the first slot is filled in, there is a single value for the second slot. In other words, was written by can be associated with a function that assigns books, essays, poems, etc., to the individual who wrote them. The expression was born in designates a function that assigns a unique year to each person, the year in which the person was born. (Of
course, the same year will occur as second member of different ordered pairs, since many different people are born in a single year.)

The first member of an ordered pair in a function is its argument; arguments belong to the domain of the function. The second member of an ordered pair in a function is its value; values belong to the function's range.

To indicate that \( (x, y) \) belongs to the function \( f \), we often write \( f(x) = y \). A function of this type is a one-place function, for it takes only one argument. Thus a one-place function is a one-one or a many-one two-place relation. Examples of such functions are the following:

- was born in (Alan) = 1962
- was born in (Blanche) = 1897
- the height of (Sally) = 5 feet, 4 inches
- the senior senator from (N.Y.) = Patrick Moynihan

By means of our definitions, we can designate the same function in different ways; the notion of function is extensional like the notion of set that helps define it. Suppose that \( f_1(x) = x^2 - 1 \) and \( f_2(x) = (x - 1)(x + 1) \). We have specified \( f_1 \) and \( f_2 \) using different rules for determining the value of the function, but the rules yield exactly the same value for any numerical argument. Thus \( f_1 = f_2 \); that is, we have not two functions but only one.

Some helpful notation is the following:

- \( f : A \to B \) In words, \( f \) maps \( A \), its domain, onto \( B \), its range.
- \( B^A \) The set of functions with domain \( A \) and range \( B \); that is, the set of functions from \( A \) to \( B \).

From the above definition it follows that \( (C^B)^A \) is the set of all functions from \( A \) onto \( C^B \). Thus a member \( g \) of \( (C^B)^A \) is a function-valued function. For any \( a \in A \), \( g(a) \) is a function from \( B \) onto \( C \), or for any \( b \in B \), \( g(a)(b) \in C \). This should not be confused with \( C^{(B^A)} \), which is the set of all functions from \( B^A \) to \( C \). That is, a function \( h \) in \( C^{(B^A)} \) will map each function \( d \in B^A \) onto a member of \( C \); that is, \( h(d) \in C \).

A complete function assigns values to every member of its domain; every member of the domain is a first member of an ordered pair belonging to the function. A function that fails to assign values to some members of its domain is a partial function. Generally, when reference is made simply to functions, it is complete functions that are meant.

Any set can be associated with a particular distinguished function called its characteristic function or its membership function relative to a given
universe or domain $D$. The characteristic function of $A$ relative to $D$ is the function $\mu_A$ with domain $D$ such that $\mu_A(x) = 1$ iff $x \in A$ and $\mu_A(x) = 0$ iff $x \notin A$.

It is conventional to choose $\{0, 1\}$ as the range of characteristic functions, although any two-membered set will do the job. What is crucial is that the specification of a set defines a unique characteristic function and the specification of a complete function from universe $D$ to $\{0, 1\}$ defines a unique subset of $D$. The characteristic function sorts the members of $D$ into those that belong to $A$ and those that do not. The fact that we can go from a set to a unique function and from a function to a unique set allows us for certain purposes to identify sets with their characteristic functions.

The characteristic functions associated with the members of $\mathcal{P}(A)$, the power set of set $A$, are just the family $\{0, 1\}^A$. Any characteristic function of a subset of $A$ belongs to this family, and any member of this family is the characteristic function of some subset of $A$.

So far we have considered only one-place (unary) functions. However, we can extend our approach to $n$-place functions (functions that take $n$ arguments). An $n$-place function $g$ from $A_1, \ldots, A_n$ to $B$ is an $(n + 1)$-place relation such that for any $a_1 \in A_1, \ldots, a_n \in A_n$ and any $b, b' \in B$, if $\langle a_1, \ldots, a_n, b \rangle \in g$ and $\langle a_1, \ldots, a_n, b' \rangle \in g$, then $b = b'$. We write $g(a_1, \ldots, a_n) = b$ for $\langle a_1, \ldots, a_n, b \rangle \in g$. For example, addition over the positive integers is a two-place function mapping two numbers onto their sum. It is the infinite set $\{\langle x, y, z \rangle : x$ and $y$ are positive integers and $z = x + y\} = \{\langle 1, 1, 2 \rangle, \langle 1, 2, 3 \rangle, \langle 2, 1, 3 \rangle, \ldots \}$.

5 Boolean Algebras

Finally, we need to define the algebraic notion of a Boolean algebra, which we mention at several points in the text. An algebra is just a set together with operations that map an element or elements of the set onto some unique element of the same set. Boolean algebras have three operations: two binary operations (which we will denote with $\cap$ and $\cup$) and a unary operation (denoted by $\neg$). There are also two distinguished elements of the set (denoted by 1 and 0). Call the set $B$.

Then the elements of the algebra satisfy the following axioms:

(1) For any $A, B \in B$,
   a. $A \cup B = B \cup A$
   b. $B \cap A = A \cap B$

This axiom says that both the binary operations are commutative.
(2) For any $A, B, C \in \mathbf{B}$,
   
a. $A \cup (B \cup C) = (A \cup B) \cup C$
   
b. $A \cap (B \cap C) = (A \cap B) \cap C$

This says that both binary operations are associative.

(3) For any $A, B, C \in \mathbf{B}$,
   
a. $A \cup (B \cap C) = (A \cup B) \cap (A \cup C)$
   
b. $A \cap (B \cup C) = (A \cap B) \cup (A \cap C)$

This says that each binary operation is distributive over the other.

(4) For any $A \in \mathbf{B}$, $A^-$ is the unique element satisfying the conditions
   
   $A \cup A^- = 1$ and $A \cap A^- = 0$.

Our choice of symbols for the operations is motivated by the fact that the set-theoretic operations in a particular domain form a Boolean algebra. A nonempty set $D$ generates a Boolean algebra as follows. Let $\mathbf{B} = \mathcal{P}(D)$, the power set of $D$ or the set whose members are all the subsets of $D$. Interpret the operations as ordinary set union ($\cup$), intersection ($\cap$), and complementation ($\bar{}$), and let $1 = D$ and $0 = \emptyset$ (the null set). The resulting structure is then a Boolean algebra. Propositional logic also forms a Boolean algebra under a suitable interpretation if we identify $\vee$ with $\cup$, $\wedge$ with $\cap$, and $\neg$ with $\bar{}$. Intuitively, $0$ and $1$ correspond to falsity and truth, respectively. A bit more has to be said to make this precise, but the point is that the axioms above are indeed theorems of propositional logic.

Further easy-to-read resources for linguists with little or no formal background are Wall (1972) and Allwood, Andersson, and Dahl (1971). Partee, ter Meulen, and Wall (1990) cover a much wider range of basic mathematical material relevant for work in formal linguistics. The reader might also find it useful to consult an elementary introduction to set theory like Halmos (1960) or Stoll (1963).
Notes

Chapter 1

1. See for example, work in generalized phrase-structure grammar (GPSG) as described in Gazdar, Klein, Pullum, and Sag (1985) and related approaches, such as those outlined in Pollard and Sag (1988).


3. See Chomsky (1965) for the distinction between formal and material universals of language and J. D. Fodor (1977) for an excellent account of the contributions of McCawley and others in generative semantics and more generally of semantic research in the generative tradition into the early seventies.


5. See Evans (1980) for detailed discussion of this issue.

6. See, for example, Higginbotham (1983).

7. See J. D. Fodor (1977) for a discussion of this essentially syntactic account of anomaly and of the observations that led linguists to explore more semantic approaches.


Chapter 2

1. See J. A. Fodor (1975) for a discussion of the notion of a “language of thought” and its semantic relevance.

2. A clear and more extensive formulation of these criticisms can be found in Lewis (1972).

3. A problem that clearly shows the direct semantic relevance of these questions is the mass/count distinction, the semantic (and syntactic) differences between nouns
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like gold, furniture, equipment, etc. versus boy, cat, chair, etc. See, for example, Pelletier (1979).

4. This argument is already implicit in Frege (1892). More recent versions of it can be found in Church (1956) and Davidson (1967a). Barwise and Perry (1983) dub it “the slingshot.” The argument might be a little hard to grasp at first. A full understanding of it is not a necessary prerequisite for subsequent material.

5. In contemporary philosophy of language one of the most influential proponents of this view is Donald Davidson. See, for example, Davidson (1967a, 1977).

6. A rule of the form “A → BC” is to be read as “A rewrites as B followed by C.” Its intuitive interpretation is roughly the following: an expression of category A can be composed of an expression of category B followed by an expression of category C.

7. The branch of logic known as proof theory can be viewed as an attempt to characterize entailment in syntactic terms. Yet proof theory is linked in several ways to semantic characterizations of entailment (such as the ones studied in this book). We will come back to the relation between proof theory and semantics in chapter 3.

8. On the semantics of orders and imperatives from a truth-conditional point of view, see, for example, Huntley (1984) and references therein.

9. On the semantics of questions from a truth-conditional point of view, see, for example, Karttunen (1977) and Groenendijk and Stokhof (1984) and references therein.

10. On this, see Stalnaker (1984), chapter 2.

Chapter 3

1. Strictly speaking, for each $i$, $t_i$ is a metavariable, that is, a variable in the metalanguage that ranges over terms (individual variables and constants) of the object language. In fact, we generally use category symbols with systematic ambiguity as names of linguistic objects and as names of categories.

2. This should not be taken to imply that using a notation with restricted quantifiers makes most first-order definable. The semantics for most, even when the latter is represented using restricted quantifiers, will have to resort to what essentially amounts to quantification over higher-order entities like sets. On this, see, for example, Barwise and Cooper (1981) and our chapter 9.

3. This example is from Hirschbühler (1982).

4. The labels deep (D) and surface (S) are kept in current transformational theories mostly for historical reasons; their role in the theory has changed significantly since their original appearance on the linguistic scene.

5. According to some proposals (for example, May (1985)), LF does not disambiguate scope completely but merely constrains admissible scope configurations.

6. Our thanks to Fred Landman for pointing this example out to us.

7. Universal quantifiers can bind across conjuncts only under quite special circumstances. See Roberts (1987) for a discussion.
8. Among the most influential work on this topic are Cooper (1979), Evans (1980), Kamp (1981), and Heim (1982).

9. These phenomena have been widely discussed in the transformational literature. A classic paper is Lasnik (1976). Also see Bach and Partee (1980), Chomsky (1981), and Reinhart (1983).

Chapter 4


2. But see also Huntley (1984), where an analysis of imperatives within a truth-conditional framework is presented.

3. Austin's thumbnail characterizations here and below can be found in (1962) at the beginning of lecture 9, 2nd ed., p. 109.

4. Searle noted this in a lecture at the 1987 Summer Institute of the Linguistic Society of America, Stanford University.

5. See also chapter 3 of Searle (1969).


7. Grice's theory of conversational implicature was first presented in the William James Lectures at Harvard in 1967. Although much of the material has been in print for some time (see Grice (1968), (1969), (1975), (1978)), the complete lectures have only recently appeared in Grice (1989), along with an introduction written some twenty years later. This volume also includes related papers by Grice and an epilogue that gives a retrospective view of his overall philosophical program.

8. Horn and Levinson made their endorsement in their course on pragmatics at the 1987 Summer Institute of the Linguistic Society of America, Stanford University.

Chapter 5

1. Henceforth we will often use world instead of world-time pair when no confusion results.

2. Kamp (1971) and Dowty (1979) are among the early applications of possible world semantics to questions of temporal semantics; many others have built on Kamp's and Dowty's work.

3. This section is based mainly on Kratzer (1981). The version of her theory that we present here is highly simplified and doesn't convey the coverage and depth of her analysis.

4. See Bach and Partee (1980) and references therein.

5. See the discussion in Dowty (1985) and Chierchia (1984) and references therein.

6. Strictly speaking, this takes us beyond first-order logic. There are a number of options in this connection, but we cannot get into a discussion of them here.

7. A classical point of reference in connection with this line of thought is Davidson (1969). We should add, however, that the positions we outline here are just pedagogical fictions (they are not held, in the simplistic form we provide, by anyone in particular).
10. Recent semantic approaches developed within discourse representation theory could be taken as following the general strategy illustrated in (101). See Asher and Kamp (1989) and Zeevat (1984).
11. See also Lewis (1972), Bigelow (1978), and Cresswell (1985).

Chapter 6

1. This example is modeled on one used in Stalnaker (1974).
2. There is interesting work in model-theoretic semantics on such point-of-view expressions, for example, Cresswell (1978).
3. Many such examples are discussed in Fillmore (1975) and Bennett (1978).
4. A number of Montague's papers are collected in Montague (1974), which also contains Thomason (1974), a useful introduction to Montague's program. Classics in tense logic include Reichenbach (1947) and Prior (1967).
5. Barwise and Perry (1983) discuss this point in terms of what they call the efficiency of language, which lies in the possibility of using the same linguistic form to express different propositional contents in different contexts.
6. What but does is much more complex than the simple notion of contrast suggests. For more detailed analyses that make explicit links to the discourse functions of but, see L. Carlson (1983) and Blakemore (1989).
7. In the linguistics literature, Kempson (1975) and Wilson (1975) presented important arguments that the presupposed status of active complements was not a matter of conventional meaning; we consider below some arguments from Stalnaker (1974) about the status of presuppositions associated with factives.
8. See Sag and Prince (1979) for an extensive bibliography of the early work.
9. See Stalnaker (1974) for arguments that presupposition is a fundamentally pragmatic notion in the sense of being what conversationalists take for granted.
10. Keenan (1969) is an example from the linguistics literature of a three-valued logic for accommodating presupposition failure. Supervaluations were applied to the treatment of presupposition in van Fraassen (1969). Neither kind of logic has anything to say about the way in which presupposition projection depends on discourse, which is the theme we pursue here. The approach presented below could be supplemented by either a three-valued or a supervaluational logic.
11. Assume that $S$ and not $S$ each entails $S'$. Then in every model in which $S$ is true, $S'$ must be true, and in every model in which not $S$ is true, $S'$ must be true. It follows, then, that $S'$ must be true in every model, for in every classical model either $S$ or its negation will be true. Thus $S'$ must be a tautology.
Chapter 7

1. For simplicity, we omit here our treatments of modals and of infinitives and gerunds.

2. In Montague's intensional logic it is possible to represent VPs like love Pavarotti directly, without resorting to the \( \lambda \)-operator.

3. Relevant discussion can be found in Dowty (1979) and Thomason (1980), among other works.

4. See, for example, Partee and Rooth (1983), Keenan and Faltz (1985), and Link (1983). See the Appendix for a definition of Boolean algebras.

5. This important distinction is discussed in Johnson-Laird (1983).

6. For a simple discussion and overview of these issues, see van Riemsdijk and Williams (1986).

7. See Chomsky (1957), chapter 5, for the first discussion of the phenomenon in transformational terms and an explicit formulation of the process as he then saw it.

8. See Partee and Rooth (1983); Sag, Wasow, Gazdar, and Weisler (1985); and references therein.


10. The considerations that follow draw heavily on Williams (1977) and Sag (1976). All the arguments we present can be found in more extensive form in these works.

Chapter 8

1. Lyons (1977), vol. 1, chaps. 8 and 9, contains much excellent discussion of traditional work of this kind. See also Lehrer (1974) and Cruse (1986).

2. Again we recommend J. D. Fodor (1977) for a thoughtful overview of both generative semantics and the work of Katz and his colleagues. Bolinger (1965) is an incisive critique of Katz and Fodor (1963).

3. Katz's more recent work, like (1981), abandons the psychologistic perspective and proposes that the designated concepts are extramental abstract objects. Yet Katz is still uninterested in the questions about reference and truth that we have argued constitute the most powerful tool to test semantic theories.

4. See, for example, Vendler (1967), Kenny (1963), Dowty (1979), and Verkuyl (1972, 1989), among others.


6. Adjectives like pink are also vague or imprecise. We will discuss this issue in section 5.

7. See, for example, McConnell-Ginet (1973), Kamp (1975), Siegel (1976), and Klein (1980).

9. Parsons (1988) offers a detailed exposition of such a calculus. Work of this kind is largely inspired by Davidson's (1967b) work on the logic of "action sentences."

10. See, for example, Rosen (1984) and Dowty (1989) for discussions of problems in arriving at semantic content of thematic roles adequate for all the different generalizations that invoke them. Jackendoff (1987) informally characterizes a particular set of thematic roles that he argues underlie the syntax-semantics correspondence, whereas Levin and Rappaport (1986) use somewhat differently conceived thematic roles in their interesting account of a word formation rule.

11. On even see Anderson (1972), Karttunen and Peters (1979), and Rooth (1985).

12. Coleman and Kay (1981) apply the prototype idea to analysis of a more abstract part of the vocabulary. More recently Lakoff (1987) has argued that prototypes are central to basic word meanings and more generally play a critical role in structuring basic conceptual categories. For all we know, some version of this view may prove right, but we disagree sharply with Lakoff's conclusion that truth-conditional theories of semantics are thereby ruled out. As the rest of this section shows, it is quite possible to hold that prototypes and similarity relations of some kind organize conceptual categories associated with individual words and still maintain a truth-conditional approach to semantics.

13. There are many different fuzzy logics, and there is especially great variation in definitions of the fuzzy conditional. Zadeh's system is essentially like Łukasiewicz's (1930) infinite-valued calculus.


16. This definition does not do justice to the context dependency of these expressions. However, it is easy to modify it along the lines of our treatment of adjectives in section 3, for example. We will ignore these complications here, as they do not affect our main point.

Chapter 9

1. The literature on generalized quantifiers is quite extensive. See Barwise and Cooper (1981), Keenan and Stavi (1986), and van Benthem (1983), among others.

2. The main source of this section is Ladusaw (1979). Also see Linebarger (1987).

3. Right upward entailing/monotone corresponds to monotone increasing in the terminology of Barwise and Cooper (1981).


5. For an analysis of only see Rooth (1985) and references therein.

6. Two different versions of the proof can be found in Keenan and Stavi (1986) and van Benthem (1983). The formulation of the theorem adopted here is van Benthem's.
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