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PREFACE

A handbook with the ambitious objective of dealing with a vast field of research ranging from A(esthetics) to Z(ooethology) may be excused for beginning with a few apologetic remarks on the design of such a daring undertaking.

1. A Topography of Semiotics

Imagine you should have to describe [. . .] the topography of a country about which there is hardly any certain knowledge. Neither the frontiers of this country are known, nor do we know whether it is a country in the traditional sense at all. Many claim that it is indeed a genuine country, even one that surpasses all known countries in beauty and riches, a country whose possession, once gained, would end all need. Others not only call this hope into question, but also consider the very existence of the country a mere utopia. But let us see further. Sources available for a topographic description are on the one hand certain reports by different authors. Every one of the authors lays claim to having discovered a new country, but it is uncertain whether they have the same country in mind. Indeed, they not only use different names for the newly discovered country, but also describe it in diverging ways. Moreover, several historians are of the opinion that the country in question has been discovered not only by these modern pioneers but much earlier, even in antiquity. There are still further sources in an immense number of writings giving a detailed description of some regions supposedly belonging to this country. But since these descriptions are mostly quite diverse—some, for example, presenting the landscape of a moorland or a rugged highland, others an urban landscape, and still others describing its flora and fauna—therefore one does not really know whether these are different regions and ecological areas of one and the same country or whether these are, instead, different countries.

With this poetic image, Peter Schmitter (Kratylos 32 [1987]: 1) described the situation in which the author of this handbook found himself, embarking on the adventure of writing a Handbuch der Semiotik in the early 1980s (Nöth 1985). This handbook once more aims at the adventurous goal of a topographical survey of the main areas of theoretical and applied semiotics. The survey of the history and the present state of the art in this domain of research intends to be systematic, comprehensive, and up to date. Wherever limitations of space prevent a more extensive discussion, bibliographical references indicate further sources of orientation. Readers with particular terminological questions may find answers with the aid of the index of terms. With its
comprehensive bibliography and detailed indexes of subjects and names, this handbook is intended to be useful as an encyclopedic reference book in semiotics.

2. A Pluralistic Approach

A project of such ambitious scope is likely to attract criticism from two opposing directions. Some will find that this handbook covers too little, neglecting areas of the semiotic field which they might find more important. These critics may occasionally be satisfied with the explicit acknowledgment of lacunae and appropriate further references (see, for example, Introduction 2.). Others will object that the handbook covers too much, including many topics or approaches that are not “semiotic enough” or perhaps are no longer sufficiently relevant to current developments in semiotics. Such criticism is expected from the disciples of particular schools of semiotics. Against these critics, it must be emphasized that the approach to semiotics adopted in this handbook is basically descriptive and pluralistic. Current trends in semiotics are quite heterogeneous, and it is not the intention of this handbook to conceal the great variety in approaches to the study of signs. Wherever necessary, differences will be emphasized. But wherever possible, the common foundations of these approaches and the interconnections among them will be pointed out.

This handbook is not a collection of critical review articles. A critical evaluation of the semiotic research under discussion is not one of its primary objectives. The critical reader should have ample opportunity to draw his or her own critical conclusions. On the other hand, the author is well aware of the impossibility of a totally value-neutral account of the state of the art. According to a principle of structuralist semiotics, any selection is an implicit evaluation, since it implies the rejection of all nonselected items. In this sense, this volume cannot escape being evaluative. However, the author hopes that the choice of the chapters and their comparative length is motivated less by his own personal preferences than by the degree of attention which the topics under discussion have attracted during the last few decades of semiotic research. Necessarily remaining lacunae are not always intended. Apart from the fact that a still more comprehensive account of the state of the art in semiotics exceeds the capabilities of an individual scholar, the author admits frankly that a report on some of the more specialized areas of semiotics, such as the semiotics of mathematics, is beyond his own qualification. For the same reason he has been unable to consult in the original the rich semiotic literature published in East European languages.

3. Handbook and Handbuch

This handbook has a precursor in my German Handbuch der Semiotik (Stuttgart: Metzler 1985). The very positive and sometimes enthusiastic (Sebeok 1986a, Bar 1987) assessment of this publication in no fewer than twenty-five reviews has resulted in a Serbo-Croatian translation (Belgrad: Globus) and the invitation for an English translation. In 1986, Thomas A. Sebeok and John Gallman of Indiana University Press persuaded me to take care of the English translation myself. However, beginning to work as my own translator, I soon discovered the truth of the Italian proverb “Translator, traitor!” (traduttore tradittore). It obliged me to completely rewrite the Handbuch of 1985. The result is this totally reworked, updated, and largely expanded Handbook.

4. The Encyclopedic Landscape of Semiotics

My German handbook was the second publication of this title in the history of semiotics.
However, the earlier Handbuch der Semiotik, which Konrad Sprengel published in 1801, has little in common with this project: it was a treatise in medical symptomatology (cf. History 1.2.2).

There have been two different approaches to the project of an encyclopedic guide to semiotics, which may be characterized as monistic and pluralistic. Monistic approaches are guides to the foundations and basic concepts of a particular school of semiotic research. The advantage of such approaches is that they can aspire to terminological and systematic coherence. Their disadvantage is that they usually neglect most of the results of other approaches to semiotics. A few early dictionaries and glossaries of semiotics have pursued this monistic goal, providing guides to a sometimes hermetic terminology of a particular system of semiotics. Thus, Morris wrote a glossary to his own writings in semiotics (1946: 359–68). Bense & Walther (1973) published a small dictionary as a guide to the Peircean foundations and Bense's own school of semiotics. Greimas & Courtés (1979) published an analytical dictionary as a guide to their own Paris School of Semiotics (with the sequel in Greimas & Courtés 1986).

A first comprehensive pluralistic attempt at an encyclopedic guide to semiotics was my Handbuch of 1985. Precursors in this direction were a number of smaller glossaries (Rey-Debove 1979, Krampen et al., eds. 1981: 211–58) and various encyclopedic dictionaries of linguistics. Most of the latter deal only marginally with topics of theoretical and applied semiotics. An exception is Ducrot & Todorov's Encyclopedic Dictionary of the Sciences of Language (1972), which covers many topics of linguistic semiotics and text semiotics. In 1986, a new pluralistic guide to semiotics appeared with Sebeok's monumental Encyclopedic Dictionary of Semiotics (ed. 1986), which brings together 380 articles written by no fewer than 132 authors. (For the project of a new systematic international encyclopedia of semiotics, announced by Posner & Sebeok to appear toward the end of this millennium, see Wulff 1988.)

5. Bibliographical References

References to the bibliography are of the type AUTHOR (YEAR [of first publication]: PAGE), for example "Morris (1946: 87)." The only exception is the references to the Collected Papers by Peirce, which indicate volumes and paragraphs, for example, "(Peirce § 4.521)" refers to vol. 4, § 521. Several publications by one author in one year are differentiated by a, b, c, etc., for example "(Saussure 1916b)."

The bibliography contains only titles explicitly referred to in the text. To save publication costs, references are abbreviated. In the case of reeditions, reprints, or translations, only two publication dates are given, for example "Saussure (1916b) 1972." The first year, in parentheses, indicates the year of the first publication of this title. The second year indicates the edition used in the text. Only when later editions of a title are considerably different from first editions does the first year indicate the publication date of the revised edition. Further information on the number of the edition or a possible translator or translation is usually omitted. Wherever available, English translations are quoted. When an English quote refers to a title in a foreign language, the translation is the author's own. When a translation was known to exist but was not available, it is listed in brackets after the original title.

6. Personal Acknowledgments
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INTRODUCTION

In Walter Abish's piece of experimental prose entitled *Ardor/Awe/Atrocity*, in a passage under the heading "Zoo/Zodiac/Zero," one character, upon announcing his marriage, tells his friend: "She's very bright and attractive. She's got a Ph.D. in semiotics. Her father is in oil" (1977: 57). Is this heroine an expert in an unusually difficult, perhaps even esoteric discipline (for which one has to be "very bright"), is her field of specialty perhaps as "attractive" as the heroine herself, or does she follow her father's trail by working in a discipline that promises to be particularly successful? Whatever the answer may be, it is evident that semiotics is no longer the *terra incognita* which Saussure characterized it as toward the beginning of this century, when he postulated it as a "science that studies the life of signs within society" (1916b: 16).

1. Semiotics

At a time when semiotics has entered the realm of fiction and when countless publications and journals from *American Journal of Semiotics* to *Zeitschrift für Semiotik* are deciphering the secret messages of semiosis, the question "What is semiotics?", still asked by authors in *Search of Semiotics* (Toussaint 1978, Sless 1986: 1-9), need no longer be the first one to be answered in a handbook of semiotics. On the other hand, there are now so many definitions of the "science of signs," some even refusing to define semiotics as a science of signs (cf. Greimas 1.2), that a preliminary word on the view of semiotics adopted in this handbook is inevitable.

1.1 Pluralism In Semiotics

Semiotics has become neither that unified science nor that "unifying point of view" which Morris had in mind when he delineated "the contours of the science of signs" for Otto Neurath's *International Encyclopedia of Unified Science* (Morris 1938: 1). Today, there are many schools and branches of both theoretical and applied semiotics. Pelc enumerates no fewer than sixteen different definitions given to semiotics by the diverse schools of this discipline (1984a) and distinguishes five major current meanings of the notion of semiotics (1981b). Most of these will be discussed later in this handbook. Their scope ranges from narrow to broad. In the present topography of semiotics (cf. Preface), the broadest possible view of semiotics will be adopted. The following survey of the semiotic field investigates both explicitly and implicitly semiotic research.

Explicitly semiotic research covers not only semiotics but also semiology (whenever a difference between the two domains is still assumed, cf. History 1.2 or Hjelmslev 2.). It covers theoretical and applied semiotics and
extends from zoosemiotics to anthroposemiotics, including the various branches of cultural and text semiotics. It explores the threshold between the semiotic and the nonsemiotic in biosemiotics, photosemiotics, endosemiotics, and the semiotics of objects (see also Sign), studying processes of both signification and communication.

Implicitly semiotic research covers the many semioticians avant la lettre who have contributed to the theory of signs since Plato and Aristotle but also includes semiotically relevant current studies in the many neighboring fields of semiotics. However, since, in Peirce's words, "the entire universe is perfused with signs," it is impossible to give a comprehensive survey of all implicitly semiotic research. For this reason (further discussed in Language 1. and Semantics 1.), not even the basic outlines of central domains of the semiotic field, such as linguistics and logic, could be included in this handbook. Fortunately, there are already excellent manuals and surveys of research in those domains.

1.2 Science or Movement?

"It is doubtful if signs have ever before been so vigorously studied by so many persons and from so many points of view. The army of investigators includes linguists, logicians, philosophers, psychologists, biologists, anthropologists, psychopathologists, aestheticians, and sociologists" (Morris 1938: 1). This characterization of interdisciplinary research activities in the field of semiotics is today even more valid than it was in the days of Morris. However, toward the end of this millennium, the scientific status of semiotics is still a topic of debate.

1.2.1 Fashion or Revolution?

Assessments of the state of the art in research within the Semiotic Sphere (Sebeok & Umiker-Sebeok, eds. 1986) range from "activity," "movement," and "project" to "field," "approach," "method," "discipline," "doctrine," "metadiscipline," "theory," and "science" (cf. Withalm 1988: 159-61). Whereas some are confident that semiotics today "attempts to become a discipline rather than simply an area of interest" (Culler 1981b: 78), others already believe themselves to be witnesses of a "crisis" and even the "agony" of semiotics (Blonsky, ed. 1985: xiii). In the assessment of Deely et al., eds. (1986: viii), the extreme positions of this variegated spectrum are characterized by "fad vs. revolution." Deely et al. believe that the "fad" view is associated with the history of structuralist semiology (as revived by Blonsky, ed. 1985), whereas the revolutionary aspect is achieved in a much broader field of research in semiosis in culture and nature. Whichever place semiotics may occupy in this spectrum, the poetic images chosen by both its apocalyptists and its apologetics are quite dramatic, be it "semiotics at the crossroads," "semiotics out of the ivy tower" (Blonsky, ed. 1985: xviii, xxvii), Frontiers in Semiotics (Deely et al., eds. 1986), Semiotics Unfolding (Borbé, ed. 1984), or simply Silence, on parle (Pesot 1979).

1.2.2 A Project, a Doctrine?

The Saussurean dictum of the "science that does not yet exist" (1916b: 16) has remained a topos in the historiography of semiotics until very recently (cf. Withalm 1988: 163-68). According to Todorov, semiotics is still "more a project than an established science," and "this is due not only to the necessarily slow rhythm of a science at its inception, but also to a certain uncertainty as to its basic principles and concepts" (Ducrot & Todorov 1972: 90).

Among those who hesitate to call semiotics a science or at least a theory are also Greimas and Sebeok. Greimas & Courtés, while seeing "signs of health and vitality" in current semiotic research, conclude that "semiotics proposes itself both as a project for research and as already on-going research" (1979: 291). Sebeok characterizes general semiotics as a "scientific discipline [...] still in its infancy," which "even today [...] lacks a comprehensive theoretical foundation but is sustained largely as a consistently shared point of view [...] having as its subject matter all systems of signs irrespective
of their substance and without regard to the species of the emitter or receiver involved” (1976: 64). Sebeok's own proposal for characterizing the scientific status of semiotics is to adopt Locke's definition of semiotics as a "doctrine of signs" (ibid.:ix; cf. History 3.2.3). However, for Locke, a doctrine was not a system of established principles but hardly more than a body of "tenets loosely constituting a department of knowledge" (ibid.).

1.2.3 Theoretical and Applied Semiotics

There have been many proposals for a systematic subdivision of semiotics. Morris proposed the subdivision into pure, descriptive, and applied semiotics (1938: 9; 1946: 366), Carnap added the branches of general and special semiotics (cf. Lieb 1971), and Hjelmslev distinguished between semiology as the metalanguage of semiotic systems and metasemiology as the metadiscipline of the various scientific semiologies. Whether a pure semiotic is ever possible or whether the science of signs is necessarily an "impure" study, affected in its impurity by the very content of signs, as Moles (1976) maintains, the distinction between the two levels of theory and application (or analysis) in semiotic research is generally acknowledged.

However, these are not two separate branches of semiotics. Since the theory of signs is a language of its own and thus a system of signs itself, this theory should ideally be applicable to itself, being able to analyze the very system of signs used for the investigation of signs. In the discovery of this self-reflexivity of semiotics, there has been surprising alliance between the otherwise antipodean semioticians Morris and Kristeva. Morris describes semiotics as being both a science and an instrument of the sciences, a metascience and a "science coordinate with the other sciences" (1938: 2; Morris 2.1.3). Kristeva discovers this self-reflexivity when she describes semiotics as being both a metalanguage (being a "science of the text") and an object language (being a "signifying practice" like other languages). More recently, in the context of mathematics and logic, Hofstadter has characterized this type of antinomy as "bootstrapping," the necessity of having to lift oneself by one's own bootstraps (1980: 24). Kristeva's proposal for an escape from this antinomy was to turn semiotics into "an open path of research, a constant critique referring to itself in autocriticism."

2. The Semiotic Field

The field of research in theoretical and applied semiotics which is outlined in the sixty-five chapters in the eight parts of this handbook need not be outlined here once more. However, possible alternative subdivisions and regrettable lacunae may be of interest. Several main areas of the semiotic field not dealt with in chapters of their own are nevertheless discussed extensively under various other headings. Such topics from alternative subdivisions of the semiotic field include:


Topics only partially covered in the chapters of this handbook are:

1984b, Pelc et al., eds. 1984, Kalinowski 1985, Martin, ed. 1988; see History, Meaning, Structuralism 4., Ideology),
— medical semiotics (see History 1.2.2; Typology 4.2.4),
— semiotics and economics (see Objects 4., Advertising),
— semiotics of folklore (Bogatyrev 1937, Mesnil 1974, Ben-Amos & Goldstein, eds. 1975, Marcus, ed. 1978, Sebeok, ed. 1986: 255-67; see Myth),
— the semiotics of opera and ballet (see Music 1.4).
Remaining lacunae are:
— semiotics of law (but see Text Semiotics 1.2),
— semiotics of history (but see Text Semiotics 1.2, Structuralism 4.2.2),
For further topics see also Index of Subjects.

3. Resources in Semiotics

The following brief survey of introductory and bibliographical material in semiotics is necessarily incomplete.

3.1 Introductions


3.2 Bibliographies, Journals, and Yearbooks

A series of state-of-the-art yearbooks in semiotics is Helbo, ed. (1979), Sebeok & Umiker-Sebeok, eds. (1986; 1987). Interdisciplinary relationships of semiotics to no fewer than forty other areas of research are surveyed in an edition by Koch, ed. (1989c). The state of the art in semiotics is further documented by the proceedings of congresses or conventions such as Chatman et al., eds. (1979), Lange-Seidl, ed. (1981), Borbé, ed. (1984), Oehler, ed. (1984), and Deely, ed. (1986), and in numerous book series, such as Aachener Studien zur Semiotik (Aachen: Rader), Bochum Publications in Evolutionary Cultural Semiotics (Bochum: Brockmeyer), Actes Sémiotiques (Paris: Hadès), Advances in Semiotics (Bloomington: Indiana University Press), Approaches to Semiotics (Berlin: Mouton de Gruyter), Applications/Theory of Semiotics (Amsterdam: Benjamins), Kodikas/Code Supplement (Tübingen: Narr), Probleme der Semiotik (Tübingen: Stauffenburg), Studia Semiotica (Hildesheim: Olms), and Topics in Contemporary Semiotics (New York: Plenum). See also Sebeok (1976: 171-76), the *Bulletin of the International Association for Semiotic Studies*, and History (4.3) on surveys of international semiotic activities.
PART I
HISTORY AND CLASSICS OF MODERN SEMIOTICS

History of Semiotics
Peirce
Morris
Saussure
Hjelmslev
Jakobson
History of Semiotics

In spite of the increasing number of contributions to many of its branches, it is still true that "the history of semiotics as a whole yet remains to be written," as Morris observed (1946: 335; cf. Deely 1982: 7, Schmitter 1983: 3). One of the problems of semiotic historiography is the uncertainty of its field. While semiotic ideas on the nature of signs and meaning were developed in antiquity and the Middle Ages, a general theory of signs under the name of semiotics did not arise before the period of modern semiotics. The classics and the major schools of semiotics since Peirce will be introduced in chapters of their own. A historical survey is also part of the chapters on signs and meaning.

1. Historiography of Semiotics

The delimitation of the field of semiotics in relation to other sciences is one of the central concerns in the current efforts at constituting a history of semiotics. The terminological history shows that the history of the theory of signs does not coincide with research that has traditionally been associated with the label "semiotics."

1.1 Scope and State of the Art of Semiotic Historiography

What belongs to the history of semiotics? Progress in the historiography of the theory of signs presupposes answers to the delimitation of its field.

1.1.1 Roots or Golden Legend?

According to Todorov (1977: 15-31; cf. also Morris 1946: 335), four traditions have contributed to the "birth of Western semiotics," semantics (including the philosophy of language), logic, rhetoric, and hermeneutics. But what about the histories of other subjects of the semiotic field such as linguistics, aesthetics, poetics, nonverbal communication, epistemology, or even biology? Trying to incorporate the histories of all disciplines related or belonging to the semiotic field would have the undesirable effect of making the history of semiotics coextensive with the history of philosophy or even of science in general.

On the other hand, the history of semiotics cannot be reduced to research which has explicitly been placed under the heading of semiotics (cf. Schmitter 1983). There is a much older tradition of implicitly semiotic studies concerned with the nature of signs and communication. It is therefore not a "fictitious genealogy" or "golden legend," as Bouissac claims (1976b: 371-72), to begin the history of semiotics with the ancient theories on the nature of the sign.

1.1.2 Delimitation of the Field

The delimitation of the scope of semiotic historiography has been discussed in papers by Bouissac (1976b), Romeo (1979b), Trabant (1981b), Schmitter (1983), Rey (1984), and
Dutz (1986), and in the contributions by Eco, Dascal, Malmberg, and Sebeok to Borbé, ed. (1984). Different interpretations of the scope of semiotic historiography are often a mirror of different views of the scope of semiotics. Trabant therefore argues that "an 'objective' history of semiotics is not possible, but that there will be different histories of semiotics" (1981b: 41).

Eco (1984a) discusses the outline of three possible directions for the future of semiotic historiography, one following a restricted, the second a moderate, and the third an encyclopedic approach to the history of semiotics. While the first approach restricts its attention to authors who have explicitly dealt with the theory of signs or even with "semiotics," the second also takes into account implicit or even "repressed" theories of semiotics. In this tradition, semioticians have endeavored to broaden the historical background of semiotics by focusing on "neglected figures of semiotics" (cf. Deely 1986b: 267 and Deely, ed. 1986: 219ff.). Eco points out that this approach "involves an impressive re-reading of the whole history of philosophy and maybe of many other disciplines" from a semiotic point of view (1984a: 80). The third, the encyclopedic, approach, according to Eco, "should consider not only theories but also practices" (ibid.). Aspects of this third historiographic dimension of semiotics are discussed in various chapters of this handbook, such as Theology, Theater, Gesture, Sign Language, and Universal Language.

The pluralistic position adopted in this handbook presupposes a broad scope, but excludes the more specific histories of its branches, such as logic or the history of linguistics. Other restrictions, besides those imposed by space, are due to the presently still underdeveloped state of the historiography of semiotics. In particular, the semiotic traditions of India (but see Rey 1973: 45-62), China, and Islam are excluded for these reasons.

1.1.3 State of the Art in the Historiography of Semiotics


Collected papers on the history of semiotics were published by Eschbach & Trabant, eds. (1983), by Dutz & Schmitter, eds. (1985; 1986), in the book series by Sulowski, ed. (1971; 1973; 1976; only this latter volume is in English), and in congress proceedings such as Lange-Seidl, ed. (1981: 62-145), Borbé, ed. (1984), and Deely, ed. (1986). Several issues of Zeitschrift für Semiotik deal with topics of semiotic historiography. A book series with reprints and other volumes focusing on the origins of semiotics (and other topics) is Foundations of Semiotics (ed. A. Eschbach, Amsterdam).

1.2 The Terminological History of Semiotics

The history of the term semiotics and of its congeners has been investigated by Sebeok (1976: 47-58), Romeo (1977), and Deely (1985; see also Deely et al., eds. 1986: 236-71). In its oldest usage, semiotics referred to a branch of medicine. Only later did philosophers and lin-
guists adopt the term to designate a general theory of signs.

1.2.1 Semiotics and Its Terminological Rivals

The etymology of semiotics is related to the Greek words σημειον *'sign' and σημα* 'signal, sign.' The related roots semio- (the Latinized transliteration of the Greek form semeio-), sema(-) and seman- have been the basis for the derivation of various terms in the field of semiotics and semantics. Among the precursors and terminological rivals of semiotics are semasiology (since 1825; cf. Kronasser 1952: 9, and resumed by Gomperz 1908), sematology (Smart 1831; 1837), semantics (since Bréal 1897; cf. Read 1948), seminics and significs (Welby 1903; 1911), semology (ca. 1903 by Noreen; cf. Lotz 1966; later resumed by Joos 1958), semiosis (since Saussure; cf. Arrivé 1974), semeiotic or semiotic (Peirce, Morris), and sematology (Bühler's [1934] version of semiotics; cf. Camhry 1984). Some of these terms are now restricted to the field of language studies (linguistic semantics and semasiology). Others are restricted to the theories of meaning proposed by their authors (sematology, significs, and semology), and still others have been forgotten or are out of use (sensifics and semeiotic). The plural form semiotics (instead of semiotic) seems to have been adopted in analogy to forms such as semantics and physics. One of the earliest occurrences of this form is in the volume by Sebeok et al., eds. Approaches to Semiotics (1964).

The major rival to the term semiotics has been semiology. For some time, these two terms used to be identified with the "two traditions" of semiotics (Sebeok 1979: 63). The linguistic tradition from Saussure to Hjelmslev and Barthes was usually defined as semiology. The general theory of signs in the tradition of Peirce and Morris was called semiotics. Today, semiotics is generally accepted as a synonym of semiology or as a more general term, which includes semiology as one of its branches (see also 1.2.4).

1.2.2 The Medical Tradition

Semiotics is an ancient branch of medical science, even though the term itself may be of a more recent date (cf. Barthes 1972, Romeo 1977, Bär 1988). The physician Galen of Pergamum (139-199), for example, referred to diagnosis as a process of semeiosis (σημειωσις). By the eighteenth century semiotica, semiotique, or Semiotik had been officially adopted as a medical term for the doctrine of symptoms in various European languages (Metzger 1785: 3; Barthes 1972). In Italian, the term semeiotica is still used in medical science (cf. Romeo 1977: 48). Broadly, its scope corresponds to symptomatology (cf. Bär 1983; 1988), although Michaelis draws certain distinctions between medical semiotics and symptomatology (1940: 5). According to Sprengel, the author of a medical Handbook of Semiotics, medical semiotics "can also be called semiology ['Semiologie'], but in this case the term refers rather to the theories of signs than to the whole doctrine of it" (1801: 3).

The traditional manuals of medical semiotics (Metzger 1785, Sprengel 1801, Michaelis 1940: 9) subdivide the field of semiotics into three branches, anamnestic, the study of the patient's medical history, diagnostics, the study of the present symptoms of disease, and prognostics, concerning the predictions about future developments of a disease. For points of contact between modern semiotics and medical science, see Typology (4.2.4).

1.2.3 The Philosophical Tradition

The first explicit mention of semiotics as a branch of philosophy is in Locke's Essay concerning Human Understanding (IV. 21.4), where the "doctrine of signs" is defined as Σημειωτικη (1690: 443; see 3.2.3). While Locke only proposed this term without himself using it systematically, the word reappears more frequently in the writings of Johann Heinrich Lambert (1764). The second volume of his Neues Organon is entitled Semiotik [Semiotics, or the Doctrine of the Designation of Ideas and Things]. The tradition of explicit semiotic philosophy was continued by Bolzano (1837a-c), who deals with semiotics in his Theory of Science (see 1.1.4). From Locke's Σημειωτικη*, Peirce adopted the
term *semeiotic*. Sometimes he uses the form *semiotic* or *semeiotics*, rarely *semeotic*, but never *semiotics* (cf. Sebeok 1976: 48). *Semiotic* is the form adopted by Morris.

1.2.4 The Linguistic Tradition: From Semiology to Semiotics

In the branch of semiotics which developed from the Saussurean heritage of semiology, the term *semiotics* has now been widely adopted instead of, or as a synonym of, *semiology* (for example, Ducrot & Todorov 1972: 84). However, earlier distinctions between the two concepts have still been retained by some scholars. These distinctions and the history of the gradual replacement of *semiology by semiotics* have been outlined by Rey (1976: 285303), Sebeok (1976: 53-57), and Arrivé (1982a: 127-31).

I. *Semiotics vs. Semiology*. Those who have continued to distinguish between semiotics and semiology have done so either to distinguish different traditions of research or to specify different fields of study.

(1a) Often, *semiotics* is used to refer to the philosophical tradition of the theory of signs since Peirce, while *semiology* refers to the linguistic tradition since Saussure (see 1.2.1 and Sebeok 1976: 55).

(1b) Mounin, however, rejects adopting the term *semiotique* with reference to the general theory of signs even in the American tradition because he believes that *semiology* is “a better translation” of *semiotics* (1970a: 57). Others who have retained *semiology* include Toussaint (1978).

(2a) Rossi-Landi, among others, defines semiotics as the "general science of signs," linguistics as "the science of all verbal sign systems," while semiology "deals with post-linguistic (post-verbal) sign systems," such as ritual and ceremonial "languages" or literature (1975a: 103). In a similar tradition (cf. Rey 1976: 295), semiotics is conceived of as the theory of nonlinguistic signs in contrast to semiology, the study of textual structures (see Text Semiotics). Wunderli gives a somewhat different delimitation of the two fields (1981a: 18). In his view, semiology studies only human sign systems, while semiotics is only concerned with the study of nonhuman and natural signs.

(2b) For Hjelmslev's definition of semiotics as a metasemiotic, see Hjelmslev (2.2). His terminology has also been adopted by Greimas (cf. Greimas & Courtés 1979).

II. *Semiology as Semiotics*. In 1969, the initiators of what was to become the International Association of Semiotic Studies, among them Barthes, Benveniste, Greimas, Jakobson, Lévi-Strauss, and Sebeok (cf. Eco 1976: 30, Rey 1976: 301, Arrivé 1982a: 128), decided to adopt *semiotics* as the general term that should henceforth comprise the whole field of research in the traditions of both semiology and general semiotics. This terminological decision has been followed widely in international semiotic research.

2. Ancient, Medieval, and Renaissance Semiotics

Romeo proposes a subdivision of the early history of Western semiotics into three periods, the Graeco-Roman period until Augustine, the Middle Ages until Dante, and the Renaissance, ending with Campanella (1979a: 98). This was the period of the origins and the heyday of logic, rhetoric, poetics, and hermeneutics (cf. Todorov 1977), but the following survey will have to be restricted to the development of semantics and the early theories on the nature of the sign and meaning. The authority of the ancients, especially Aristotle's philosophy, remained a common foundation until the period of humanism and the Renaissance.

2.1 The Ancient Graeco-Roman Period

From the Graeco-Roman period, five theories on the nature of the sign will be discussed in the following sections. Other authors from the

2.1.1 Plato (427-347)

Semiotic topics from Plato's writings are discussed in various other chapters of this handbook. For details, see his definition of the sign (q.v. 3.1.3) and of meaning (q.v. 3.1), his phonocentric view of writing (q.v. 5.2.1), his dialogue "On the Correctness of Names" (see Arbitrariness 1.1), and his theory of iconicity in mental images (see Image 2.) and of mimesis in literature (q.v. 2.1.1). The central theses of Plato's semiotics may be summarized as follows (cf. Coseriu 1970: 58-59, De Lacy 1986): (1) Verbal signs, whether natural or conventional, are only incomplete representations of the true nature of things. (2) The study of words reveals nothing about the true nature of things since the realm of ideas is independent of its representation in the form of words. (3) Knowledge mediated by signs is indirect and inferior to immediate knowledge, and truth about things through words, even if words are excellent likenesses, is inferior to knowing the truth itself (cf. Cratylus 439 A, B).

2.1.2 Aristotle (384-322)

Aristotle's ideas on the nature of the sign have been studied in detail by Bochenski *, Coseriu (1970: 68-122), Kretzmann (1974), Lieb (1981a), Weidemann (1982), and Kalinowski (1985: 22-31). For other semiotic topics in his writings, see also Rhetoric (2.1.1) and Metaphor (2.2).

In *Peri hermeneias (De interpretatione)*, Aristotle gives his definition of the sign (quoted in Sign 3.2 [21), which may be summarized as follows (cf. Kretzmann 1974: 4): (1) Written marks are symbols of spoken sounds. (2) Spoken sounds are (in the first place) signs and symbols of mental impressions. (3) Mental impressions are likenesses of actual things. (4) While mental events and things are the same for all mankind, speech is not. This definition of the sign contains the roots of a theory both of meaning (in [2]) and of reference (in [3]), but unlike modern semioticians (cf. Hjelmslev), Aristotle believes that the difference in the structures of sign systems is only a matter of the expression-plane, not of the content-plane (since the mental events are the same; see [4]). Aristotle also takes sides in the debate on the arbitrariness and conventionality of the sign. In *Peri hermeneias* (chap. 2 [16a 19; 26-29]), he argues: "A name is a spoken sound significant by convention. [. . . ] I say 'by convention' because no name is a name naturally but only when it has become a symbol."

2.1.3 The Stoics (Ca. 300 B.C.-A.D. 200)

Stoicism began with Zeno of Citium (ca. 336264) and Chrysippus (ca. 280-206) and lasted until the reign of the Roman emperor Marcus Aurelius (121-180) (cf. Polenz 1948). Much has been written about the Stoic theory of the sign and of meaning (cf. Barwick 1957, Mates 1953, Melazzo 1975, Graeser 1978, Eco 1984b: 29-33). Following Bochenski (1968: 83-84), the main theses of the Stoic theory of signs are: (1) The sign "links together" three components: the material signifier (*σημαίνων*), the signified or meaning (*σημαίνομενον*), and the external object (*ἐνδεικτικα*). The definition is quoted in Sign 3.2 [3]. (2) While the signifier and the object were defined as material entities, meaning (also called *λέκτον* "that which is meant" or 'said') was considered incorporeal. (3) Signs (*σημεία*) were divided into commemorative and indicative (*ἐνδεικτικα*) signs. The former reveal something else which has previously been observed in conjunction
with the sign; the latter indicate something nonevident.

The Stoic theory of the sign was the foundation of Stoic logic. According to Sextus Empiricus (Adv. math. II, 245), the sign in Stoic philosophy "is an antecedent proposition in a valid hypothetical major premise, which serves to reveal the consequent." Semiosis, in this view, is a process of syllogistic induction. From the observable signifier, we infer by mediation of the signified in a process of drawing a logical conclusion about what the sign stands for. As to language signs, the Stoics distinguished two aspects of their phonetic representation which anticipate the modern semiotic distinction between unstructured expression-matter and structured expression-form (see Hjelmslev) (Kretzmann 1967: 364):

The Stoics distinguished vocal sound generally, "which may include mere noise," from the sort that is articulate (εναρθρως *), that is, capable of being embodied in written symbols (γραμματος*). Articulate sound, in turn, may be nonsignificant—for instance, "blityri" or significant (σημαντικη*); but for any articulate sound to be considered a sentence (λογος*) it must be significant and a product of someone's reason (Diogenes Laertius 7.55-57).

2.1.4 The Epicureans (Ca.300-0)

Under the influence of Democritus (ca. 460ca. 370), the school of Epicurus (341-270) defended a materialist epistemology according to which sensations are impressions made on the soul by images of atoms from the surface of physical objects (eidos). The Roman poets Horace and Lucretius (99-55) belonged to the Epicurean School, which was influential through the first three centuries B.C. The Epicurean logic and theory of semiosis was also described in a treatise by Philodemus of Gadara (cf. De Lacy & De Lacy, eds. 1941 and Sebeok, ed. 1986: 701-702) of the first century B.C., to which Peirce made several references. See also De Lacy (1938).

The Epicureans defended a dyadic model of the sign, rejecting the Stoic lekton, the domain of intensional meaning. The referent of a sign was identified with a sense impression or feeling (cf. Kretzmann 1967: 365). Plutarch (Adversus Coloten 1119F) describes the Epicureans as "completely doing away with the category of lekta, leaving only words and objects and claiming that the intermediate things conveyed by the signs simply do not exist."

The Epicureans also rejected the inferential account of semiosis of the Stoics. They objected that the capacity for semiosis is not reserved to those who have studied "logical technicalities" (Sextus Empiricus, Adv. math. VII, 269-71), "but often illiterate pilots, and farmers unskilled in logical theorems interpret by signs excellently. [. . . Even] the dog, when he tracks a beast by footprints, is interpreting by signs; but he does not therefore derive an impression of the judgement 'if this is a footprint, a beast is here.' [. . . ]Therefore the sign is not a judgement, which is the antecedent in a valid major premise." Such reflections on zoosemiotics and related speculations on gestural origins of language belong to the most interesting contributions of the Epicureans to the history of semiotics. In De rerum natura, Lucretius gives one of the earliest phylogenetic accounts of anthroposemiotics (cf. Mauro 1975: 39). After an outline of the various human and nonhuman, verbal and nonverbal systems of communication, Lucretius concludes that man's verbal language, like animal behavior and the infant's gestures, has its origins not in an intellectual convention but in natura and utilitas.

2.1.5 Aurelius Augustine (354-430)

To some historiographers, St. Augustine still belongs to the period of late antiquity (Coseriu 1970, Simone 1972, Oehler 1982); others see in his work the beginning of the Middle Ages (Chydenius 1960, Kretzmann 1967, Clarke 1987). Many agree with Coseriu, who evaluates Augustine as "the greatest semiotician of antiquity and the real founder of semiotics" (1970: 123). Studies of Augustine's semiotics are Kuypers (1934), Markus (1957), Chydenius (1960), Jackson (1969), Mayer (1969), Simone (1972), Todorov (1977: 13-
Augustine accepts the Epicurean view of the sign as a sense datum representing something that is not presently perceivable. However, following the Stoics, Augustine's definition of the sign also makes reference to the interpreter's mind as a third correlate of semiosis (see Sign 2.1.1). In contrast to the theories of his Roman predecessors, Augustine has a further Christian dimension in his interpretation of the sign: the objects of semiosis are interpreted as indexical signs revealing God's will in earthly creation (cf. Simone 1972: 9 and Theology).

Augustine's definition of the sign also anticipates the medieval *aliquid pro aliquo* formula: "Signum est enim res, praeter speciam quam ingerit sensibus, aluid aliquid ex se faciens in cogitationem venire" (*De doctr. Christ.* 2.1.1; see Sign 2.1.1 for the translation). He distinguishes between natural and conventional signs (cf. Typology 1.1.1) and specifies that signs and things are not different classes of objects since every material entity can possibly function as a sign for another object (see Sign 1.3.2).

A particularly modern dimension in Augustine's semiotics is his extension of the scope of studies in signs from language to other modes of semiosis. As summarized by Eco et al., "With Augustine, there begins to take shape this 'doctrina' or 'science' of *signum*, wherein both symptoms and the words of language, mimetic gestures of actors along with the sounds of military trumpets and the chirrups of cicadas, all become species. In essaying such a doctrine, Augustine foresees lines of development of enormous theoretical interest" (1986: 65).

### 2.2 Medieval Semiotics

Medieval semiotics developed within theology and the trivium of the three liberal arts of grammar, dialectic (logic), and rhetoric. The theology and philosophy of this period is also called *scholasticism* (after the schools [Lat. *schola*] of medieval universities in which they were taught). Major studies of scholastic semiotics have appeared in the context of the history of philosophy (Maritain 1938, Kretzmann et al., eds. 1982, Eco, ed. 1984, Eco and Marmo, eds. 1989), logic (Bochenski *1956*, Rijk 1967, Pinborg 1972), and linguistics (Verburg 1952, Saarnio 1959, Pinborg 1967, Bursill-Hall 1971, Parret, ed. 1976, Jakobson 1980: 39-60).

#### 2.2.1 Topics of Scholastic Semiotics

Major topics of medieval semiotics are the Christian pansemiotic views of the universe (see Theology 1.3) and of textual exegesis (see Hermeneutics 1.2), the realism-nominalism dispute, and the doctrines of suppositions and of the modes of signifying. Further topics in scholastic semiotics are the typology of signs (cf. Eco et al. 1986 or, concerning Bacon's treatise *De Signis*, Howell 1987) and the theory of representation (cf. Zimmermann, ed. 1971, Kaczmarek 1986). Apart from these topics of the mainstream schools of medieval philosophy, the Spanish philosopher Raymond Lully (Ramón Lull, 1232-ca. 1316) developed a somewhat esoteric theological semiotics in his *Ars Magna* and *Ars Generalis Ultima* (Lull 1308). Based on an "alphabet" of predicates reflecting God's nature, he proposed a logical calculus and *ars inventiva* which he considered to be a key to the interpretation of the universe (cf. Universal Language 2.1.1). In the more rational seventeenth century, Leibniz was influenced by Lully's ideas in his universal language project (cf. Yates 1954, Bochenski 1956: 318ff.).

#### 2.2.2 Realism vs. Nominalism: The Problem of Universals

The Scholastic dispute about the nature of the universals concerns the question of the ontological status and the relationship between the signs for general concepts and their objects of reference. *Universal* was the term used to designate concepts (ideas) of a
general nature. While the empirical objects of the world, for example flowers or trees, are always experienced as individual entities, the predicates ascribed to them in the form of words, such as flower or red, are universals. Thus, whereas the object is particular, the general term designating it is universal. What is, then, the nature of these universals? Do they have any reality outside the system of signs?

Plato maintained that universals were ideas existing independently of particular objects. *Universalia sunt ante res* (u. exist before the things') was the medieval characterization of this Platonic position. The early Scholastics maintained that universals are in fact real things whose substantial existence could be observed in the plurality of objects (such as flowers or trees). *Universalia sunt in rebus* (u. are in the things') was the characterization of this position, as a consequence of which it was assumed that every individual thing participates in the universals of its class. William of Champeaux (1070-1120) and Anselm of Canterbury (1033-1109) were among the proponents of this so-called extreme realism.

The nominalists, by contrast, argued that only individuals exist in nature. In their view, the universals do not refer to anything and are only names (*nomina*) or vocal emissions (*flatus vocis*). The motto of this school was *universalia sunt post res* (u. come after the things'). Roscelin (1050-1125) and later William of Ockham (1285-1349) were proponents of a nominalist theory of universals. Ockham considered universals to be signs without an existence of their own, but standing for individual objects. In his view, real existence had to be individual and could not be universal. On Ockham's nominalist semiotics, see also Panaccio (1985).

A moderate realism, also called *conceptualism*, was accepted as a synthesis between nominalism and realism by Peter Abelard (1079-1142), Albert the Great (1200-1280), and Thomas Aquinas (1225-1274). In the conceptualist view, the universals are also mind-dependent, but it was maintained that the concepts of the mind were formed by real similarities between things of a common form. For the origins of nominalism and realism in scholastic philosophy, see Geyer, ed. (1951), Edwards, ed. (1967). For nominalist and realist models of the sign in other periods of the history of semiotics, see Sign (1.4.2-4).

### 2.2.3 Supposition Theory

The Scholastic theory of supposition was developed in treatises by William of Sherwood (ca. 1200-ca. 1272), Peter of Spain (ca. 1210-1277), Ockham, and Vincent Ferrer (1400) (cf. Arnold 1952, Rijk 1967, Pinborg 1972, Leff 1975, Ducrot 1976, Ebbesen 1983; for a modern interpretation of the theory of supposition, see Geach 1962). The theory of supposition is a contextual theory of meaning and reference. From about 1200, the relation of *supponere pro aliquo* had become a synonym of *stare pro aliquo* (cf. Geyer, ed. 1951: 578 and Sign 2.1), but more specifically, supposition characterizes the mode of meaning of the subject term in a sentence within the context of its predicate. Supposition was thus meaning in context. It was opposed to *signification* (*significatio*), which was the context-independent general meaning of a word (cf. Pinborg 1972: 59, Kaczmarek 1983, and Sign 2.1.1). In the terminology of modern linguistics, *significatio* is the lexical meaning of a word.

Up to ten modes of supposition were distinguished (cf. Arnold 1952: 110ff., Rijk 1967: 589ff.). The most important type of supposition is reference to an empirically existing entity. For example, in "FIDO is an animal," "Fido" suppones for an existing entity. This mode of reference is called *suppositio personalis*. Subtypes include *s. confusa* ("Every DOG is an animal"), *s. determinativa* ("Some DOG is running") and *s. discreta* ("FIDO is running" or "F. is an animal"). Two other main modes of supposition are *suppositio simplex*, where the term stands for a concept or "suppones for" a universal, as in "DOG is a species," and *suppositio materialis*, where reference is made to the word as a sign, such as in "DIO is disyllabic" or "MAN is a noun."
Material supposition corresponds to what is today known as metalanguage. The distinction between object- and metalanguage had earlier been discussed by the Scholastics under the designation of first and second imposition. Words of the object language, such as dog, animal, or man, were defined as conventional signs by first imposition (“name giving”). Metalinguistic words, such as noun, syllable or species, were defined as being the result of a second imposition.

2.2.4 Modist Semiotics

The theory of the modes of signifying (modi significandi) was developed within the ars grammatica of the late thirteenth and early fourteenth centuries. Among the Modistae, the grammarians who wrote treatises on the subject, were Martin of Dacia (ca. 1270), Boethius of Dacia (ca. 1270), John of Dacia (ca. 1280), Radulphus Brito (ca. 1300), Siger of Courtrai (ca. 1300), and Thomas of Erfurt (ca. 1310). The tractatus by Thomas of Erfurt was for a long time ascribed to John Duns Scotus. Studies of the Modistae are O’Mahony (1964), Pinborg (1967; 1982; 1984), Bursill-Hall (1971; 1976), and Gabler (1987).

The Modist grammarians were convinced of an essential iconicity between things of the world and the structure of language. Because of this iconic dependence on the nature of things, all languages, according to the Modists, have an underlying universal structure. In Aristotelian terms, Roger Bacon (ca. 1214–1292) declared that “with respect to its substance, grammar is one and the same in all languages, although it does vary accidentally” (cf. Gabler 1987: 23). The universal grammar developed by the Modists was also called speculative (grammatica speculativa et universalis). This term, derived from Lat. speculum ‘mirror,’ expresses the assumption of language being an icon of reality.

The Modists distinguish three dimensions of linguistic semiosis, res (thing), intellectus (understanding), and vox (vocal noise) (see also Sign 2.1.1). Three types of modes are associated with these dimensions, modus essendi, modus intelligendi, and modus significandi. The mode of being (m. essendi) provides the ontological foundation of semiosis. It characterizes the categorial nature of things (their substance, quality, etc.). These “essential” structures are perceived by the human mind by means of the mode of understanding (m. intelligendi). Since, in the Aristotelian tradition, concepts were the same for all men, being the result of external sense impressions, the modes of being were declared to precede the modes of understanding as a cause precedes its effect (cf. Kretzmann 1967: 375). The act of perception and conceptualization is performed by the active mode of understanding (modus intelligendi activus). The resulting mental entities belong to the passive mode of understanding (m. int. passivus).

In the third dimension of linguistic semiosis, the thing and the concept are designated by means of words as a result of acts of imposition. The word is composed of a vocal signifier (vox) which is associated with a referent (called significatum). Only by the association of the phonetic sound with a specific referent does the vox become a verbal sign (dictio). The semantic functions of this verbal sign are the modes of signifying. By a first imposition, the vocal signifier is connected with a specific referent. This process constitutes a relation called signification (ratio significandi). Today, designation would be the appropriate semiotic term. The resulting word (dictio) is arbitrary and language-specific.

By a secondary act of imposition, the word is associated with various modes of signifying which derive from its grammatical form. All grammatical categories or parts of speech are interpreted as having general semantic features which combine with the basic lexical meaning of the word. The semantic relation of these modes is therefore called consignification (ratio consignificandi). These “consignified” meanings are not arbitrary. They correspond to modes of understanding of the concept and are therefore universal. The modes of signifying are thus a form created by the intellect, which relates the word to the mode of being of the
things (cf. Pinborg 1984). The study of these universal categorical dimensions of language forms the core of modist semiotics. Examples of modist views of language as an icon of reality are their interpretations of word classes such as nouns, verbs, or pronouns: "The noun is defined by reference to its 'essential' mode of signifying substances, permanent states or entities. The verb is the part of speech that signifies by the modes of change, becoming, movement of existence. The pronoun signifies substance without reference to any qualities" (Robins 1951: 83).

2.3 Renaissance Semiotics

The period of the Renaissance and humanism is a rather unexplored chapter of the history of semiotics. Many historiographers have claimed that it was not a period of important innovations in the theory of signs (for example, Kretzmann 1967: 375). Most research in the semiotics of this time is part of the historiography of linguistics (cf. Verburg 1952, Percival 1975, Padley 1976). Some studies have appeared in the context of the history of logic and philosophy (Apel 1963, Ashworth 1974; 1985, Kretzmann et al., eds. 1982: 785ff.). On the one hand, it was a period of break with medieval scholasticism, in particular because of the discovery of the historicity and arbitrariness of language and the rejection of universal grammar, for example in the works of Juan Luis Vives (1492-1540) (cf. Coseriu 1970: 161, Brekle 1985: 88-115 with special reference to semiotics, pp. 101ff.), Julius Cesar Scaliger (1484-1588) (cf. Stefanini 1976), Petrus Ramus (1515-1572), and Franciscus Sanctius Brocensis (ca. 1552-1632) (cf. Percival 1975, Padley 1976). On the other hand, there was a return to Aristotelian semiotics and, particularly in Spain and Portugal, a revival of scholasticism (cf. Kretzmann et al., 1982: 808ff.).

The central figure of semiotic historiography of this period is the Portuguese John Poinsot (1589-1644), who called himself João de São Tomás or Johannes a Sancto Thoma. After earlier studies by Maritain (1938) and Herculano de Carvalho (1961), Poinsot's *Treatise on Signs* (1632) has appeared in a critical edition (1985) with several supplementary studies by Deely (1974; 1982; 1988). However, there is disagreement about the degree of originality of Poinsot's semiotics. While Deely (1988) evaluates Poinsot as a central or even revolutionary figure in the history of semiotics, other historiographers have interpreted Poinsot's work as standing in the tradition of the Scholastics (Coseriu 1970: 160, Kretzmann et al., eds. 1982: 818ff., Kaczmarek 1986, Ashworth 1988).

Further authors of the Renaissance period whose contributions to semiotics have been studied are Domingo de Soto (1494-1560) (cf. Ashworth 1988), Pedro de Fonseca (1528-1599) (cf. Romey 1979b, Deely 1982: 52ff.), and Thomas Campanella (1568-1639) (Padley 1976, Romey 1979a). New discoveries in the semiotic historiography of this period are the works of Clemens Timpler (1563-1624), who was the author of an elaborate typology of signs (cf. Freedman 1986), and of Emanuele Tesauro (1592-1675), whose contributions to semiotics are in the field of the theory of signs and in rhetoric (cf. Speciale 1986).

3. Rationalism and Enlightenment

A new era of interest and research in the nature of signs began in the ages of rationalism and British empiricism. During the seventeenth century, the ancient and medieval traditions of semiotics, including the work of Poinsot, had fallen into oblivion, so that Locke's (1690) postulate of semiotics as a branch of science appeared as an innovation (Coseriu 1970: 160). Only during the period of Enlightenment in France and Germany was this postulate taken up, and an explicit theory of signs began to develop. General outlines of this development are given by Haller (1959), Kretzmann (1967), Rey (1973), Walther (1974: 17-39), and Malmberg (1977: 31-77). Schmidt (1968), Mauro (1969: 29-82), Holenstein
(1978b), and Aarsleff (1982) deal with selected topics. Foucault's (1966a) panorama of the history of the idea of representation since the seventeenth century is in many respects an implicit history of semiotics. Many aspects of the theory of signs have been studied within the framework of the history of linguistics and the philosophy of language (Cassirer 1923:1, Coseriu 1972, Parret, ed. 1976). For the seventeenth century in particular, see Formigari (1970), Brekle (1975), and Salmon (1979); for the eighteenth and nineteenth centuries, see Land (1974), Aarsleff (1975), and Gipper & Schmitter (1975).

3.1 The Age of Rationalism

The age of rationalism, with its emphasis on the powers of the human intellect, developed two topics of specifically semiotic relevance, the mentalist account of the sign and the search for a rational universal grammar common to all languages, whose practical alternative was the universal language project.

3.1.1 From Descartes to the Universal Language Project

René Descartes (1596-1650) was not a semiotic philosopher, but his work contains a number of topics of semiotic relevance (cf. Coseriu 1972: 43-56, Niebel 1984, Joly 1986). Cartesian rationalism is strictly anthropocentric. Descartes maintained that animals are characterized not only by their lack of language, but also by a lack of reason (raison). These principles are characteristic of an antievolutionary semiotics which, in consequence, denies the theoretical relevance of zoosemiotics.

Descartes's axiom of innate ideas, which presupposes the priority of intellectual knowledge over perceptual experience, and his mind-body dualism are the basis of a theory of meaning which emphasizes sense (the concepts) over reference (the things). Since thought, in his view, is prior to language, the diversity of languages is only a surface-structural phenomenon. Whereas sounds are variable, ideas are not. The structure of thought and reason is common to all men (cf. Joly 1986: 184). This philosophy is the foundation of research in semiotic universals and the beginning of the project of a universal language. For this chapter of the history of semiotics, whose central figures are Comenius (1592-1670), Dalgarno (1626-87), Wilkins (1614-72), and Leibniz, see Universal Language (2.).

3.1.2 Port-Royal

Antoine Arnauld (1612-1694), Claude Lancelot (1616-1695), and Pierre Nicole (1625-1695), of the school of Port-Royal, developed an influential rationalist semiotics in the context of their Grammaire générale et raisonnée (1660, by Arnauld & Lancelot) and Logique ou 'art de penser (1662, by Arnauld & Nicole). For studies of the semiotic aspects of these works, see Brekle (1964), Kretzmann (1967: 378-79), Padley 1976: 210-59, and Swiggers (1981; 1986). The basis of Port-Royal semiotics is a mentalist and dyadic model of the sign. In the definition of Arnauld & Nicole's Logic (I, chap. 4 of the editions since 1683), "the sign comprises two ideas—one of the thing that represents, the other of the thing represented—and its nature consists in exciting the second by the first." This semiotic dyad does not consist of a material signifier related to a conceptual meaning, but of two conceptual entities, of which the signifier is an "idea" or "image of the sound" (Logic 1.1, cf. Swiggers 1986: 125). This characterization clearly anticipates Saussure's definition of the signifier as an "acoustic image."

Port-Royal semiotics distinguishes four main types of sign (Logic 1.4; cf. Brekle 1964: 110-13 and Swiggers 1981: 276). In modern terminology, these are (1) indexical natural signs, which can be either "certain," such as "breathing" as a sign of 'life,' or only probable, such as certain medical symptoms; (2) (indexically or iconically) motivated symbols, such as the iconographic symbols of Christianity; (3) natural icons, such as mirror images; and (4) arbitrary or motivated conventional signs ("signs by institution"), such as the words of a language. Only the latter are the subject of the
Port-Royal grammar. In addition to such typological distinctions, Port-Royal semiotics introduces a number of basic concepts of semantics (cf. Kretzmann 1967: 378-79), including a distinction between proper and accessory signification, which corresponds to the denotation-connotation dichotomy of modern semiotics, and the distinction between comprehension and extension, which corresponds to the intension-extension dichotomy of modern theories of meaning.

The relation of arbitrariness, which Port-Royal semiotics considers a characteristic of verbal signs, is specified as a relation between the signifier and the signified and not the referent (cf. Kretzmann 1967: 378, Swiggers 1981: 275). However, arbitrariness is wholly on the side of the signifier. While "it is purely arbitrary to join one idea to one sound rather than to another, the ideas, at least those that are clear and distinct, are not arbitrary" (Logic I.1). Thus, arbitrariness is a mere surface structural phenomenon. The sphere of meaning or of rational ideas, by contrast, is subject to universally valid laws of the human mind. It is not affected by what later generations of semioticians were to call semantic relativity.

3.1.3 Leibniz

Gottfried Wilhelm Leibniz (1646-1716) is one of the classics in the history of semiotics. His ideas on the theory of signs have been the topic of intensive research (Couturat 1901, Schnelle 1962, Aarsleff 1975, Heinekamp 1976, Dascal 1978, Poser 1979, Burkhardt 1980, Dutz 1985, Widmaier 1986, Dascal 1987). Leibniz extended his interest in signs to a broad scope of semiotic phenomena: "In the number of signs I include words; letters; chemical, astronomical, Chinese and hieroglyphical figures; musical, stenographic, arithmetic and algebraic marks; and all the others we use for things when thinking" (Dascal 1987: 181).

His definition of the sign (of 1672) is in the tradition of the Scholastics: "A sign is that which we now perceive and, besides, consider to be connected with something else, by virtue of our or someone else's experience" (ibid.: 31). Semiosis is thus based on the association of perceptions, and the sign is an instrument of human cognition. This broad definition includes natural and conventional signs, but Leibniz's special attention was devoted to the latter. He studied written and other visual signs as characters and defined these as visible marks representing concepts: "Characterem voco notam visibilem cogitationes representantem" (Burkhardt 1980: 175). Characters are arbitrary by themselves, but the principles of their connection to rational discourse are not. There is a relation (proportio sive relatio) between the structures of rational discourse and the things of the world which is the foundation of truth (fundamentum veritatis; see Haller 1959: 124). In Peircean terms, the syntactic structure of signs according to Leibniz is related to reality by a relation of diagrammatic iconicity. The foundation of this semiotic theory is Leibniz's metaphysical principle of prestabilized harmony (cf. Poser 1979: 312): the whole world is virtually represented in every individual mind as a facultas cogitandi. This implies an indirectly triadic model of the sign. In the first place, the sign represents an idea, but secondly it also stands for things, since ideas (regio idearum) "correspond by themselves with their objects" (ibid.: 312).

In the process of reasoning, signs fulfill the function of useful and necessary tools since they serve as an abbreviation of the more complex semantic concepts which they represent: "All human reasoning is performed by means of certain signs or characters. Indeed, it is neither possible nor desirable that the things themselves or even the ideas of them be always distinctly observed by the mind. So, for reasons of economy, signs are used for them" (Dascal 1987: 181). For these reasons of rational economy, the sign is a tool "for the attainment of new discoveries." Leibniz developed these general ideas on the nature of the sign more specifically in the three branches of his project of a universal language, which comprises a theory of signs (ars characteristica), a rational calculus, and an ars inveniendi (see Universal Language 2.4).
3.2 British Empiricism and Precursors

Locke, Berkeley, and Hume are the main representatives of British empiricism, but the discovery of natural science as a foundation of an empirically based philosophy begins with Bacon and Hobbes. In contrast to the rationalists' confidence in reason and the method of deduction as the foundation of human knowledge, the empiricists turned to the experimental sciences and with them to the method of induction as their model of philosophical inquiry. Besides Bacon, Hobbes, Locke, and Berkeley, there are two further philosophers of semiotic interest during this period, David Hume (1711-1776) (cf. the article in Sebeok, ed. 1986) and Thomas Reid (1710-1796) (cf. Clarke 1987).

3.2.1 Bacon

There are three topics of special semiotic interest in the writings of Francis Bacon (1561-1626) (cf. Funke 1926, Ogden 1934: 9-34, Eberlein 1961, Kretzmann 1967: 375-76, and Brekle 1975: 281-87): (1) skepticism against and criticism of language, (2) the variety of signs besides words, and (3) the discovery of the binary code. According to Bacon, "words are but the current tokens or marks of popular notions of things" (1605: 126). They may lead to correct or to distorted models of understanding. The latter are caused by words that "impose upon us false appearances" (ibid.: 134), and these are the Idols of the Marketplace. There are two kinds of such idols, words of nonexistent things ("resulting from a fantastic supposition") and confused or ill-defined words hastily abstracted from the things (Novum organum I, 43ff.; cf. Ogden 1934: 22).

Bacon's skepticism against language and his observation that "it is not of necessity that cogitations be expressed by the medium of words" led to an investigation of signs other than spoken or written words (1605: 136-37). He discussed gestural sign language and the real characters of Chinese writing and Egyptian hieroglyphics (cf. Universal Language 2.2.1) and claimed that these latter types of writing signify "things and notions" by direct semiosis, i.e., without the intervention of words (cf. Kretzmann 1967: 376).

Bacon distinguished between iconic signs ("when the note hath some similitude or congruity with the notion") and arbitrary signs ("ad placidum, having force only by contract or acceptation") (1605: 139). In a comment on the variety of signs and the criteria of semiosis, Bacon seemed to anticipate the Saussurean principle of semiotic value as structural difference: "For whatsoever is capable of sufficient differences, and those perceptible by the sense, is in nature competent to express cogitations" (ibid.: 137). Bacon's interest in the cryptography of his time (see Universal Language 2.1.2) led to his discovery of a binary cipher alphabet (cf. Code 1.2.2, 5.3) very similar to the modern teleprint alphabet (cf. Information 2.2). Using the two elements a and b combined into signs of five sign elements, his alphabet begins as follows: A = a a a a a, B = a a a a b, C = a a a b a, D = a a a b b (De augmentis scientiarum VI. 1).

3.2.2 Hobbes

With Thomas Hobbes (1588-1679), the theory of signs takes an explicitly mentalistic and associationistic direction. (For studies of his semiotics, see Ogden 1934: 35-45, Verburg 1952: 234-53, Formigari 1970: 141-55, and Sebeok, ed. 1986: 315-17. "Names [. . .] are signs of our conceptions, [. . .] they are not signs of the things themselves," is one of Hobbes's dyadic and mentalist definitions of the sign (1655: 2.5). Elsewhere, Hobbes described signs as the relata in the association of an antecedent with a consequent (1640: 17; 1655: 2.2; see Sign 2.2.2). If this relationship is independent of the human will, the sign is natural. Otherwise, the sign is "arbitrary," that is, based "upon agreement" (1655: 2.2; and Philos. Rudiments 15.16). Among the natural signs, Hobbes considered signs of nonverbal communication, which he called signs of action. These "do not signify by men's appointment but naturally; even as the effects are signs of their causes" (ibid.).
In Hobbes's account of semiosis, memory and mental association play a central role: "The succession of conceptions in the mind are caused [. . .] by the succession they had one to another when they were produced by the senses" (1640: 5.1). The use of memory requires semiotic tools, which Hobbes called marks, that is, "sensible objects which a man erecteth voluntarily to himself, to the end to remember thereby somewhat past, when the same is objected to his sense again" (ibid.). Hobbes distinguished between marks and signs. Whereas marks are sign vehicles "for our own use" only, signs serve for the purpose of communicating with others. By means of signs, "what one man finds out may be made known to others" (1655: 2.2). Marks of "conceptions," according to Hobbes, are names. "A name [. . .] is the voice of a man arbitrary, imposed for a mark to bring into his mind some conception concerning the thing on which it is imposed" (1640: 5.2). Names given to many things are universal, and Hobbes emphasized that "universals are not in rerum naturae" and that "There is nothing universal but names" (ibid.: 5–6).

3.2.3 Locke


In the evaluation of Kretzmann, "no work had a greater influence over the development of semantics during the Enlightenment than did Book III" of Locke's Essay concerning Human Understanding, "yet its semantic theories were neither novel in principle nor clearly and thoroughly developed" (1967: 379; cf. 1976). Among Locke's views adopted from the tradition of semiotics (cf. 2.2.2 and 3.3.2) is his nominalism, which he expressed as follows: "Universality belongs not to things themselves, which are all of them particular in their existence, even those words and ideas which in their signification are general" (1690: 3.3, 11).

Signs, according to Locke, are "great instruments of knowledge," and there are two kinds of them: ideas and words ("articulate sounds") (ibid.: 4.21.4; see Sign 2.3). Locke rejected Descartes's axiom of innate ideas, maintaining that "all ideas come [either] from sensation," which is "about external sensible objects," or from reflection, which is "about the internal operations of our minds perceived and reflected on by ourselves" (ibid.: 2.1.2). That class of sign, which Locke called idea, is "whatsoever the mind perceives in itself, or is the immediate object of perception, thought, or understanding" (ibid.: 2.8.8). Words, according to Locke, "stand for nothing but the ideas of him that uses them" (ibid.: 3.2.2; cf. Sign 2.3 [4]). However, Locke admitted a pragmatic exception to this semantic principle, namely, that words are "marks of the ideas in the minds also of other men, with whom they communicate; for else they should talk in vain, and could not be understood" (ibid.: 3.2.4).

Since ideas are signs and words are signs of ideas, Locke thus interpreted words as signs of signs, i.e., metasigns. However, Locke's artificial separation of words and the ideas they stand for into two classes of signs led to a semiotic aporia which Kretzmann has called "one of the classic blunders in semantic theory." It was his failure to recognize "that words are themselves ideas and the signification of words is a special case of the connection of ideas" (1976: 332, 347). It was Saussure who expressed the antithesis to Locke's view of the sign in his simile of the word and idea (signifier and signified) being inseparably connected like the front and the back of a sheet of paper.

3.2.4 Berkeley

The semiotics of George Berkeley (1685–1753) is characterized by an extreme nominal-
ism and an ontological idealism, whose ultimate foundation lies in theology. For studies of semiotic aspects of his philosophy, see Ogden (1934: 50-87), Coseriu (1972: 58-66), Land (1974: 139-48), Pfeifer (1981), and Paetzold (1985). The point of departure of Berkeley's semiotics is his thesis that matter is an ontologically meaningless term, whereas sensations or ideas are the only proper subject of philosophical investigation: "The various sensations, or ideas imprinted on the sense [. . .] cannot exist otherwise than in a mind perceiving them. [. . .] Their esse is percipi, nor is it possible they should have any existence out of the minds or thinking things which perceive them" (1710: § 3). The consequence of this principle is a radically dyadic model of the sign. The assumption of a referential object is rejected as being semiotically meaningless. Locke had already admitted that the essence of material substances is for the most part unknowable. Nevertheless, he duplicated the sphere of semiotics by assuming one world of ideas that we perceive and, behind it, another inaccessible world of "external bodies" (cf. Warnock, in Berkeley 1710: 21 [= introduction]). Berkeley went a step further by abandoning altogether the distinction between the objects of cognition and the objects of the external world, or as he called it, the "difference between things and ideas" (1710: § 87).

Berkeley developed his nominalism in an attack against the doctrine of abstract general ideas which he attributed to Locke (ibid.: §§ 5-10). In Berkeley's view, all ideas are particulars, and universals are only derived from particulars: "A word becomes general by being made the sign, not of an abstract general idea, but of several particular ideas, any one of which it indifferently suggests to the mind" (ibid.: § 11). Against Locke, Berkeley maintained that words do not always stand for ideas. There are other functions of words, such as "the raising of some passion, the exciting to or deterring from an action, [and] the putting the mind in some particular disposition" (ibid.: § 20).

Berkeley's principle of esse est percipi ("to be is to be perceived") leads to a reinterpretation of nature in terms of semiosis:

The connexion of ideas does not imply the relation of cause and effect, but only a mark or sign with the thing signified. The fire which I see is not the cause of the pain I suffer upon my approaching it, but the mark that forewarns me of it. In like manner the noise that I hear is not the effect of this or that motion [. . .], but the sign thereof. (1710: § 65)

But this pansemiotic view of the world has its ultimate foundation in God, from whom all signs emanate, for "we do at all times in all places perceive manifest tokens of the Divinity—everything we see, hear, feel or anywise perceive by Sense, being a sign or effect of the power of God" (ibid.: § 148).

3.3 French Enlightenment

Port-Royal semiotics (cf. 1660; cf. 3.1.2) remained influential in France throughout the Age of Reason. Only after the middle of the eighteenth century did new developments take place in the history of French semiotics. A new interest in the nature of signs was professed by three philosophical movements, the sensualists, the encyclopedians, and the idéologues. Apart from these mainstream developments in the history of semiotics, Alphonse Costadeau (1667-1725) published a Treatise on Signs in 1717. This encyclopedic inquiry into the nature of various sign systems from language to music and from gestures to zoosemiotics remained unknown to most historiographers of semiotics until its new edition in 1983.

3.3.1 Condillac

In his Essai sur l'origine des connaissances humaines, Condillac expressed his conviction "that the use of signs is the principle that discloses the source of all our ideas" (1746: Intro., last par.). He developed his account of semiosis in a genetic and psychosemiotic framework. Condillac set up a semiogenetic hierarchy of semiotic operations, beginning with lower and extending to higher levels of semiosis in the order of sensation (immediate sensual experience), perception, conscience, attention, reminiscence, imagination, contemplation, memory, and reflection (ibid.: pt. 1, sec. 1-2; cf. Coseriu 1972: 229, Tort 1976: 492). In correlation with these levels of semiosis, Condillac distinguished three categories of signs: accidental signs (where "objects are connected to some of our ideas by particular circumstances"), natural signs ("or the cries which nature has established for the feelings of joy, fear, pain, etc."), and signs by institution ("which we ourselves have chosen and which have only an arbitrary connection with our ideas") (ibid.: pt. 1, sec. 2, chap. 4, § 35). The lowest levels, from sensation to conscience, are only passive modes of semiosis and are not yet associated with any of the three categories of signs. Only the level of reminiscence is the origin of accidental and natural signs. Natural signs are also the signs from which language has originated, but a fully developed language is always founded on arbitrary signs, which presuppose the level of memory. Between natural and arbitrary signs there is also the dividing line between animal and human communication.

Condillac distinguished language proper from a prelinguistic developmental stage of human semiosis which he called the language of action (ibid.: pt. 2, sec. 1, chap. 1). "This language of action is the germ of [spoken] language and of all arts that are appropriate to express our ideas" (ibid.: chap. 15, § 163): the art of gestures, dance, speech, declamation, the art of notation, pantomime, music, poetry, eloquence, and writing. Man is born with the semiotic faculties of this language of action. Although Condillac rejected the assumption of innate ideas, he postulated the innateness of the language of action as a necessary prerequisite for the development of language proper, and this development is a gradual transformation of natural and accidental into arbitrary signs.

3.3.2 Maupertuis

The evolution of signs is also the subject of semiotic inquiry in the writings of Pierre Louis Moreau de Maupertuis (1698-1759) (cf. Kretzmann 1967: 384-85, Rey 1973: 146-53, Formigari 1976). His Essai sur l'origine des connaissances humaines (1746) contains two arguments of particular relevance to the history of semiotics. The first is a prestructuralist account of the evolution of signs as a development of progressive differentiation of perceptions (anticipating Saussure's account of the sign as a structural difference; cf. Structure 2.1). The second is a holistic account of the genesis of language, according to which language originates in global messages corresponding to whole phrases (such as "I see a tree" and not simply "tree!") and not to elementary, simple words, as Locke and Condillac had maintained.

3.3.3 Diderot and the Encyclopedians

Denis Diderot (1713-1784) developed his ideas on the nature of the sign in several of his articles for the Encyclopédie (of 1751-80), in his Lettre sur les aveugles (1749), in his Lettre sur les sourds et muets (1751), and in his writings on subjects of poetry, painting, and other topics of aesthetics. For semiotic aspects of Diderot's and other contributions to the Encyclopédie, see Auroux (1979); for semiotic aspects of Diderot's aesthetics, see Walther (1974: 25-26), Todorov (1977), Droixhe (1983), and Fischer-Lichte (1983b: 117-30).

One of Diderot's topics was the specific difference between linguistic and nonlinguistic signs. Among other things, Diderot claimed that the language of gestures is not only more expressive but also more logical than verbal language, because in his view the linearity of spoken language leads to a distortion of reality.
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The background of this claim for the superiority of nonverbal communication was the eighteenth-century theory of mimesis, whose basis is a general belief in the aesthetic superiority of iconic and natural signs in comparison to arbitrary signs.

3.3.4 The Ideologues

Toward the end of the eighteenth century, the philosophical interest in the nature of signs reached a climax in the writings of the so-called ideologues. The major semioticians in this group of scholars, whose program was the "study of the origins of ideas" (cf. Ideology 1.), were Pierre Cabanis (1759-1808), Antoine Louis Claude Destutt de Tracy (1754-1836), and Marie-Joseph Dégérand (1772-1842). For studies of the semiotic theories of this group, see Kretzmann (1967: 387-89), Rastier (1972a), Knowlson (1975), Dascal (1983), and Sebeok, ed. (1986: 332-34).

In 1795, the Institut National set up a prize for the best essay on the topic of "the influence of signs on the faculty of thought." Among the questions to be answered in this contest were: (1) Do our first ideas depend essentially on signs? and (2) Would the art of thinking be perfect if the art of signs were perfected? The prize-winning essay was Dégérand's Des signes et de l'art de penser. In his reply, Dégérand maintained that signs are not yet needed at the lowest level of semiosis, where attention is sufficient for the act of transforming a sensation into a perception. According to Dégérand (1800: vol. 1, 62ff.), sensations as such are not yet signs, but signs are sensations connected with certain functions. A sign is "every sensation that excites in us an idea, by virtue of the association that obtains between them" (cf. Dascal 1983: 178). Examples of sensations fulfilling the function of signs are "the smell of the rose [which] is the sign of the idea of color and of form that the smell excites" or the sight of a mansion that indicates those who inhabit it. Whereas such prelinguistic signs, according to Dégérand, "excite" ideas in us but attract attention to themselves, language signs direct our attention away from themselves to the ideas which they signify (1800: vol. 1, 62ff.). Dégérand pointed out that the natural, prelinguistic signs may be non-communicative, so to speak "mute," being based on associations caused by external factors. On such considerations, Dégérand developed a typology of signs distinguishing between primitive prelinguistic "first signs," indicative signs, natural signs, arbitrary signs, analogue (iconic) signs, and figurative signs (ibid.: 64-67).

3.4 German Enlightenment

The philosophy of German enlightenment after Leibniz has its most important representatives in Wolff and Lambert. Herder, concerned mostly with language, literature, and the arts, had a poetic vision of the future of semiotics. In the philosophy of Kant, the theory of signs plays only a marginal role. Other eighteenth-century topics in semiotics were developed in the context of hermeneutics and aesthetics. An early survey of the semiotics of this period is Roeder (1927). For further literature on the semiotics of German enlightenment, see Haller (1959), Coseriu (1972), Walther (1974), and Zeitschrift für Semiotik 1.4 (1979).

3.4.1 Wolff

Christian Wolff (1679-1754) is still a representative of rationalism. In his theoretical interest in the project of an ideal language or ars characteristica (cf. Universal Language), Wolff was a direct follower of Leibniz. For his contributions to the theory of signs, see Roeder (1927), Coseriu (1972: 129-39), Arndt (1979), and Ungeheuer (1981).

Wolff developed his theory of signs in his treatise Fernünftige Gedancken (1720: §§ 291-324) and in chapter 3, "De signo," of his Philosphia prima sive ontologica (1730: §§ 952-67). According to Wolff (§§ 292 and 952), "a sign is that entity from which the present, the future, or the past existence of another entity can be recognized." On the basis of these three temporal dimensions of semiosis, Wolff (§§ 953-54) distinguished three classes of natural signs (§§ 294-95). A signum demonstrativum
refers to a present signatum (smoke to fire, e.g.), a signum rememorativum refers to a past signatum (wet ground to rain, e.g.), and a signum prognosticum refers to a future signatum (clouds to rain, e.g.). All these signs are natural (§§ 956-57) and necessary because the reason (ratio) of the significatus is contained in the very notions of the things (in ipsius rerum notionibus continetur).

Natural signs are opposed to artificial signs (§§ 958-59), whose "signifying force" depends on arbitrariness. Words, for example, are arbitrary, since "the author of the universe" is called "Gott" in German, "Deus" in Latin, and "Bog" in Polish. Other arbitrary signs are sign boards or folkloristic costumes (§§ 294-96). The relation of these signs to their object is "not necessary because it could be different." Arbitrary signs are either primitive or they are derived from primitive signs (§ 964).

3.4.2 Lambert

Johann Heinrich Lambert (1728-1777) was the first philosopher to adopt the title Semiotik for an extensive treatise on the theory of signs. For studies of his theory of signs, see Coseriu (1972: 140-49), Brinkmann (1975), Jakobson (1975), Nef (1976), Holenstein (1978b), and Hubig (1979). Lambert developed his Semiotik as one of four branches of a general theory of knowledge whose other branches are dianoiology (doctrine of the laws of thought), alethiology (doctrine of truth), and phenomenology (doctrine of appearance). Within this framework, "semiotics, or the doctrine of the designation of thoughts and things, is to investigate how language and other signs influence the cognition of truth and how these signs can be made to serve for this purpose" (Lambert 1764: Preface).

Symbolic cognition, according to Lambert, is an "indispensable tool of thought" (ibid.: § 12). Its advantage is that it permits the renewal of sensations, whereas immediate, and hence nonsemiotic, sensations cannot be repeated at will. The renewal of sensations by means of signs is necessary for clarity in cognition. Without such renewal, those notions remain necessarily obscure (§§ 6-11). The signs available in such processes of cognition are of four kinds (§§ 47-51): natural signs, arbitrary signs, "mere imitations," or (iconic) representations, which are characterized by various "degrees of similarity" (cf. Iconicity). "In our languages, the arbitrary, the natural, and the necessary are blended" (§ 71).

Lambert investigated no fewer than nineteen sign systems, from musical notes, gestures, and hieroglyphics to chemical, astrological, heraldic, social, and natural signs, with respect to their arbitrariness, motivation, semiotic "necessity," systematicity, and reliability (§§ 25-48; cf. Nef 1976: 173). These various sign systems evidence different degrees of approximation to the reality of things. The highest degree of approximation can be attained by means of scientific signs. Such signs not only represent concepts, but indicate relations in a way that "the theory of things and the theory of signs become interchangeable" (§§ 23-24). The background of this view of iconicity in scientific sign systems is Leibniz's ideal of a universal alphabet isomorphic with the facts of nature (see Universal Language 2.4.1). In his pursuit of this ideal, Lambert postulated that scientific signs should be based on a semiotic theory which replaces arbitrariness in signs, and that those signs are more perfect which embody a mark of their own meaning within themselves (§ 58). Lambert postulated similar principles for the project of a universal grammar (§ 71). The task of this project should be the investigation of "the natural and necessary in language," whereas "the arbitrary should be partly abolished, partly placed in closer connection with the natural and necessary."

3.4.3 Herder

Johann Gottfried Herder (1744-1803) was primarily a philosopher of language (cf. Schmidt 1968: 36-65), poets, and aesthetics. According to Herder, the cognitive capacity of man has access only "to the exterior marks of things" and can designate only these by means of words. There is "no organ for the
sensation and expression of the interior existence of individual things." Language therefore "does not express things, but only names," and "our poor reason is but a signifying reckoner" [bezeichnende Rechnerin], calculating with "sounds and ciphers" (1784: 358-59). Herder briefly discussed Lambert's philosophical project of a "semiotics a priori" and defended it against critics who deplored the necessary lack of poeticalness in an ideal philosophical language (1768: 91). Herder's own view on the future of semiotics is that

there is a symbolism common to all men—a great treasury in which the knowledge is stored that belongs to all mankind. The true way of speaking, which, however, I do not know yet, has the key to this dark chamber. When this key is available, it will open the chamber, bring light into it, and show us its treasures. This would be the semiotics that we can now find only in the registers of our philosophical encyclopedias: a decipherment of the human soul from its language. (ibid.: 13)

3.4.4 Kant

The place of Immanuel Kant (1724-1804) in the history of semiotics remains to be determined. In the context of semantics and the semiotics of language, Mauro talks about Kant's "great silence" (1969: 62-69). In his Critique of Pure Reason (1781), Kant postulated twelve basic conceptual categories of human thought as being our a priori tools for making sense of the world. Whereas these categories—among them are quantity, quality, and relation—have no significance apart from their application in perception, they nevertheless exist independently of our experience. Ricoeur * interprets this theory of a priori judgments, which do not derive from acts of semiosis, as a "powerful model where meaning is not derived from the sign" (1975b: 882). Other historiographers of semiotics believe that Kant's writings contain many topics of semiotic relevance (Rey 1973: 175, Walther 1974: 30-31, Oehler, ed. 1984: 335-59, Sebeok, ed. 1986: 415-17). Haller discusses Kant's remarks on the human facultas signatrix (in a passage of Kant's Anthropology of 1789), where the sign is defined as a "custodian" (custos) that merely accompanies the concept, only in order "to reproduce it occasionally" (1959: 133).

It was Kant who established the basic semiotic distinction between analytic and synthetic judgments. In analytic judgments, the predicate is already semantically included in the meaning of the subject. (Example: "All triangles have three angles.") Thus, analytic judgments cannot provide new information about the subject. In synthetic judgments, by contrast, the predicate adds new information to the subject. (Example: "All bodies are heavy.")

Another topic of semiotic interest is Kant's theory of "symbolic cognition," which he develops in § 59 of his Critique of Judgement (1790). Kant explains that "the reality of our concepts" can be demonstrated only by Anschauungen (perceptions). In the case of "empirical concepts," these Anschauungen are examples. The a priori concepts of pure reason, on the other hand, are represented either directly by means of schemata or indirectly by means of symbols. The former represent by immediate demonstration, the latter by means of an analogy. Elsewhere (in his Critique of Pure Reason 1, sec. 1, bk. 2, pt. 1), Kant draws a further distinction between the schema, which is a category of pure reason, and the image (Bild), which is a category of perception, a kind of perceptual icon (cf. Walther 1974: 30-31).

3.4.5 Minor Figures of Eighteenth-Century German Semiotics

Several minor figures in eighteenth-century German philosophy have become known for their contributions to the theory of signs. Roeder (1927), Verburg (1952), Haller (1959), Walther (1974), and Eschbach (1986) have studied contributions by authors such as Hermann Samuel Reimarus (1694-1768), Johann Andreas Segner (1704-1777), the Wolffian Georg Bernhard Bilfinger (1693-1750), Hegel's teacher Gottfried Ploucquet (1716-1790), the mathematician and logician Leonard Euler (1707-1783), the theological pansemiotician Johann Georg Hamann (1730-1788), Georg Jonathan Holland (1742-1784), and Salomon
Maimon (1753-1800). On the whole, however, there was a shift of interest after Lambert from the general theory of signs to other topics of philosophy or to the more specific fields of semiotic inquiry, in particular to the field of aesthetics and hermeneutics. Another special topic of semiotic investigation was the origin of language. Participants in a debate on this topic were Johann Peter Süssmilch (1707-1767), Dietrich Tiedemann (1748-1803), and Herder.

3.4.6 Semiotic Hermeneutics

The theory of signs played an important role during the rise of hermeneutics and aesthetics in this century. In hermeneutics, Georg Friedrich Meier (1718-1777) wrote an Essay on the General Art of Interpretation (Meier 1756) (cf. Szondi 1975: 98-134). It begins with an investigation of the nature of signs in general (§§ 7-34). A sign, according to Meier, is "a means by which the reality of another thing may be recognized" (§ 7). It is "the ground of cognition [Erkenntnisgrund] of the thing designated." Meier then continues with the investigation of natural signs (§§ 35-83) and arbitrary signs (§§ 84-102), before turning to the principles of the interpretation of discourse (§§ 103-248). Before Meier, Johann Martin Chladenius (1710-1759) had already written a major work in hermeneutics in 1742 (cf. Szondi 1975: 27-97, Fischer-Lichte 1980), but in contradistinction to his precursor, Meier placed special emphasis on the role of natural signs in interpretation. His pansemiotic view of the world may be considered a link between medieval and Romantic hermeneutics. Meier accounts for it as follows: "In this world, because it is the best, there is the greatest general signifying coherence that is possible in the world. Consequently, any real part in this world can be immediate or mediate, a distant or proximate natural sign of any other real part of the world" (§ 35). Ultimately, Meier's theory of natural signs is based on the conviction that "any natural sign is an effect of God, and with respect to God an arbitrary sign, and thus a consequence of the wisest choice of the best will" (§ 38).

3.4.7 Semiotic Aesthetics

The rise of aesthetics in German enlightenment is closely associated with the works of Alexander Baumgarten (1714-1762), Gotthold Ephraim Lessing (1729-1781), and Moses Mendelssohn (1729-1786). For the semiotic foundations of the theories of these authors, see Aesthetics (1.1) and Literature (2.1.1) (see also Todorov 1977). On Lessing's semiotics, see further Bayer (1975) and Hardenberg (1979); on Mendelssohn, see Franke (1979). A lesser-known Ästhetik on semiotic foundations was published in 1785 by Philip Gäng (cf. Eschbach 1980: 45). A further important contribution to the semiotic aesthetics of the time is the work of Johann Jakob Engel (1741-1802). For his Ideen zu einer Mimik (1785) in the context of the semiotics of theater, see Fischer-Lichte (1983b: 156-76). This work is also a milestone in the history of the semiotics of nonverbal communication.

The predominant topic of the aestheticians of this period was the iconicity of the arts. The principle of imitation in painting was considered to be the paradigm of this aesthetic iconicity. As to poetry, the aestheticians sought explanations to reconcile the aesthetic ideal of iconicity with the noniconic arbitrariness and linearity of the language sign. (For Lessing's solution, see Literature 2.1.1) A precursor to this idea of iconicity in the arts is Vico. Besides the theory of aesthetic iconicity, the eighteenth century saw the rise of a quite different account of aestheticity, namely, the theory of the autotelic nature of the aesthetic sign. It was expressed in Kant's formula of "disinterested pleasure" (see Aesthetics 3.1.) and led to the aesthetics of "art for art's sake," of which Jakobson's poetic function (see Function 3.2) is a variant.

With respect to poetry, a third account of the semiotic nature of the aesthetic sign was proposed in this epoch by Herder (cf. 3.4.3). Herder rejects the assumption of the autotelic nature of the poetic sign when he claims that in poetry "the natural in signs, such as letters, sound, or melody, contributes little or nothing to the effect of poetry" (1769: 136). Herder, by
contrast, locates the essence of poetry in its semantic dimensions (Jakobson's referential function). In poetry, "no sign has to be perceived in itself. Only its signification [Sinn] is important. The soul does not have to perceive the vehicle of force, [namely] the words, but force itself, [which is in its] signification" (ibid.: 137).

3.4.8 Excursus on Vico

In the context of eighteenth-century hermeneutics and aesthetics, an excursus on the Neapolitan Giambattista Vico (1668-1744) may be permitted. He certainly does not belong to the history of German thought, but in his own country as well as in all of Europe, Vico remained a rather isolated thinker until his rediscovery by Croce (cf. Mauro 1969: 54) and Cassirer. On Vico's place in the history of linguistics and semiotics, see Apel (1963), Mauro (1969), Aarsleff (1975: 427-30), Hawkes (1977), Burke (1985), and Sebeok, ed. (1986). According to Hawkes (1977: 11-15, 160), Vico's New Science (1725) is a direct precursor of Piaget's and Lévi-Strauss's structuralism and of semiotics in general. Whether these and similar evaluations of Vico's originality are justified or not (cf. Aarsleff 1975: 427-30, Burke 1985), there are certainly elements in his evolutionary and non-Cartesian approach to the science of man that point to later developments in semiotics.

Poetry, myth, metaphor, language, and the evolution of signs and humanity are the topics of semiotic relevance in Vico's work. Vico believed in an "ideal eternal history" during which mankind has gone through three phases of development called the divine age, the heroic age, and the human age. These phases constitute cycles which may result in phases of return (recorso) to earlier stages of development. During the divine age, men "thought everything was a god or was made or done by a god" (Vico 1725 § 922). It was an age of ritual semiosis with "mute religious acts or divine ceremonies" (§ 929). Before developing articulate speech, men communicated by means of divine hieroglyphics (§ 933) or "expressed themselves by means of gestures or physical objects which had natural relations with the ideas" (§ 431). Spoken language was developed from onomatopoeia and interjections (§§ 447-48). It was "a language with natural significations" (§ 431).

The dominant mode of communication during the heroic age was by means of visual emblems, coats of arms, ensigns, and other symbols of ownership (§§ 484-87). Abstract ideas were expressed in the anthropomorphic form of mythical heroes. The meaning of 'valor,' for example, was expressed in the form of the mythical hero Achilles (§ 934). Both ages were a period of poetic wisdom. The peoples of these ages were genuine poets. Poetry, metaphor, and myth are thus archaic modes of thought.

The third age, the age of men, is the age of reason and of civilization. Signs are now arbitrary, literal, and abstract at the price of the decline of poetry and imagination. It would be wrong, however, to assume that only this rational age has access to truth. On the contrary, Vico postulated that the ancient mythologies are not mere fictions or even distortions of reality but early poetic expressions of human wisdom (§ 352). Therefore, "it follows that the first science to be learned should be mythology or the interpretation of fables, for [ . . . ] all the histories of the gentiles have their beginnings in fables" (§ 51).

4. From the Nineteenth Century to Modern Semiotics

This period in the history of semiotics can be dealt with more briefly because the major figures and developments in modern semiotics since Peirce and Saussure are discussed in chapters of their own.

4.1 Nineteenth-Century Semiotics

The nineteenth century saw the rise of modern theories of meaning, sense, and reference of
linguistic semantics and the beginning of the scientific inquiry into language. However, the major developments in linguistics in the narrower sense have to be excluded from this survey focusing on general semiotics (cf. 1.). For the dominant figure of the later part of this century, see Peirce.

4.1.1 The Romantics

The period of romanticism (between 1790 and 1830), in particular the writings of Friedrich Wilhelm Schelling (1775-1854), Novalis (=Friedrich von Hardenberg, 1772-1801), and Friedrich Daniel Ernst Schleiermacher (1768-1834; cf. Hermeneutics 2.2.1), is a neglected chapter of the history of semiotics. A survey from the point of view of linguistics is Gipper & Schmitter (1975). From the point of view of the general theory of signs, the interpretation of the concepts of symbol, image, and sign in this period is of special interest (see also Fiesel 1927). Oehler (1981b) studies Fichte's idealist definition of the image (Bild), which is a key concept in the romantic interpretation of the relation between the individual and reality. According to Fichte, human cognition has an iconic nature, since "all knowledge is only representation (Abbildung) and requires something corresponding to the image. [ . . . ] A system of knowledge is necessarily a system of mere images, without any reality, meaning, and purpose" (quoted in Oehler 1981b: 78).

A climax of romantic semiotics is Novalis's pansemiotic view of nature (quotes from Haller 1959: 136). The "theory of signs," according to Novalis, is the "main subject of a true philosophy." Adopting the medieval doctrine of signatures, Novalis maintains that "the universe speaks" and that "all things are mutually symptoms of each other." However, between the symbol and the symbolized there is a dialectics of contrast since "the sign and the signified belong to different spheres in mutual determination."

4.1.2 Hegel

The work of Georg Wilhelm Friedrich Hegel (1770-1831), although not a primarily semiotic one, contains a number of topics of semiotic interest (cf. Haller 1959, Coseriu 1970: 188-89, Cook 1973, Walther 1974: 32-33, Malmberg 1977: 66-68, Gutterer 1983, Steinfeld 1984) and of influence to later developments in semiotics (cf Sebeok, ed. 1986: 300-301). Hegel defined the sign (Zeichen) as "any immediate perception (Anschauung) representing a content quite different from the one it has by itself" (1830: § 458). In contrast to a perception whose "matter is immediately given (such as the color of a cockade)," the perception in the case of a sign "is not valued positively and by itself, but as representing something else." By this difference between the signifier and the signified, the sign is distinguished from the symbol. The symbol is "a perception which, by its own nature, is more or less the content that it expresses as a symbol. In the sign, by contrast, the perceptual content proper and the content of which it is a sign are unrelated. With signs, the intelligence exhibits a freer arbitrariness and control in the use of perception than with symbols."

In his reflections on the semiotic foundations of aesthetics (1817: I, 25, 51-52 = Lect. on Aesth. 1, introd. 2.1 and 3.2.d), Hegel defined art as a phenomenon whose essence is neither in the perception of an immediately given signifier, nor in the awareness of the signifier-signified difference which characterizes signs: "In our consideration of a work of art we begin with that which is directly presented to us, and after seeing it we proceed to inquire what its significance or content is [. . . ] We assume that there is a [. . . ] significance behind it, in virtue of which the external appearance is made alive with mind or spirit." Art, according to Hegel, is thus not an autonomous sign, nor does the essence of art lie in its semantic dimension alone. Its semiotic status is situated between these two semiotic dimensions: "The sensuous presence in the work of art is transmuted to mere semblance or show, and the work of art occupies a midway ground, with the directly perceived objective world on one side and the ideality of pure thought on the other."
4.1.3 Humboldt

Wilhelm von Humboldt (1767–1835) was a pioneer in the science of language (cf. Arens 1969, Coseriu 1970: 184-88, Gipper & Schmitter 1975: 532-68, Conte 1976). Among his seminal contributions to the history of linguistics, there are five of special relevance to the semiotics of language: (1) his definition of language as a dynamic process and activity (energeia), not as a static, a "dead" product (ergon), (2-3) his doctrines of the differences between the inner forms of individual languages and of language as the "formative organ of thought" (cf. Schmidt 1968: 66-79), which are precursors of the principle of linguistic relativity (cf. Brown 1967), (4) his distinction between form and stuff in language, which is the origin of Hjelmslev's form-substance dichotomy (Coseriu 1975: 157ff.), and (5) his doctrine of the genetic primacy of the text in relation to its elements, according to which "the words issued from the totality of discourse" (cf. Kretzmann 1967: 392).

Whereas Humboldt's place in the history of linguistics is well established, his contributions to the general theory of signs have only more recently been investigated by historiographers of semiotics. In this context, Trabant (1983; 1986) developed the thesis of Humboldt's antisemiotic approach to language, because Humboldt, in his latter writings, defined words as not belonging to the class of signs. The basis of this definition was Humboldt's thesis of the inseparability of language and thought, of the signifier (word) and the signified (concept). In this respect, words are different from signs, since signs, according to Humboldt, are tools for referring to entities existing independently of the signifier (cf. Trabant 1986: 72-74). But Humboldt also developed ideas on language which are semiotic in a broader sense, particularly when he defined language as being both iconic and arbitrary. In view of this twofold characterization of language as being sign and transcending the nature of signs, Schmitter (1985; 1986; 1987) concludes that Humboldt's approach to language and the arts is based on a transsemiotic model.

4.1.4 Bolzano

Bernard Bolzano (1781–1848) was the first philosopher after Lambert to resume the tradition of explicitly semiotic research. Bolzano (1837a; b) developed a general "doctrine of signs" (Zeichenlehre), which includes a branch of applied studies in Semiotik, mainly in the third and fourth volumes of his Theory of Science (Wissenschaftstheorie §§ 637-98, but also §§ 285ff. and §§ 334-45, the latter included in Bolzano 1837a; Bolzano 1837c is only a partial English translation of the original German text). For short assessments of Bolzano's place in the history of semiotics, see Haller (1959: 139-40), Walthier (1974: 37-39 and her introduction to Bolzano 1937a), Jakobson (1975: 5-6), and Sebeok, ed. (1986: 86-88).

Bolzano emphasized the syntactic dimension of semiosis when he considered it "a characteristic of our minds [...] that ideas once associated will mutually revive each other" (1837c: § 285, p. 308). On this basis, Bolzano defined the sign according to an additional pragmatic criterion as "an object we use [...] with the intention of reviving an idea associated with it in a thinking being" (ibid.). Bolzano further distinguished between the meaning (Bedeutung), which the sign has in general, and its sense or significance (Sinn), which it has in the particular circumstances of its use.

The pragmatic dimension of semiosis is not a prerequisite in Bolzano's ontology of signs (1837b: 77), since he believed in signs as an objective category (Zeichen an sich) so that misinterpreted or even unnoticed signs remain still signs. Nevertheless, the pragmatic topics of the "perfection or utility of signs" were central to his investigation, and Bolzano enumerated nine advantages of using signs for the discovery of truth and thirteen rules for the use and the invention of signs (§§ 334 & 344).

Bolzano defined "the set of all signs conventional to a man" as "that man's language" (1837c: 309). As such he discussed visual and auditory signs, gestural and verbal signs. *Universally applicable* signs are "used by all men," in contrast to *particular* signs, which
are used by only few. Signs used for reasons "that lie in human nature" are natural signs, in contrast to accidental signs, which do not apply universally. An accidental sign is arbitrary when object and idea are associated by intentionality (Willsensentschluß). Signs are expressions when they are exterior objects where "the thing signifies something internal to us." In addition to these semantic and pragmatic distinctions, Bolzano (§ 285) furthermore classified signs according to syntactic (single vs. composite signs) and semantic (unisemeric vs. polysemic, proper vs. figurative, metonymical vs. metaphorical signs) criteria.

4.1.5 Addenda to Nineteenth-Century Semiotics

Further nineteenth-century authors of relevance to the historiography of semiotics can be mentioned only briefly. Eschbach (1978) has done much for the rediscovery of Benjamin Humphrey Smart (1786-1872), the author of a theory of signs and a semiotic logic, rhetoric, and grammar, which he called sematology (Smart 1831; 1837). Walther (1974) includes Karl Christian Friedrich Krause (1781-1832), author of a metaphysical theory of signs and language, and J. L. Boeckmann, an early writer on the theory of telegraphic codes, in her history of semiotics.

In his history of semantics, Kretzmann (1967) discusses further semiotically relevant philosophers and logicians of the nineteenth century, such as Jeremy Bentham (1748-1832), a follower of the idéologues in the theory of language, Alexander Bryan Johnson (1786-1867), the earliest American philosopher of language, the logicians John Stuart Mill (1806-1873) and Gottlob Frege (cf. Meaning 1.1.2), the language critic Fritz Mauthner (1849-1923), and Husserl's teacher Franz Brentano (1838-1917) and his other students of meaning, Anton Marty (1847-1914) and Alexius Meinong (1853-1920) (for Brentano and Meinong see also Sebeok, ed. 1986). An addition to this field of semioticians of language is the Polish philosopher Joseph Maria Hoëne-Wroński (1778-1853), whom Jakobson (1975) includes in his brief history of semiotics. Other philosophers of this century who have been studied for their contributions to the theory of signs are the positivist and evolutionary sociologist Auguste Comte (1789-1857) (cf. Rey 1971), the semiotic epistemologist Oswald Kulpe (1862-1915) (cf. Henckmann 1985), and Ernst Schröder (1841-1902), author of a treatise on The Sign (1890).

Among the linguists of the century, William Dwight Whitney (1827-1894) and Michel Bréal, the founder of semantics, have been studied as figures in the history of semiotics (cf. Bailey 1978, Aarsleff 1982: 382-98, Sebeok, ed. 1986). From the point of view of applied semiotics, the work of Rud. Kleinpaul (1845-1918) on visual and nonverbal signs in various fields of culture and society deserves special mention (Kleinpaul 1888, cf. Sebeok 1976). Andrea de Iorio (1769-1851), Charles R. Darwin (1809-1882), Garrick Mallery (1831-1894), and Wilhelm Wundt (1832-1920) laid empirical and theoretical foundations for the study of gestures, sign languages, and ethnosemiotics (cf. Darwin 1872, Mallery 1881; 1893, Wundt 1900, Sebeok, ed. 1986).

A nineteenth-century student of meaning whose writings and influence in semiotics began in the early twentieth century is Victoria Lady Welby (1837-1912). Today, Lady Welby's major works, What Is Meaning? (1903), and Significs and Language (1911), are less well known than her correspondence with Peirce. In her writings, she postulates a new science of meaning and communication under the name of significs, "the study of the nature of significance in all its forms and relations" (1911: vii). Her influence extended from Ogden & Richards (1923) to the philosopher and sociologist Ferdinand Tönnies (1855-1936) and culminated and survived in the so-called signific movement in the Netherlands until the mid-twentieth century. For the rediscovery of Lady Welby's significs, see Eschbach's introduction to the reprint of Welby (1903), and Schmitz (1985).
4.2 Twentieth-Century Semiotics

Since the major authors and developments in modern semiotics are discussed in chapters of their own, the purpose of this section is only to provide additions and to give further bibliographical references which might be of interest to the future elaboration of a more complete history of modern semiotics.

4.2.1 Husserl and Phenomenological Semiotics

Edmund Husserl (1859-1938) inaugurates twentieth-century semiotics with his phenomenological theory of signs and meaning developed in the second volume of his *Philosophical Investigations* (Husserl 1900-1901). His earlier paper, "On the Logic of Signs (Semiotics)," was not published until 1970 (Husserl 1900). For aspects of Husserl's semiotics, see Meaning (3.1.3), Typology (1.2.1), Gillan (1982), Klein (1983), and Descombes (1983: 49ff.). Holenstein (1978b: 53ff.), Kalinowski (1985), and Sebeok, ed. (1986: 324-27) give surveys of Husserl's contributions to semiotics. Holenstein (1974: 82; 1975) shows that Jakobson, in his search for linguistic universals and distinctive features of phonology, was influenced by Husserl's theory of eidetic abstraction, which aims at uncovering the invariant traits of an object or a meaning. For Husserl's influence on Prague School structuralism and Mukarovsky's *theory of aesthetic autonomy*, see Chvatík (1984).

Phenomenological semiotics rejects the empiricist and pansemiotic assumption that sensory data are the foundation of cognition and semiosis. Husserl, instead, postulated a semiotic threshold that begins above a level of presemiotic intuition of the phenomena (1913: 99). This threshold lies between the spheres of immediate perception and symbolic conception (*Vorstellung*). At the level of perception, an object is given in its immediate appearance. Although perceptual cognition is based on sense impressions, it occurs without the mediation of signs. At this level, the essence of things (*eidos*) can be grasped only by phenomenological intuition (*Wesensschau*). Above the semiotic threshold, by contrast, a phenomenon is no longer perceived "in itself," but "with the awareness (*Bewußtsein*) that it represents something else or indicates it signitively" (ibid.). The distinction between the semiotic and the nonsemiotic world (cf. Sign 1.3) is thus a distinction between the immediate awareness of the phenomena and the awareness of the "otherness" of the perceived object, which implies the cognition of a difference between the signifier and the signified.


4.2.2 Cassirer's Philosophy of Symbolic Forms

The *Philosophy of Symbolic Forms* by Ernst Cassirer (1874-1945), in spite of its early propagation by Susanne Langer (1942), has only recently been rediscovered by historiographers of semiotics (cf. Malmberg 1977: 146-48, George 1978, Steiner 1978, Krois 1984a; b, Göller 1986, Ranea 1986, Sebeok, ed. 1986, Roggenhofer 1987, Sign 2.3 [10], Typology 1.2.2, and Cassirer 1922-38; 1923-29; 193545; 1944). Whereas Morris found Cassirer's work "more suggestive than scientific" (1946; 229) and Steiner criticizes his "imprecision of discourse and toleration of quasi-mystical notions" (1978: 103), Ducrot & Todorov evaluate Cassirer's work as one of the four "major sources of modern semiotics" (1972: 87).

Cassirer advocated a pansemiotic epistemology. Man is essentially an *animal symbolicum*. No cognition of a reality beyond the one of symbols is possible. According to Cassirer, the "metaphysical dualism" between the worlds of the senses and of the spirit is bridged by means of symbols, since
"the pure function of the spirit itself must seek its concrete fulfilment in the sensory world" (1923: 87). Like Saussure, Cassirer considered the sign to be an indivisible unity of the sensory signifier and the intellectual signified: "The sign is no mere accidental cloak of the idea, but its necessary and essential organ. [ . . . ] The conceptual definition of a content goes hand in hand with its stabilization in some characteristic sign. Consequently all truly strict and exact thought is sustained by the symbolics and semiotics on which it is based" (ibid.: 86).

The world of symbolic forms, which comprises everything that has meaning (cf. Sign 2.3 [10]), is reflected in language, myth, art, religion, science, and history. Each of these domains is based on symbolic laws of its own, which are essentially independent of nature. Symbolic forms therefore do not imitate, but create the reality of man. "Myth and art, language and society are in this sense configurations towards being: they are not simple copies of an existing reality" (Cassirer 1923: 107). The "thing in itself" (Ding an sich) is inaccessible, according to Cassirer's dyadic view of the sign (q.v. 2.3 [10]).

Cassirer (1929) distinguished three modes or functions of perception which correspond to three stages of the evolution of human semiosis. The first is the function of expression (Ausdruck). It is a semiotic sphere of "immediacy and mere presence," where the symbolic signifier and signified are not yet sufficiently differentiated. The world of myth is dominated by this function (cf. Magic and 3.4.8). The second is the function of representation (Darstellung). Here, a distinction between signifier and signified begins to emerge. This function is characteristic of ordinary language. The third is the function of signification (Bedeutung). This mode of perception, which is typical of scientific symbolism, allows a complete abstraction of the perceptual signifier and the conceptual signified. In language itself, Cassirer distinguished three similar phases in the evolution from predominantly sensual to more abstract modes of representation. He defined them as mimetic, analogical, and symbolic expression (1923: 186ff.).

4.2.3 Other Classics of Twentieth-Century Semiotics

Krampen et al., eds. (1981) have ventured to determine the Classics of Modern Semiotics. In addition to articles on Peirce, Morris, Saussure, Hjelmslev, and Jakobson, their volume introduces three further semioticians as classics of twentieth-century semiotics: Bühler, Uexküll, and Sebeok.

Karl Bühler (1879-1963), pioneer in the psychology of language, has been influential in semiotics with his work on the expressive functions of nonverbal communication (Bühler 1933a), his contributions to the theory of metaphors and to the semiotic foundations of language (Bühler 1933b; 1934), and his proposals for a general theory of signs, which he called sematology (see 1.2.1). On Bühler's definition of the sign and his structuralist "principle of abstractive relevance," see Sign (3.1). On his organon model and its influence on Jakobson, see Function (3.1). Bühler's (1934) "two field theory of language" is a further significant contribution to the semiotics of language. It emphasizes the difference between two elementary functions of language called index field (Zeigefeld) and symbol field. The index field refers to the speech situation by means of pointing or presenting (deixis, anaphora, etc.). The symbol field refers to the contextual or syntactic dimension of linguistic semiosis. For studies in Bühler's semiotics, see Innis (1982), Sebeok (1981: 91-108), Eschbach, ed. (1984), and Graumann & Herrmann, eds. (1984).

The theoretical biologist Jakob von Uexküll (1864-1944) was discovered as a pioneer in biosemiotics and phytosemiotics by Sebeok (1979: 187-207 and earlier), Krampen (1981c), and T. von Uexküll (1981a; see also the special issue of Semiotica 42.1 [1982] on Uexküll's Theory of Meaning). A central topic of his research was the role of environmental (Umwelt) factors in human and animal semiosis (see also Zoosemiotics 3.2.1 for Uexküll's functional cycle). Cassirer, who referred to Uexküll...
as a source of support of his own view of the specificity of human semiosis, summarized Uexküll's theory of environmental semiotics as follows:

Every organism has its special Umwelt and its special Innenwelt—a specific mode of its outward life and its inward life. [...] The anatomical structure of an animal gives us the clue to the reconstruction of its inner and outward experience. Animals that widely diverge in this respect do not live in the same reality. [...] There exists, therefore, no common world of objects that is one and the same for men and for all animal species. "In the world of a fly," he says "we find only fly-things; in the world of a sea-urchin we have only sea-urchin things." (1935:45:168)

Uexküll thus shows that organisms in general do not perceive an object in itself (Ding an sich), but signs, "and from these signs, each according to its pre-existing Bauplan, or blue print, build up mental models of the world" (Sebeok 1979: 195).

Thomas Albert Sebeok (b. 1920), one of the most frequently quoted authors in this handbook, is a major figure in twentieth-century semiotics not only because of his own semantic tetralogy (Sebeok 1976; 1979; 1981; 1986b), but also because of his seminal activities as editor-in-chief of the more than seventy volumes of Semiotica (1969ff.), the book series Approaches to Semiotics (1968ff.), Studies in Semiotics (1975-78), Advances in Semiotics (1974ff.), and Topics in Contemporary Semiotics (1984ff.), and numerous editorships of other publications in the field of semiotics (see Bar 1981 and Bouissac et al., eds. 1986). Sebeok's special merit in the history of semiotics is his contribution to the extension of the field of semiotics from its mainly philosophical and linguistic tradition to a larger biosemiotic field covering not only anthroposemiotics, "the totality of man's species-specific signalling systems," but also zoomosemiotics and, as its third domain, endosemiotics, "which studies cybernetic systems within the body" (Sebeok 1976: 3), including semiotic interpretations of immunological reactions and of the metabolic and genetic codes (see Code 5.1).

4.2.4 Addenda to Twentieth-Century Semiotics

Two psychologists and philosophers of the sign from the first decades of the twentieth century whose contributions to semiotics have not yet been forgotten are Gätchenberger and Gomperz. Richard Gätchenberger (1865-1936) wrote a Psychology of the Sign in 1901 and later several other treatises on sematology (cf. Eschbach's introduction to the 1987 reprint of Gätchenberger 1901). Heinrich Gomperz (1873-1942) wrote a treatise on semasiology (Gomperz 1908, cf. Kiesow 1986) which contains a semiotic triangle similar to the more famous one from the influential classic of semantics by Charles Kay Ogden (1889-1957) and Ivor Armstrong Richards (1893-1979) (see Sign 3.1.2).

From the fields of logical semantics and linguistic philosophy, authors who have been included in the history of semiotics (cf. Sebek, ed. 1986) are Alfred North Whitehead (1861-1947), Bertrand Russell (1872-1970), Ludwig Wittgenstein (1889-1951) (for Wittgenstein and semiotics, see Rossi-Landi 1984 and Sebeok, ed. 1986), and the logical positivists Moritz Schlick (1882-1936), Otto Neurath (1882-1942), and Rudolf Carnap (1891-1970). Some aspects of the works of these authors are discussed in the chapters on sign, symbol, meaning, and image.

In the field of cultural semiotics, it is less well known that Paul Valéry (1871-1945) wrote on topics of "séméiologie" and "sémiotique" from 1901. In his theory of signs, Valéry dealt among other things with language, writing, gestures, the poetic sign, myth, signs, and systems. For details see Malmberg (1977: 218-40) and Schmidt-Radefeldt (1984; 1987). Among those who followed Saussure in the project of developing a general theory of signs on a linguistic basis, Eric Buyssens (b. 1900) has been accorded a special chapter by historiographers of semiotics (cf. Sebeok 1976, Caprettini 1980: 180-93, Swiggers 1987). Buyssens's (1943; 1967) studies in structures and functions of nonlinguistic codes and systems, sign languages, and language substitutes have been influential in a direction of modern
semiotics which is known as functional semiotics (cf. Hervey 1982: 154-83), and whose main other representatives are G. Mounin, L. Prieto, and A. and J. Martinet (see especially Code 4.1). A descendant of this school of semiotics is Hervey's own axiomatic semiotics (ibid.: 184-218).

A further addition to the other main representatives of current schools of semiotics, dealt with in other chapters, is Walter A. Koch (b. 1934) and his Bochum school of semiotics. Koch's influential semiotic research began as early as the late 1960s as a sociosemiotic structuralism (Koch 1971b) with investigations in the field of art, literature, and the mass media and has since then developed into a theory of evolutionary cultural semiotics (Koch 1986a) studying semiogenesis (Koch, ed. 1982) with special attention to analogies in the evolution of culture and nature (Koch 1983; 1986b; c).


4.3 Appendix: Geography of Modern Semiotics

Today, at the end of the history of modern semiotics, the historiographer of the theory of signs is faced with worldwide semiotic research activities. Even a merely bibliographical survey of these expanding international activities would go beyond the scope of this handbook. Helbo, ed. (1979) has reports on semiotic activities in fifteen countries. Nöth gives bibliographical information on semiotics in twenty-two countries (1985: 9-10). Sebeok & Umiker-Sebeok, eds. (1986; 1987) have reports on the state of the art in current semiotic research in thirty-one countries, bibliographically supplemented (and expanded to thirty-seven countries) by Withalm (1988). The latter three publications also give a comprehensive survey of the activities of the International Association for Semiotic Studies and of other semiotic associations around the world. Current activities in the field of semiotics are most comprehensively documented in the international "calendar" of projects, meetings, and conferences regularly published by Zeitschrift für Semiotik.
Peirce

Charles Sanders Peirce (1839–1914; pronounced "purse") was early recognized as "one of the great figures in the history of semiotics" and as "the founder of the modern theory of signs" (Weiss & Burks 1945: 383). A universal genius in many sciences, Peirce, who was largely ignored by his contemporaries, is now unanimously acclaimed as America's greatest philosopher. His writings, consisting of thousands of papers, can be discussed here only with respect to three topics of central semiotic concern: Peirce's pansemiotic view of the universe, and his definition and classification of signs. An appendix to this chapter investigates the relevance of Peircean semiotics to text semiotics.

1. Foundations and Survey of Peircean Semiotics

In the history of modern semiotics, Peirce is the major figure of its philosophical branch, which first developed rather independently of the linguistic branch represented by the Saussurean and Hjelmslevian tradition. In contrast to this linguistic branch, Peirce's semiotics aims at epistemological and even metaphysical universality.

1.1 Peirce and the History of Modern Semiotics

The importance of Peirce's work was first recognized in the philosophical branch of semiotics, and only much later in linguistic semiotics.
1.1.1 Peirce and General Semiotics

In the field of general semiotics, Morris was among the first to pursue the Peircean heritage. But Morris left his debt to Peirce largely unacknowledged, and his behaviorist approach is based on positions which are often irreconcilable with Peirce's philosophy (cf. Rochberg-Halton & McMurtry 1983: 141; see also Fisch 1978: 58-60). An influential school of general semiotics, whose goal has been a systematic "reconstruction" of the Peircean theory of signs and its "further development" to a "Basis-theorie" of semiotics, is Bense's Stuttgart School of Semiotics (cf. Bense 1967; 1975; 1981; 1983; 1986, Walther 1974, and Bense & Walther, eds. 1973, critically reviewed by Ketner & Kloesel 1975). The forum of the Stuttgart School of Semiotics is the journal *Semiosis* (1 [1976]ff.). For their contributions to the field of applied semiotics, see 4. and Aesthetics (2.1.1).

Other centers of studies in Peirce's general semiotics are the Peirce Edition Project (Indiana-Purdue University at Indianapolis), the Institute for Studies in Pragmatism at Texas Tech University (editor of the book series Peirce Studies 1 [1979], 2 [1984]), and the *Seminario de Semiótica* at Perpignan (cf. Deledalle 1979; 1987). A forum of American research in Peircean semiotics is *Transactions of the Charles S. Peirce Society* 1 (1965)ff. For further references see 1.2.

1.1.2 Peirce and Linguistic Semiotics

In linguistic semiotics of the Saussurean tradition, Peirce's theory of signs remained undiscovered for many years. Although Ogden & Richards's classic of semantics, *The Meaning of Meaning*, contained a brief outline of Peircean semiotics (1923: 279-90; see also Fisch 1978: 57), the linguistic discovery of Peirce's theory of signs is generally attributed to Jakobson (1965; cf. Malmberg 1977: 93, Bruss 1978, and Language 2.3.1). Since Eco (1968: 198), the basic concepts of Peirce's typology of signs have had a firm place in structuralist accounts of semiotics. A number of authors have focused on the differences between and the few common elements of the semiotic theories of Peirce and Saussure (cf. Köller 1977, Deledalle 1979; Stetter 1979; Vigenere 1979, and Hervey 1982). For a comparison of Hjelmslev's and Peirce's semiotics, see Parret (1983).

1.2 Survey of Peirce's Writings and Peircean Studies

The project of a complete edition of Peirce's works is still far from its completion. The survey of Peircean scholarship must be restricted to his semiotic writings.

1.2.1 Editions of Peirce's Writings

The standard edition of Peirce's works, from which his writings are usually quoted in this handbook (by volume and paragraph), is his *Collected Papers* (Peirce 1931-58). However, this edition, in spite of its eight volumes (in four), is still incomplete and is not a chronological edition. Peirce's *Complete Published Works* (1977a) are so far available only in a microfiche edition, together with the bibliography of his writings and of secondary studies (Ketner et al., comps. 1977). His unpublished manuscripts are also available on microfilm (Peirce 1963-66). A new and more complete chronological edition of Peirce's writings has so far appeared in four volumes (Peirce 1982-89). Some writings on semiotic topics are also included in the four-volume edition of Peirce's mathematical writings (Peirce 1976). Two other important editions are his *Contributions to "The Nation"* (Peirce 1975-79) and his letters to Victoria Lady Welby (Peirce 1977b). Selections from his writings are Peirce (1940; 1958; 1972).

1.2.2 Survey of Peircean Semiotic Studies

Access to Peirce's semiotics is difficult because the founder of modern semiotics never wrote a coherent outline of his complete theory of signs. Furthermore, there have been many terminological changes in the numerous papers on semiotic topics which Peirce produced during the half century of his semiotic research, and these changes have often raised the question whether they also involve a change of the-

1.3 Peirce's Pansemiotic View of the Universe

The point of departure of Peirce's theory of signs is the axiom that cognition, thought, and even man are semiotic in their essence. Like a sign, a thought refers to other thoughts and to objects of the world so that "all which is reflected upon has [a] past" (§ 5.253). Peirce even went so far as to conclude that "the fact that every thought is a sign, taken in conjunction with the fact that life is a train of thought, proves that man is a sign" (§ 5.314; on this thesis, see also Burks 1981 and Singer 1984: 53–73). This semiotic interpretation of man and cognition has a present, a past, and a future dimension:

A man denotes whatever is the object of his attention at the moment; he connotes whatever he knows or feels of this object, and is the incarnation of this form or intelligible species; his interpretant is the future memory of this cognition, his future self, or another person he addresses, or a sentence he writes, or a child he gets." (§ 7.591)

Peirce defended a pansemiotic view of the universe. In his view, signs are not a class of phenomena besides other nonsemiotic objects: "The entire universe is perfused with signs, if it is not composed exclusively of signs" (§ 5.448, fn.). Semiotics in this interpretation turns out to be a universal science about which Peirce wrote to Lady Welby on December 23, 1908: "It has never been in my power to study anything,—mathematics, ethics, metaphysics, gravitation, thermodynamics, optics, chemistry, comparative anatomy, astronomy, psychology, phonetics, economics, the history of science, whist, men and women, wine, metrology, except as a study of semeiotic" (1977b: 85).

1.4 Universal Categories

An essential philosophical foundation of Peirce's semiotics is his system of categories (§§ 1.300ff. and 8.328ff.). While Aristotle had postulated ten, and Kant twelve, ontological categories, Peirce developed a phenomenology based on only three universal categories called firstness, secondness, and thirdness (cf. Zeman 1977: 23–24, Esposito 1980: 163). "Firstness is the mode of being of that which is such as it is, positively and without reference to anything else" (§ 8.328). It is the category of the unreflected feeling, mere potentiality, freedom, immediacy, of undifferentiated quality and independence (§§ 1.302–303, 1.328, 1.531). Secondness involves the relation of a first to a second (§§ 1.356–59). It is the category of comparison, facticity, action, reality, and experience in time and space: "It meets us in such facts as another, relation, compulsion, effort, dependence, independence, negation, occurrence, reality, result." Thirdness brings a second in relation to a third (§§ 1.337ff.). It is the category of mediation (cf. Parmentier 1985), habit, memory, continuity, synthesis, communication (semiosis), representation, and signs.
2. The Sign as a Triadic Relation

As a phenomenon of thirdness, the sign participates in the three categories as follows (Peirce § 2.274): there is a first, called *representamen*, which stands in a triadic relation to a second, called its *object*, "as to be capable of determining a third, called its *interpretant*." For partial terminological equivalents to this triad in other triadic models of the sign, see Sign (3.).

2.1 The Sign and the Process of Semiosis

Peirce defined the sign in terms of a triadic process, called semiosis.

2.1.1 Peirce's Definition of the Sign

In his definitions of the sign, Peirce introduced an idiosyncratic and often changing terminology which has been adopted by few of his followers. In neutral terms, Peirce once referred to his sign model as consisting of a "triple connection of sign, thing signified, cognition produced in the mind" (§ 1.372). One of his more elaborate definitions is:

A sign, or *representamen*, is something which stands to somebody for something in some respect or capacity. It addresses somebody, that is, creates in the mind of that person an equivalent sign, or perhaps a more developed sign. That sign which it creates I call the *interpretant* of the first sign. The sign stands for something, its *object*. It stands for that object, not in all respects, but in reference to a sort of idea. (§ 2.228)

One of the central tenets of Peirce's semiotics is its relational or *functional* character of the sign (see also Greenlee 1973: 23-33). Signs are not a class of objects. They exist only in the mind of the interpreter: "Nothing is a sign unless it is interpreted as a sign" (§ 2.308).

2.1.2 Semiosis

Peirce (§ 5.472) defined this triadic "action of the sign," this process in which the sign has a cognitive effect on its interpreter (§ 5.484), as *semiosis* (or *semeiosis*). Strictly speaking, semiosis, and not the sign, is thus the proper object of semiotic study (cf. Fisch 1978: 23-33). The term *semiosis* is derived from a treatise of the Epicurean philosopher Philodemus (cf. Fisch 1978: 41). Peirce explained that "\( \Sigma\eta\mu\varepsilon\iota\omega\sigma\iota\varsigma \) [ . . . ] meant the action of almost any kind of sign; and my definition confers on anything that so acts the title of a 'sign'" (§ 5.484).

2.2 The Representamen

*Representamen* is Peirce's term for the "perceptible object" (§ 2.230) functioning as a sign. Other semioticians have designated this correlate of the sign as the *symbol* (Ogden & Richards), the *sign vehicle* (Morris), the *signifier* (Saussure), or *expression* (Hjelmslev). Peirce also described it as "a vehicle conveying into the mind something from without," as the sign in its "own material nature" or "as in itself" (§§ 1.339, 8.333-34). Theoretically, Peirce distinguished clearly between the sign, which is the complete triad, and the representamen, which is its first correlate. Terminologically, however, there is an occasional ambiguity because Peirce sometimes also used the less technical term *sign* instead of *representamen* (for example, §§ 2.230, 8.332). Once, Peirce even speaks of the "sign or representamen" (§§ 2.228-29), but in this context his term for the sign vehicle is *ground*.

2.3 Object

Peirce's second correlate of the sign, the object, corresponds to the *referent* of other models of the sign (see Sign 3.2; cf. also Meaning).

2.3.1 Definition of the Object

The object is that which the sign "represents," usually "something else," but in the borderline case of *self-reference*, representamen and object can also be the same entity (Peirce §§ 2.230). This correlate can be a material "object of the world" with which we have a "perceptual ac-
quaintance" (§ 2.330) or a merely mental or imaginary entity "of the nature of a sign or thought" (§ 1.538). It can be a "single known existing thing" (§ 2.232) or a class of things. "The Sign can only represent the Object and tell about it. It cannot furnish acquaintance with or recognition of that Object. [. . .] It presupposes an acquaintance in order to convey some further information concerning it" (§ 2.231).

2.3.2 Immediate and Dynamical Object

Peirce distinguished between two kinds of objects (cf. Eco 1976a and Deledalle 1981), the immediate and the mediate or dynamical object. The immediate object is the "Object within the Sign" (1977b: 83), the object "as the Sign itself represents it, and whose Being is thus dependent upon the Representation of it in the Sign" (§ 4.536). It is thus a mental representation of an object, whether this object actually "exists" or not. The mediate, real, or dynamical object is the "Object outside of the Sign" (1977b: 83). It is "the Reality which by some means contrives to determine the Sign to its Representation" (§ 4.536) or that "which, from the nature of things, the Sign cannot express, which it can only indicate and leave the interpreter to find out by collateral experience" (§ 8.314). Peirce's definitions of the dynamical object seem to have committed him to an ontological realism, but in fact, his semiotic philosophy has overcome the realism-idealism dichotomy (cf. Oehler 1981a). Hesitating to use the term real object, Peirce added "perhaps the Object is altogether fictive" (§ 8.314).

2.4 The Interpretant

Interpretant is Peirce's term for the meaning of a sign. Occasionally, Peirce defined it as "significance" (§ 8.179), "signification," or "interpretation" (§ 8.184).

2.4.1 Pragmatic and Sign Nature of the Interpretant

Peirce gave a pragmatic account of the nature of meaning (cf. Gentry 1952, Alston 1956: 82-85) when he defined the interpretant as "the proper significate outcome" or "effect of the sign" (§§ 5.474-75), or as "something created in the Mind of the Interpreter" (§ 8.179). In accordance with his theory of thought being a sign and his view of interpretation as a process of semiosis, Peirce also defined the interpretant as a sign: "A sign addresses somebody, that is, creates in the mind of that person an equivalent sign, or perhaps a more developed sign. That sign which it creates I call the interpretant of the first sign" (§ 2.228).

2.4.2 Unlimited Semiosis

Since every sign creates an interpretant which in turn is the representamen of a second sign, semiosis results in a "series of successive interpretants" ad infinitum (Peirce §§ 2.303, 2.92). There is no "first" nor "last" sign in this process of unlimited semiosis. Nor does the idea of infinite semiosis imply a vicious circle. It refers instead to the very modern idea that "thinking always proceeds in the form of a dialogue—a dialogue between different phases of the ego—so that, being dialogical, it is essentially composed of signs" (§ 4.6). Since "every thought must address itself to some other" (§ 5.253), the continuous process of semiosis (or thinking) can only be "interrupted," but never really be "ended" (§ 5.264). As Gallie points out, "this endless series is essentially a potential one. Peirce's point is that any actual interpretant of a given sign can theoretically be interpreted in some further sign, and that in another without any necessary end being reached. [. . .] The exigencies of practical life inevitably cut short such potentially endless development" (1966: 126).

2.4.3 The Three Interpretants

Differentiating between the effects of the sign on the interpreter's mind, and in application of his triadic categorial principles, Peirce distinguished three main types of interpretant (§§ 4.536, 5.475-76, 8.314-15, 8.343; cf. Gentry 1952, Greenlee 1973: 117ff., Eco 1976a, Almeder 1980: 28). The first category is the immediate interpretant. It is "the Quality of the
Impression that a sign is fit to produce, not any actual reaction” (§ 8.315). In accordance with his definition of firstness, Peirce defined the immediate interpretant as a semantic potentiality: “I understand it to be the total unanalyzed effect that the Sign is calculated to produce, or naturally might be expected to produce [ . . . ], the effect the sign first produces or may produce upon a mind, without any reflection upon it.” It refers to the “peculiar Interpretablity” of the sign “before it gets any Interpreter” (1977b: 110-11). The second category is the dynamical interpretant. It is the "direct effect actually produced by a Sign upon an Interpreter of it, [ . . . ] that which is experienced in each act of Interpretation and is different in each from that of any other” (ibid.).

The third category, the final interpretant, is associated with the third category of habit and law. "It is that which would finally be decided to be the true interpretation if consideration of the matter were carried so far that an ultimate opinion were reached" (§ 8.184) or "the one Interpretative result to which every Interpreter is destined to come if the Sign is sufficiently considered" (1977b: 111). Meaning as studied in lexicology would be a study of final interpretants. Peirce furthermore distinguished between the emotional, the energetic, and the logical interpretant. This typology has been interpreted by some as synonymous with the above trichotomy (cf. Greenlee 1973: 117), while others (cf. Fitzgerald 1966: 80, Almeder 1980: 28) have interpreted it as a subdivision of the dynamical interpretant.

3. Peirce's Classification of Signs

Peirce developed an elaborate typology of signs (§§ 2.233–71), beginning with a triadic classification of the sign correlates representamen, object, and interpretant into three trichotomies. Considering the possibilities of combining firstness, secondness, and thirdness, he arrived at ten major classes of signs. Later, Peirce postulated ten trichotomies and sixty-six and even 3$^{10}$ = 59,049 classes of signs (§§ 1.291, 4.530, 8.343; cf. Sanders 1970).

3.1 First Trichotomy

From the point of view of the representamen, Peirce subdivided signs into qualisigns (belonging to the category of firstness; cf. 1.4), sinsigns or tokens (secondness), and legisigns or types (thirdness) "according as the sign in itself is a mere quality, is an actual existent, or is a general law" (§ 2.243). "A Qualisign is a quality which is a Sign. It cannot actually act as a sign until it is embodied" (§ 2.244), but in this case it is already a sinsign. The representamen of a sinsign or token is "an actual existent thing or event" (a "singular" sign) (§ 2.245).

"A Legisign is a law that is a Sign. [ . . . ] Every conventional sign is a legisign. It is not a single object, but a general type which, it has been agreed, shall be significant.” Thus, every word of a language is a legisign. But in an individual utterance, the word is also a sinsign. Peirce defined such sinsigns which are occurrences of legisigns as replicas: "Every legisign signifies through an instance of its application, which may be termed a Replica of it. Thus, the word 'the' will usually occur from fifteen to twenty-five times on a page. It is in all these occurrences one and the same word, the same legisign. Each single instance of it is a Replica. The Replica is a Sinsign" (§ 2.246). In linguistics, Peirce's distinction between legisigns and replicas has been widely adopted, but the terms generally used are type (for legisign) and token (for replica).

3.2 Second Trichotomy: Icon, Index, Symbol

This trichotomy classifies signs with respect to the relation between the representamen and object (cf. Burks 1949). Peirce referred to this trichotomy as "the most fundamental division of signs" (§ 2.275). The three members of this trichotomy are icon (firstness), index (secondness), and symbol (thirdness). Peirce's definition of the first class is discussed in detail in Icon (1.). For his criteria of indexicality, see Typology (4.2.2). The symbol, according to Peirce, is the category
of arbitrary and conventional signs: "A *Symbol* is a sign which refers to the Object that it denotes by virtue of a law, usually an association of general ideas" (§ 2.449). "Any ordinary word as 'give,' 'bird,' 'marriage,' is an example of a symbol" (§ 2.298). "Every symbol is necessarily a legisign" (§ 8.335).

### 3.3 The Third Trichotomy

According to the nature of the interpretant, a sign is either a *rheme*, a *dicent*, or an *argument*. This trichotomy "corresponds to the old division [of logic], Term, Proposition, and Argument, modified so as to be applicable to signs generally" (§ 8.337). A term is "simply a class-name or proper-name," while a rheme is "any sign that is not true nor false, like almost any single word except 'yes' and 'no' " (§ 8.337). A rheme (Gr. ἴδια — "word") is a "simple or substitutive sign" (§ 2.309). It is a "Sign of qualitative Possibility [ . . . ] representing such and such a kind of possible Object" (§ 2.250).

A dicent (or *dicisign*) "is a Sign of actual existence" (§ 2.251). Like a proposition, it is an "informational sign" (§ 2.309), but it "does not assert" (§ 8.337). "The readiest characteristic test showing whether a sign is a Dicusign or not is that a Dicusign is either true or false, but does not directly furnish reasons for being so" (§ 2.310). An argument is "a Sign of law" (§ 2.252), "namely, the law that the passage from all such premises to such conclusions tends to the truth" (§ 2.263). While a dicent only affirms the existence of an object, the argument proves its truth.

### 3.4 Ten Principal Classes of Signs

Since every sign is determined by its three correlates, and there are three ways in which every correlate may be characterized, as summarized in Figure P 2, there are theoretically $3^3 = 27$ possible classes of signs. However, some of the possible combinations are semiotically impossible. For example, a qualisign can be only iconic and rhematic, a sinsign cannot be a symbol, and an index cannot be an argument. Such restrictions reduce the number of valid combinations to the following ten principal classes of signs (§§ 2.254-63, 8.341). The semiotically superfluous (presupposed) characterizations are placed in parentheses:

<table>
<thead>
<tr>
<th>Trichotomy</th>
<th>I</th>
<th>II</th>
<th>III</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1. (Rhematic Iconic) <em>Qualisign</em>, for example: &quot;a feeling of red.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>2. (Rhematic) <em>Iconic Sinsign</em>: &quot;an individual diagram.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>3. Rhematic Indecisal Sinsign: &quot;a spontaneous cry.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>4. Dicent (Indecisal) Sinsign: &quot;a weathercock.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>5. (Rhematic) <em>Iconic Legisign</em>: &quot;a diagram, apart from its factual individuality.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>6. Rhematic Indecisal Legisign: <em>a demonstrative pronoun.</em></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>8. Rhematic Symbolic Legisign: &quot;a common noun.&quot;</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>9. Dicent Symbolic Legisign: &quot;an ordinary proposition.&quot;</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

#### Fig. P 2.

Peirce's three trichotomies of signs.

I

| Trichotomy | 1. (Rhematic Iconic) *Qualisign*, for example: "a feeling of red." |    |
|------------|--------------------------------------------------------------------|
|            | 2. (Rhematic) *Iconic Sinsign*: "an individual diagram."           |
|            | 3. Rhematic Indecisal Sinsign: "a spontaneous cry."                |
|            | 4. Dicent (Indecisal) Sinsign: "a weathercock."                    |
|            | 5. (Rhematic) *Iconic Legisign*: "a diagram, apart from its factual individuality." |
|            | 6. Rhematic Indecisal Legisign: *a demonstrative pronoun.*         |
|            | 8. Rhematic Symbolic Legisign: "a common noun."                    |
|            | 9. Dicent Symbolic Legisign: "an ordinary proposition."            |

### 4. Text Semiotic Studies on Peircean Foundations

Parallel to Peircean approaches to language and linguistics, there have been text semiotic studies on Peircean principles since the 1960s. These studies have shown that semiotic features of texts can be revealed with respect to all three
correlates of the Peircean sign, its representamen, its object relation, and its interpretant.

4.1 Survey of Research

The earliest Peircean approaches to the study of texts were proposed in the framework of Bense's (1962) Stuttgart School of Semiotics. A paper by Walther (1962), entitled Textsemiotik, was the first in a series of studies concerned with the application of Peirce's typology of signs to mostly literary texts (Walther 1965a; 1965b; 1971, Gerhardt 1969). The foundations of this approach are outlined in Bense (1967: 73-79; 1969: 91-96). Other analytic studies of literary texts on Peircean principles are Browne (1971), Pignatari (1974), Zoest (1974), Nöth (1980: 66-100), and Eco & Sebeok, eds. (1983). The theory of literature and literary semiotics is examined from the point of view of Peircean semiotics by Köoller (1977; 1980), Sheriff (1981), and Johansen (1986a). Other areas in the field of text semiotics which have become topics of research from a Peircean point of view are rhetoric, stylistics (Kirstein 1982, Podleski 1982), and the theory of metaphor (Gumpel 1984).

The main concern of Bense's text semiotic research was the classification of texts in aesthetic and semantic respects (cf. 1967: 73). However, the essence of textual, and particularly literary, signs cannot be exhausted by a merely taxonomic approach. Within the Peircean framework, a given sign cannot be assigned unambiguously to one class only. Its classification can change with its function, history, the perspective and process of its interpretation. An essential insight into the nature of texts gained from Peirce's semiotics is that "language signs do not have a static structure but form a dynamic event, and that language cannot be adequately studied from the perspective of system, but only from the perspective of process" (Köller 1977: 73). The following quote can therefore be taken as a motto of text semiotic research in the spirit of Peirce: "Symbols grow. They come into being by development out of other signs, particularly from icons, or from mixed signs partaking of the nature of icons and symbols. [. . . ] A symbol, once in being, spreads among the peoples. In use and in experience, its meaning grows" (§ 2.302).

4.2 Textual Representamen

As Bense points out (1967: 73-74), the textual representamen can be qualsign, sinsign, or legisign. Only the study of the particular case can reveal the dominant sign character of a given text. Texts, like all language signs, consist in the first place of legisigns, since they are signs that belong to the repertoire of a general code. This is the most general characterization of textuality. However, in every specific act of text production and text reception, the representamen is a sinsign, being unique in time, space, and communicative situation. More specific features which make a text a sinsign are its characteristics of style, textual originality, and creativity (cf. ibid.).

The focus is on the text as a qualsign, whenever its phonetic-graphemic quality, its visual or sound effects, are considered. In a Peircean interpretation, the Jakobsonian poetic function ("focus on the message for its own sake"; cf. Poetry 1.2) is one of a qualsign. Poeticness of deviation (see Poetry 2.2), by contrast, is based on sinsigns. The legisign character of poetry and literary texts lies in their historical codification through the codes of rhetoric and poetic theory. In Peirce's own aesthetics, art and literature are essentially associated with the category of firstness. The essence of aesthetic creation has to do with "qualities of feelings" (Peirce § 1.43, cf. Sheriff 1981: 66), thus with qualsigns.

4.3 Icon, Index, Symbol

Also from the point of view of its object relation, the textual sign is polyfunctional (see also Johansen 1986a: 115). The text is a symbol insofar as it consists of arbitrary signs. It is predominantly indexical when its primary function is conative (appellative), as in commands, instructions, questions (cf. Bense 1967: 74). Dramatic
texts are predominantly indexical (cf. Theater 3.3.3). Indexicality is furthermore characteristic of realism in literature (cf. Betterini 1971) because of the textual reference to persons, objects, and events in a (more or less) precise temporal, spatial, and social setting.

Textual iconicity can have the form of an image, a diagram, or a metaphor (cf. Icon 1.3). Visual poetry, depicting its objects in the form of its typography (cf. Whiteside 1988), and onomatopoeic poems are examples of texts functioning as images. A case of diagrammatic iconicity is the ordo naturalis, the natural order in a narrative (cf. Browne 1971: 337): the sequence of the textual signs is a linear icon of the sequence of events depicted in the text. Jakobson (1965: 27) quoted Caesar's "veni, vidi, vici" ('I came, I saw, I conquered') as an example. For further aspects of textual iconicity, see Literature (2.1) and Metaphor (4).

4.4 Interpretant and Interpretation

From the point of view of its interpretant, the text is a rheme when it is incomplete, when it has a predominantly expressive function, or when its structure is open to many interpretations (cf. Bense 1967: 75). The theme, as the sign of possibility, and not of factuality, is characteristic of literary and poetic textuality. The essence of fiction and imagination is of a rhematic nature (cf. Johansen 1986a).

Descriptive texts, whether fictional or nonfictional, have the character of a dicent, since they are informational, but nonassertive (cf. 3.3). Scientific and legal texts are predominantly arguments as to their interpretant. From a pragmatic point of view, texts can further be characterized as having different interpretants according to their effects on their interpreters (cf. Kirstein 1982). In this respect, the categories of the dynamical and final interpretant are particularly relevant. Texts that arouse emotions or provoke immediate action, such as larmoyant novels, literature of agitation, and partly advertising, have a dynamical interpretant. The final interpretant is predominant in legal texts and in texts that tend to result in new habits, such as ideologies or fashions.
Morris

Charles William Morris (1901-1979) is a "classic of semiotics" (Posner 1981), whose influence on the development of the history of semiotics was decisive in the 1930s and 1940s. With roots in the semiotics of Peirce, George H. Mead's (1934) social behaviorism and symbolic interaction theory (cf. Posner 1981), American pragmatism (cf. Morris 1970 and Eschbach 1977), empiricism, and logical positivism, Morris developed a general theory of signs by which he intended to contribute to the project of a "Unified Science" (cf. Morris 1938). While the behaviorist foundation of his theory of signs became a focus of criticism in the postbehaviorist era of semiotics (cf. Mounin 1970a: 57-76, Kutschera 1971: 80-88), Morris's broad definition of the scope of semiotics and his threefold subdivision of approaches to semiotics have remained a cornerstone of the foundations of semiotics. In applied semiotics, Morris's theory of signs has been influential in semiotic aesthetics and in the theory of iconicity. His pragmatic typology of discourse is of special interest to text semiotics.

1. Survey of Morris's Semiotic Writings

Morris showed a continued interest in the theory of signs after his dissertation on Symbolism and Reality (1925). His most important contributions to semiotics have been reissued under the title Writings on the General Theory of Signs (1971). The core of these writings are Foundations of the Theory of Signs (1938) and Signs, Language, and Behavior (1946). Morris discussed the reaction to the latter work in the article "Signs about signs about signs" (1948) and published a new summa of his semiotics.
under the title Signification and Significance (1964; only chap. 1 is included in Morris 1971). His semiotic aesthetics is formulated in Morris (1939) and Morris & Hamilton (1965). For bibliographies of Morris's writings and the critique of his work, see Eschbach (1975b) and Fiordo (1977: 191-95).


2. Semiotics and Its Three Dimensions

The "science of signs," as Morris (1938: 1-2) defined semiotics, has a broad scope, ranging from language to animal communication. The factors participating in sign processes determine the three-dimensional framework of semiotic studies.

2.1 The Scope of Semiotics

The scope of semiotics, according to Morris, is both broader and narrower than the science of signs outlined by Peirce.

2.1.1 Peirce and Morris

Both founders of semiotics defined the theory of signs as the study of signs of any kind, including language and any other signs (cf. Morris 1946: 79), but while Peirce conceived of semiotics basically as a science of man, Morris (1946: 83, 366) extended the scope of the general theory of signs to include sign processing by animals (see Zoosemiotics) or, more generally, by organisms. However, while similar in the broad scope of subjects of research, the science of signs conceived by Morris is characterized by a "fundamental departure from the Peircean tradition" (cf. Hervey 1982: 38). While Peirce envisioned a semiotic philosophy based on universal categories of perception and the assumption that "every thought is a sign" (Peirce § 2.253), Morris wanted to develop a science of signs "on a biological basis and specifically within the framework of the science of behavior" (1946: 80). For further differences between Peirce and Morris, see Dewey (1946) and Rochberg-Halton & McMurtrey (1983).

In spite of their difference in approach, Morris agreed with Peirce in the assumption that "something is a sign only because it is interpreted as a sign of something by some interpreter [. . .]. Semiotic, then, is not concerned with the study of a particular kind of object, but with ordinary objects in so far (and only in so far) as they participate in semiosis" (1938: 4; cf. 2.2.1).

2.1.2 The Interdisciplinary Scope of Semiotics

The science of signs, according to Morris, has the following scope: "Semiotic has for its goal a general theory of signs in all their forms and manifestations, whether in animals or men, whether normal or pathological, whether linguistic or nonlinguistic, whether personal or social. Semiotic is thus an interdisciplinary enterprise" (1964: 1). As investigators interested in this enterprise, Morris enumerated "linguists, logicians, philosophers, psychologists, biologists, anthropologists, psychopathologists, aestheticians, and sociologists" (1938: 1).

2.1.3 Science and Instrument of Science

As the theory of signs, semiotics, according to Morris, has a twofold relation to all other sciences (1938: 2): "It is both a science among the sciences and an instrument of the sciences." As individual science, semiotics stud-
ies "things or the properties of things in their function of serving as signs." But "since every science makes use of and expresses its results in terms of signs, metascience (the science of science) must use semiotic as an organon" (cf. Language 2.2.1). Morris was convinced that "since it supplies the foundations for any special science of signs," semiotics is "a step in the unification of science" (ibid.).

2.2 Semiosis and the Dimensions of Semiotics

Morris derived his theory of the three dimensions of semiotics from his model of semiosis.

2.2.1 The Three Components of Semiosis

Semiosis, a term coined by Peirce, was defined by Morris as "a sign process, that is, a process in which something is a sign to some organism" (1946: 366). Semiosis, according to Morris, involves three main factors: "that which acts as a sign, that which the sign refers to, and that effect on some interpreter in virtue of which the thing in question is a sign to that interpreter. These three components in semiosis may be called, respectively, the sign vehicle, the designatum, and the interpretant" (1938: 3). For the further definition of semiosis, see 3.1.

2.2.2 The Three Dimensions of Semiosis

From the three correlates of the triadic relation of semiosis, Morris derived three dyadic relations, which he considered to be the basis of three dimensions of semiosis and semiotics. Accordingly, syntactics studies the relation between a given sign vehicle and other sign vehicles, semantics studies the relations between sign vehicles and their designata, and pragmatics studies the relation between sign vehicles and their interpreters (1938: 6-7). In addition, Morris distinguished two further subdivisions of semiotic studies: pure semiotic, which elaborates "the metalanguage in terms of which all sign situations would be discussed," and descriptive semiotic, which applies this language to the study of instances of semiosis (ibid.: 9). For the interrelation of these five branches of semiotics, see Lieb (1971). The model of the three basic dimensions of semiosis according to Morris is shown in Figure Mo 2.

2.2.3 History of the Three Dimensions

Posner discusses two historical precursors of Morris's triadic subdivision of semiotics (1985b: 75). One is the medieval trivium of the three language arts (see Rhetoric 1.2); the other is Peirce's triadic reinterpretation of this trivium. Peirce distinguished "three branches" of the science of semiotics "in consequence of every representamen being connected with three things, the ground, the object, and the interpretant" (§ 2.229). The first branch is called pure grammar. "It has for its task to ascertain what must be true of the representamens used by every scientific intelligence that they may embody any meaning." The second branch is called logic proper. "It is the science of what is quasi-necessarily true of the representamens of any scientific intelligence in order that they may hold good of any object, that is, may be true." The third branch is pure
rhetoric. "Its task is to ascertain the laws by which in every scientific intelligence one sign gives birth to another, and especially one thought brings forth another" (ibid.). The parallel to Morris's three dimensions is apparent. "Pure grammar" is the precursor of syntax, "logic proper" of semantics, and "pure rhetoric" of pragmatics. For further aspects of Peirce's subdivision of semiotics in the light of Morris's three dimensions, see Deledalle (1979: 71-79) and Rochberg-Halton & McMurtry (1983: 147-52).

2.3 Syntactics, Semantics, Pragmatics

Do Morris's three dimensions of semiotics give an analytically exhaustive subdivision of semiotics? This is so only if the concepts of syntax, semantics, and pragmatics are defined more broadly than they often are in semiotics.

2.3.1 Syntax and Possible Gaps in the Trichotomy

In the history of semiotics after Morris, the three dimensions were soon renamed syntax (instead of syntactics), semantics, and pragmatics (thus, for example, Reichenbach 1947: 15, Carnap 1954: 79). This terminology, however, gave rise to the impression that the three dimensions are insufficient to subdivide the whole field of semiotic research.

Particularly in linguistics, there are branches of study which seem to be excluded from Morris's three dimensions. Thus, linguists have criticized Morris's trichotomy for not providing a framework for the disciplines of phonology and graphemics (see Writing) and for other reasons (cf. Althaus & Henne 1971: 3-4, Trabant 1976a: 42, Lyons 1977: 114-19). A further question is whether Morris's scheme provides a framework for describing the two basic types of relations in language (cf. System 2.1): while the syntagmatic relations can clearly be subsumed under Morris's dimension of syntactics, the place of the paradigmatic dimension is questionable in Morris's scheme. However that may be, the claim for analytic exhaustiveness of Morris's trichotomy can be maintained only if syntactics is defined more broadly than syntax in linguistics, where it is only the study of the rules for combining words into sentences. It is a mere matter of terminology whether this redefined branch of semiotics should be called syntactics, as proposed by Morris, or syntax, as named by his followers.

2.3.2 Syntactics

In contrast to linguistic and logical syntax, Morris generalized his syntactics to cover more than only language signs: "There are, then, syntactical problems in the fields of perceptual signs, aesthetic signs, the practical use of signs, and general linguistics" (1938: 16). Posner (1985b) gives an interpretation of Morris's dimension of syntactics which closes the gaps that have been criticized by the linguists. He points out that Morris actually used three different definitions of syntactics: (1) syntactics as "the consideration of signs and sign combinations in so far as they are subject to syntactical rules" (Morris 1938: 14), (2) syntactics as the study of "the way in which signs of various classes are combined to form compound signs" (Morris 1946: 367), and (3) syntactics as the study of "the formal relations of signs to one another" (Morris 1938: 6).

Posner interprets the scope of syntactics according to definition (3) as including both syntagmatic and paradigmatic relations in language (1985b: 1978). He furthermore claims that syntactics studies the "formal aspects of language" in the sense of Hjelmslevian relations of form, that is, semiotic structure in general (ibid.: 79). In this sense, syntactics comprises most branches of structural linguistics, including syntax, morphology, and even phonology. Whether this expanded scope of syntactics is compatible with Morris's definitions or not, it is important to recognize that paradigmatic relations in text and system are relations of possible substitution in opposition to syntagmatic relations, which are relations of possible combinations of signs. If syntactics is extended to comprise the study of paradigmatic relations, syntactics is defined in a much
broader sense than as the study of sign combinations only.

2.3.3 Semantics

In Morris's early definition, "semantics deals with the relation of signs to their designata," that is, "that which the sign refers to" (1938: 21,3). In this definition, semantics covers only the aspect of reference, not that of sense (cf. Meaning). Later, however, Morris gave a broader definition of semantics. It is "that branch of semiotic which studies the signification of signs" (1946: 366). See further 3.3 and the chapters on semantics and meaning.

2.3.4 Pragmatics

Morris defined "the science of the relation of signs to their interpreters" as "that branch of semiotic which studies the origin, the uses and the effects of signs" (1938: 30; 1946: 365). Morris proposed a scope of pragmatic studies which is much broader than that of pragmatics in current language studies (1938: 30). While the linguist Leech, for example, defines it as "the study of how utterances have meanings in situations" (1983: x), Morris envisioned a study which "deals with the biotic aspects of semiosis, that is, with all the psychological, biological, and sociological phenomena which occur in the functioning of signs" (1938: 30). In this handbook, the chapters on communication, function, hermeneutics, rhetoric, and partly those on zoosemiotics and meaning focus on pragmatic aspects of semiosis. Pragmatics has only recently become a major branch of linguistics (cf. Leech 1983) and of the philosophy of language. For pragmatics in the framework of semiotics, see especially Parret (1983).

2.3.5 Excursus on Sigmatics

In the framework of Marxist semiotics, Klaus (1963; 1964) proposed to extend Morris's three-dimensional framework of semiotics by a fourth dimension called sigmatics. Klaus describes sigmatics as a dimension parallel to semantics (1963: 60). In this definition, semantics is the study of the sign and its conceptual dimension (that is, sense; cf. Meaning), while sigmatics is the study of the referential dimension of signs. Based on his Marxist copy theory of cognition (see Image 2.1.2), Klaus defines this sigmatic dimension as the study of dyadic relations R (S, O) between signs (S) and their "objects of reality" (O) (1964: 14). For the foundations of this semiotic theory in Marxist philosophy, see Bentele & Bystrina (1978: 70-79).

While many semioticians have acknowledged the theory of reference as a constitutive branch of semantics (cf. Meaning 2.), most have rejected the possibility of isolating the study of dyads of the type R (S, O) from the semiotic triad which includes the dimension of sense as the third correlate of semiosis (cf. Meaning). Thus, even the Marxist semiotician Resnikow (1964: 98) refuses to accept sigmatics as a semiotic dimension apart from semantics.

3. Sign and Typology of Signs

In the course of his writings from 1938 to 1964, Morris revised or differentiated several of his basic concepts (cf. Dutz 1979 and Hervey 1982), but his behavioristic approach remained a common denominator of his varying definitions of basic concepts of semiotics.

3.1 The Sign

Signs, in Morris's definition, are constituted in situations of sign use involving the three components of semiosis. Morris interpreted such processes in terms of semiotic mediation and in terms of behaviorism.

3.1.1 Semiotic Mediation

In a preliminary definition, Morris described semiosis as a process of semiotic mediation (cf. Sign 1.3.3): "A sign is used with respect to some goal if it is produced by an interpreter as a means of attaining that goal; a sign that is used is thus a means-object" (1946: 368). The three terms of semiosis, the sign vehicle (S), the
designatum (D), and the interpretant (I), constitute the following mediational relation: "S is a sign of D for I to the degree that I takes account of D in virtue of the presence of S" (Morris 1938: 4). Sign vehicles are thus mediators, and "semiosis is accordingly a mediated-taking-account-of" (ibid.).

3.1.2 The Behaviorist Definition of the Sign

Morris wanted to overcome the shortcomings of the mentalist tradition of semiotics and pursued the goal of developing an "empirical science of signs" which abandons "terms whose reliability cannot be checked by observation" (1946: 105-106). His scientific ideal was behaviorism and a science on a biological basis. Within this framework, the sign is "roughly: something that directs behavior with respect to something that is not at the moment a stimulus" (ibid.: 366). A prototype of semiosis is observable in the conditioned response of a dog trained to seek food at a certain place on hearing a buzzer (ibid.: 83-84). Early behaviorists such as Pavlov had described the buzzer as a substitute stimulus evoking the same response (namely, salivation) as the original stimulus (food). Morris refused to equate the sign generally with a substitute stimulus (ibid.). He knew that signs do not necessarily evoke a direct response in the sense of "an action of a muscle or gland" (ibid.: 365) and that signs are not mere substitutes of their designata. The stimulus in semiosis is rather a preparatory-stimulus, one that influences reactions to other stimuli in other situations, and the response is not a singular event, but an empirically observable class of similar events called a behavior-family. The sign is then defined as follows: "If A is a preparatory-stimulus that, in the absence of stimulus-objects initiating response-sequences of a certain behavior-family, causes in some organism a disposition to respond by response-sequences of this behavior-family, then A is a sign" (ibid.: 366).

3.2 Signification and Denotation

The semantic dimension of the sign is also defined in behavioristic terms (cf. Meaning 4.1 for other behaviorist approaches to semantics). Morris reinterpreted the Peircean interpretant as "the disposition in an interpreter to respond, because of the sign" (1946: 93). As semantic correlates of the sign vehicle, Morris distinguished between significatum and denotatum (ibid.). These terms correspond closely to the sense-reference dichotomy (see Meaning 1.1.2) in the version adopted in logical semantics, namely, the distinction between intension ("the property designated by a predicate") and extension ("the class of individuals having this property"; cf. Carnap 1954: 40). Morris, however, reinterpreted both categories in behavioristic terms: Anything which would permit the completion of the response-sequences to which the interpreter is disposed because of a sign will be called a denotatum of the sign. A sign will be said to denote a denotatum. Those conditions which are such that whatever fulfills them is a denotatum will be called a significatum of the sign. A sign will be said to signify a significatum (1946: 93-94).

Returning to the example of Pavlov's dog, Morris interpreted the buzzer as the sign, the dog as the interpreter, the disposition to seek food at a certain place as the interpretant, "food in the place sought which permits the completion of the response-sequence" as the denotatum, and "the condition of being an edible object in a given place" as the significatum (ibid.: 94). In his earlier writings, Morris wanted to give a purely referential account of meaning at the neglect of the aspect of sense. At that time, he distinguished between the denotatum (an actually existing member of a class of objects of reference) and the designatum (the class of referential objects—where a class may have many, one, or no members) (1938: 5).

3.3 Typology of Signs

Morris developed an elaborate typology of signs, some based on pragmatic, others on semantic criteria (1946: 20ff.). Only a few characteristic examples of his typology can be given below.
3.3.1 Some Pragmatically Determined Types of Sign

Since signs, according to Morris (1946: 9697), are formed by assigning similar sign vehicles to sign-families (see 3.1.2), signs usually belong to the class of plurisituational signs. These signs signify in many situations, while unisituational signs have significations in only one situation. In another pragmatic category, the criterion is the sign user: "To the degree that a sign has the same significations to a number of interpreters it is an interpersonal sign; to the degree that this is not so the sign is a personal sign" (ibid.). According to the degree to which the user can rely on finding a denotation in connection with a sign vehicle, Morris distinguished between reliable and unreliable signs (ibid.: 98).

A subclass of interpersonal signs is called consigns (ibid.: 111). A consign "has the same significations to the organism which produces it that it has to other organisms stimulated by it." These pragmatic criteria are the basis for Morris's definition of language or, as he calls it, lansign-systems: "A language is a set of plurisituational consigns restricted in the ways in which they may be combined" (ibid.: 113).

3.3.2 Some Semantically Determined Types of Sign

Several of Morris's typological categories are based on semantic criteria, for example:

- **Vague sign**: "its significatum does not permit the determination of whether something is or is not a denotatum; otherwise it is precise."
- **Unambiguous sign**: "it has only one significatum"; otherwise it is ambiguous.
- **Singular sign**: "a sign whose significations permits only one denotatum; otherwise it is general."
- **Synonymous signs**: "belong to different sign-families and yet have the same significations" (1946: 359-68).

3.3.3 Icon, Index, and Symbol

Morris gave the following reinterpretation of the famous Peircean trichotomy (1938: 24): "An indexical sign designates what it directs attention to." The index is opposed to a sign which "characterizes that which it can denote. Such a sign may do this by exhibiting in itself the properties an object must have to be denoted by it, and in this case the characterizing sign is an icon; if this is not so, the characterizing sign may be called a symbol" (ibid.). Instead of the category of index, Morris later introduced the sign type of identifior (see Typology 4.2.3). For Morris's theory of iconicity, see Icon (2.1).

3.3.4 Signals vs. Symbols

Morris also discussed the distinction between signals and symbols, which—sometimes under the designation of sign vs. symbol—many semioticians have considered the most basic one in the theory of signs (cf. Typology 1.2.2, 3.1). In his definition, "a symbol is a sign produced by its interpreter which acts as a substitute for some other sign with which it is synonymous; all signs not symbols are signals. [. . .] A person may interpret his pulse as a sign of his heart condition [. . .] such signs are simply signals; his resulting words—when substitutes for such signals—would however be symbols" (1946: 100-101).

4. Morris's Semiotic Typology of Discourse


4.1 Modes of Signifying

According to the nature of the environment in which an organism operates, Morris distinguished three major pragmasemantic modes of signifying (1946: 142). The buzzer, for example, "designates food in a certain place, appraises this positively in relation to hunger,
and prescribes the response of acting in a certain way." This case of semiosis illustrates the desigative, appraissive, and prescriptive modes of signifying. All three modes may be involved to varying degrees in any act of semiosis, but statements are predominantly desigative, valuations predominantly appraissive, and imperatives predominantly prescriptive.

Two further less important modes of signifying distinguished by Morris are the identificative mode—it designates locations in space and time—and the formative mode designating formators. Formators are language signs having only contextual functions, such as conjunctions, quantifiers, other function words, and punctuation marks. All of these modes are defined in behavioristic categories. Formators, for example, are "signs that dispose their interpreters to modify in determinate ways the dispositions to response occasioned by other signs in the sign combinations in which the formator appears" (ibid.: 362).

4.2 Dimensions of Sign Use

While the modes of signifying characterize the sign predominantly in its semantic dimension, the dimensions of sign use focus on the pragmatic aspects of semiosis, the "question of the purpose for which an organism produces the signs which it or other organisms interpret" (Morris 1946: 172). Four primary sign usages are distinguished which evince a certain parallelism to the main modes of signifying. Depending on the organism's behavioral goals, there is (1) informative usage when the sign is used to inform about something, (2) valuative usage when it is intended to aid in the preferential selection of objects, (3) incitive usage when it incites response-sequences, and (4) systemic usage when it organizes sign-produced behavior into a determinate whole (cf. ibid.: 174-75). When the goal of these modes of usage is attained, the informative usage was convincing, the valuative usage was effective, the incitive usage was persuasive, and the systemic usage was correct (cf. ibid.: 176).

4.3 Discourse Typology

Morris was convinced that the major types of discourse in everyday life can be distinguished by two dimensions of criteria, the characteristic mode of signifying and the primary mode of sign use (1946: 203-205). In every discourse type there is one dominant mode of signifying and a primary usage. Fictive discourse, for example, is predominantly desigative in the way it signifies the events of a story. It minimizes appraisals and prescriptions. The communicative purpose of fiction, according to Morris, is valuative since it aims to induce the reader to evaluate the events represented in the story. It does not inform or tell us how to act. Altogether, Morris gave sixteen examples of discourse types distinguished by the criteria of use and signification (Fig. Mo 3).

<table>
<thead>
<tr>
<th>Mode</th>
<th>Use</th>
<th>Informative</th>
<th>Valuative</th>
<th>Incite</th>
<th>Systemic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Designative</td>
<td>Scientific</td>
<td>Fictive</td>
<td>Legal</td>
<td>Cosmological</td>
<td></td>
</tr>
<tr>
<td>Appraissive</td>
<td>Mythical</td>
<td>Pothic</td>
<td>Moral</td>
<td>Critical</td>
<td></td>
</tr>
<tr>
<td>Prescriptive</td>
<td>Technological</td>
<td>Political</td>
<td>Religious</td>
<td>Propagandistic</td>
<td></td>
</tr>
<tr>
<td>Formative</td>
<td>Logico-mathematical</td>
<td>Rhetorical</td>
<td>Grammatical</td>
<td>Metaphysical</td>
<td></td>
</tr>
</tbody>
</table>

Fig. Mo 3.
Morris's examples of the major types of discourse (1946: 205).
Saussure

Ferdinand de Saussure (1857-1913) is the undisputed founder of modern linguistics (cf., e.g., Lyons 1968: 38). Moreover, the basic principles of his theory of language have profoundly influenced the development of structuralism. The importance of Saussure's work in the history of semiotics, however, has received a mixed evaluation. The core of Saussure's contribution to semiotics is his project for a general theory of sign systems which he called semiology. A basic element of this theory is Saussure's sign model. Other important principles of the Saussurean semiotic tradition are discussed in the chapters on arbitrariness, structure, and system. It should be emphasized that the whole range of Saussure's contributions to linguistics cannot be outlined in a handbook dealing with the broader scope of semiotics.

1. Saussure's Work and Saussurean Studies

With his semiotic antipode and contemporary Charles Sanders Peirce, whose work remained unknown to him (cf. Sebeok 1979: 183-86), Saussure shared the fate of having become world famous only posthumously. Unlike Peirce, however, Saussure was successful in an academic career. After study in Leipzig (1876-80) and a teaching position at the Sorbonne (1881-91), he taught Indo-European and general linguistics at the University of Geneva (1891-1912). For Saussure's biography see Sebeok, ed. (1966: 87-110), Mounin (1968b), Godel (1957), de Mauro (1972, in Saussure 1916c: 319-89), Koerner (1973: 20-37), and Culler (1976).

Saussure developed his ideas for a general theory of language and sign systems in three courses given between 1907 and 1911. Since
many of the manuscripts for these courses were destroyed by the author himself, Saussure's *Cours de linguistique générale* was published in 1916 from notes taken by his students Bally and Sechehaye. This edition (1916a) was supplemented with critical notes to a new standard edition (1916c) by de Mauro in 1972. The first English translation by W. Baskin (Saussure 1916b) appeared in 1959. The new translation of 1986 by Roy Harris presents Saussure's (1916c) *Course* in a revolutionized terminology (for example: the *signifiant*-*signifié* dichotomy is translated as *signification*-*signal*). This new terminology has not been adopted in this handbook. It differs too much from the tradition of Saussurean exegesis which has become the current semiotic terminology. Text critical research by Godel (1957), and the monumental critical edition by Engler (Saussure 1916d), which gives a synopsis of all available notes by Saussure and his students, have contributed to the reconstruction of Saussure's original system of thought.

Most European introductions to linguistics give a good account of Saussure's contributions to the theory of language (e.g., Lyons 1968). A bibliography on Saussure's work and its study is Koerner (1972a; b). Monographic studies are Derossi (1965), Mounin (1968b), Koerner (1973), Calvet (1975), Culler (1976), Scheerer (1980), and Wunderli (1981a). Studies with particular interest in Saussure's contribution to the development of semiotics are Godel (1975), Engler (1975b; 1980), Culler (1976: 90-117), Vigener (1979), Krampen (1981b), Percival (1981), and Wunderli (1981a: 11-49). For the reception of Saussure's work in England and the United States see, e.g., Wells (1947), de Mauro (in Saussure 1916c: 371-73), and the special issue of the journal *Semiotext[e]* (vol. 1, no. 2, 1974) entitled "The Two Saussures."

2. Saussure's Semiological Project

Semiology was at first only the project of a future science of sign systems, but Saussure indicated its place within a general system of the sciences. For the terminological equivalence between *semiology* and *semiotics* since the 1970s, see History (1.2.4).

2.1 Definition and Concept of Semiology

The term *semiologie* was apparently coined by Saussure himself to designate the "not yet existing" general science of signs (cf. Engler 1980). An alternative term suggested in a different context was *signologie* (1916d: § 3342: 6). Semiology is not to be confounded with semantics, the study of meaning in language (see History 1.1.3). Saussure gave the following outline of his project of a future semiology:

A science that studies the life of signs within society is conceivable; [. . .] I shall call it *semiologie* (from Greek *semeion* "sign"). Semiology would show what constitutes signs, what laws govern them. Since the science does not yet exist, no one can say what it would be; but it has a right to existence, a place staked out in advance. (1916b: 16)

2.2 Saussure's Program for Semiological Research

Saussure commented frequently on the "mass of semiological data" (1916b: 19) to be studied within the framework of semiotics without giving a detailed analysis of most of those sign systems.

2.2.1 Examples of Semiological Systems

Saussure gave the following examples for sign systems besides language: "Language is a system of signs that express ideas, and is therefore comparable to the system of writing, the alphabet, the alphabet of deaf-mutes, symbolic rites, polite formulas, military signals, etc. But it is the most important of all these systems" (1916b: 16). Other sign systems mentioned elsewhere by Saussure as further topics of semiological research are Braille, the maritime flag code, military trumpet signals, cipher codes, and the Germanic myths (cf. Wunderli 1981a: 20-21).
2.2.2 Saussure’s Contribution to Literary Semiotics

Only in the field of literature did Saussure undertake more extensive studies of sign systems other than language. In his mythological studies (cf. Avalle 1973a; b) the Germanic Nibelungen legend is described as a "system of symbols" and "part of semiology," where "these symbols are unconsciously subject to the same variations and laws as any other series of symbols, for example, the symbols which are the words of language" (Starobinski 1971: 5). Besides this mythological study, Saussure has become noted for a second study in the semiotics of literature, dealing with anagrams in Latin poetry (cf. Starobinski 1971, Culler 1976: 106-114). Both studies were discovered only in the 1970s. For Saussure's influence on structuralist and poststructuralist theories of literature, see especially Tallis (1988).

2.2.3 Semiology as Anthroposemiotics

Although Saussure's outline of semiological research is only sketchy, his examples show that his concept refers to a semiotics of culture, or perhaps to the field of anthroposemiotics (see Semiotics 1.1). Zoosemiotic phenomena or even natural signs as discussed within Peirce's universal semiotics have no place in Saussure's program of semiology, for one of the fundamental tenets of Saussurean semiology is the principle of arbitrariness and conventionality of signs. The importance of this principle for semiological research is emphasized in the following passage:

When semiology becomes organized as a science, the question will arise whether or not it properly includes modes of expression based on completely natural signs, such as pantomime. Supposing that the new science welcomes them, its main concern will still be the whole group of systems grounded on the arbitrariness of the sign. In fact, every means of expression used in society is based, in principle, on collective behavior or—what amounts to the same thing—on convention. [. . .] Signs that are wholly arbitrary realize better than the others the ideal of the semiological process. (1916b: 68)

2.3 Semiology and Linguistics within the System of Sciences

At various points in his lectures, Saussure showed a great interest in the classification of the sciences. Within semiology, a dominant role is assigned to linguistics.

2.3.1 Semiology as a Branch of Sociology and Psychology

Saussure's semiology was already mentioned in 1901 in the classification of the sciences by the Genevan contemporary Adrien Naville (cf. Saussure 1916c: 352; Engler 1980: 4-5). Naville classified semiology as an essential part of sociology and defined the latter, and thus also semiology and linguistics, as sciences of laws. Saussure later assigned semiology to social psychology, suggesting that it is the task of the psychologist to determine the exact place of semiology within the sciences (1916b: 16). At various other points, however, Saussure referred to semiology as a science of social institutions, a discipline related to the study of judiciary institutions (1916d: 45, 49, 51).

2.3.2 Linguistics as the Patron Général of Semiotics

Within semiology, Saussure attributed a special role to linguistics. Since

signs that are wholly arbitrary realize better than the others the ideal of the semiological process, that is why language, the most complex and universal of all systems of expression, is also the most characteristic; in this sense linguistics can become the master-pattern [patron général] for all branches of semiology although language is only one particular semiological system. (1916b: 68)

This famous thesis of linguistics as the patron général of semiotics has often been misinterpreted. Influential schools of semiotics held that language is a sign system that is dominant in relation to other semiotic systems. From this (and for other reasons), Barthes even drew the conclusion that semiology should be considered a branch of linguistics (see Language 2.2). However, this was not Saussure's own argument. Elsewhere (1916d: 48), Saussure even
argued that the special place of linguistics within semiology is only a matter of chance, since theoretically language is only one among many semiological systems. The special role of linguistics within semiology is, however, not purely due to chance. Following the Course and Naville's account of Saussure's semiology (Engler 1980: 4), there are three arguments which characterize language in relation to other sign systems: (1) The first argument is practical or empirical: Language is the most important of all sign systems. (2) The second argument is from the history of science (and semiotics): Linguistics is the most advanced of all semiological sciences. (3) The third argument is heuristic: "Language, better than anything else, offers a basis for understanding the semiological problem" (1916b: 16).

2.4 "Design Features" of Language

One of Saussure's main interests was the attempt to define the distinctive features of language in relation to other sign systems. Thus, long before the semiotic discussion about the design features of language (see Language 3.1), Saussure arrived at a list of semiotic characteristics of language, which Wunderli summarizes as follows (1981a: 33): (1) highest degree of arbitrariness; (2) social institution: dependence on the whole of the social community that uses the language; (3) immutability: independence from individual acts of volition or social legislation; (4) no predetermined units: lack of any a priori delimitation in the linguistic form of expression; (5) productivity: unlimited semantic possibilities with a limited inventory of signs; (6) acoustic manifestation.

3. Saussure's Theory of the Sign

Saussure (1916b: 65-70; 102-103; 114) elaborated his sign model only in order to analyze the "nature of the linguistic sign." In the semiological tradition following Saussure, this linguistic sign model was also transferred to nonlinguistic signs. This transfer seems to be compatible with the semiological program. Fundamental aspects of Saussure's theory of the sign are its bilateral structure, its mentalistic conception, the exclusion of reference, and the structural conception of meaning. Another basic aspect is the arbitrariness of the linguistic sign. With these features, Saussure's sign theory is opposed both to unilateral and to triadic models of the sign. For research in Saussure's theory of the sign, see Derossi (1965), Koerner (1972b; 1973), Avalle (1973b), Vigener (1979), Jäger & Stetter, eds. (1986).

3.1 The Bilateral Model

Saussure's two-sided or bilateral sign model comprises three terms, the sign and its constituents signifier and signified. The distinctive feature of its bilaterality is the exclusion of the referential object.

3.1.1 The Two-Sided Sign

According to a simile given by Saussure, the linguistic sign can be compared with the two sides of a sheet of paper: "Thought is the front and the sound the back; one cannot cut the front without cutting the back at the same time" (1916b: 113). This simile of the two-sided sign has led to the designation of the Saussurean sign as bilateral or dyadic. In this sense, Saussure defined the linguistic sign as a "two-sided psychological entity" consisting of a concept and a sound-image (ibid.: 66; for these terms see 3.2). Figure S 2 represents these two sides within an ellipse which stands for the sign as a whole. An exemplification of the model shows the Latin word arbor as a sequence of sounds referring to the concept 'tree.' The arrows indicate the "psychological association" between sound-image and concept. Their directions refer to the processes of speech production and reception within Saussure's speech circuit (see Communication 3.2.1).
3.1.2 Sign, Signifier, and Signified

For the two sides which constitute a sign, Saussure later introduced the new terms signifié (for concept) and signifiant (for sound-image) (1916b: 67; the English translation is signified and signifier). The reason for this terminological innovation was that these two terms "have the advantage of indicating the opposition that separates them from each other and from the whole of which they are parts" (ibid.). Thus, three notions are involved in Saussure's dyadic sign model. The sign [signe] designates the whole which has the signified and the signifier as its two parts (see Fig. S 3). For Saussure's use of signification as a fourth term in his semiological theory, see Wunderli (1981b). (The termi-
isted (structurally) beyond the signifier and the signified. His semiology operated totally within the sign system. Since only a semiological system gives structure to the otherwise amorphous world, the referential object is excluded from semiotic consideration.

One of the objections which have been raised against the exclusion of the referential object is that Saussure's argument of the arbitrary nature of signs (see Arbitrariness 2.1) necessarily requires reference to characteristics of objects in the world. Helbig even argues that in this respect Saussure's argumentation changes to a triadic sign model (1974: 40). It is true that Saussure claimed that arbitrariness is a relation between signifier and signified, and not the object (1916b: 69). But when he argues that "the signified 'ox' has as its signifier b-o-f on one side of the border and o-k-s (Ochs) on the other" (ibid.: 68), the tertium comparationis of these French and German signifiers cannot be the same. It must be the extrasemiotic object after all, for there are two signifieds involved, since these are determined by their value in two sign systems (cf. Arbitrariness 2.3.2).

3.4 Meaning as Semantic Structure

Concept and signified are terms which lead into the semiotic dimension of semantics. Apparently, these concepts closely correspond to the more general semiotic terms meaning and content. What is the "meaning of meaning" in Saussure's semiology? Besides his mentalistic interpretation of meaning and his exclusion of the referential object from the sphere of semantics, Saussure's main contribution to this question lies in his view of meaning as form or as a differential value.

3.4.1 Meaning: Not Substance but Form

Parallel to his rejection of an "objective world," Saussure also objected to the notion that "ready-made ideas exist before words" (1916b: 65). For Saussure, nothing existed outside of the semiological system of signifiers and signifieds. Thought, considered before language, "is only a shapeless and indistinct mass. [. . .] Without language, thought is a vague, uncharted nebula. There are no pre-existing ideas, and nothing is distinct before the appearance of language" (ibid.: 111-12).

These arguments are part of Saussure's (cf. 1916b: 113) thesis that semiology is a science of forms, not of substances, a theory which was further elaborated by Hjelmslev. Form, in this context, means structure. It does not refer to the signifier, as the popular form-content dichotomy might suggest. Form can exist only as structure within a system. Outside of the semiological system, ideas belong to an amorphous presemiotic substance. Within the sign system, both signifiers and signifieds are therefore form, not substance.

3.4.2 Meanings as Differential Values

According to Saussure's structuralist view of semantics, meaning is the value of a concept within the whole semiological system (see System 2.2.1). These semantic values form a network of structural relations, in which not the semantic concepts as such, but only the differences or oppositions between them are semiotically relevant (see Structure 2.1). Although it was Hjelmslev who systematically elaborated this idea of structural semantics, Saussure set the guidelines of this structuralist view of language with arguments such as:

Language is a system of interdependent terms in which the value of each term results solely from the simultaneous presence of the others. [. . .] Content is really fixed only by the concurrence of everything that exists outside it. Being part of a system, it is endowed not only with a signification but also and especially with a value." (1910b: 114-15)

An exemplification of the semantic theory of value given by Saussure (ibid.) is the meaning of French mouton compared to English sheep. The value of the English term is different from the French one because English opposes sheep to mutton, while French does not have this difference of semantic value. Thus, the different place of sheep within the English language system also accounts for the difference in meaning.
4. The Dyadic Tradition: Between Semiotic Monads and Triads

In contradistinction to Peirce, whose philosophy is imbued with triadic ideas, most of Saussure's basic concepts are based on dyads. He rejected monadic sign models and established a dyadic tradition (with Hjelmslev as his most important follower). There are few precedents to this strictly dyadic semiology in the history of semiotics.

4.1 Rejection of Monadic Sign Models

Bilateral sign models are opposed both to monadic (or monolateral) and to triadic models of signs. Monolateral concepts of the sign are without much theoretical importance in semiotics. They occur in colloquial language when the sign is identified with its sign vehicle or signifier (cf. Helbig 1974: 38). Saussure criticized this colloquial use of the term *sign:* "In current usage the term [sign] generally designates only a sound-image, a word, for example *arbor,* etc.). One tends to forget that *arbor* is called a sign only because it carries the concept 'tree' " (1916b: 67). (For his own inconsistencies in this point, see 3.1.2). But monadic sign models also occur in certain theories of semantics which consider meaning and the referential object as extralinguistic facts to which the sign vehicle is correlated (cf. Wiegand 1970). It was one of these approaches to meaning which Saussure criticized as naive when he argued that the elements of language should not be regarded as a nomenclature, a list of terms, each corresponding to objects (1916a: 97; 1916b: 65).

4.2 The Dyadic and the Triadic Traditions

Many semioticians consider Saussure's dyadic sign model, with its exclusion of the referential object, one of the most distinctive features of Saussurean semiology. While many have followed this dyadic tradition, some have argued that the triadic model proposed by Peirce is superior for the solution of semiotic problems (cf. Kolier 1977: 25-33).

The dyadic model has certain precursors in the history of semiotics (cf. Koerner 1973: 31224). In the dialectics of the Stoics, it appears as the dichotomy of *semainon* *(σημαίνον)* and *semainomenon* *(σημαίνομενον)* (cf. Brekle 1985: 51). With reference to this tradition, Jakobson (cf. 1965: 345) introduced the Latin translation of these terms, *signans* and *signatum,* as the equivalent of Saussure's *signifier* and *signified* (with *signum* as the superordinate term for the whole sign). But it is in fact controversial whether this tradition is a genuinely dyadic one, or whether it is only part of an essentially triadic model which includes the referential object as a third category. While Jakobson considered the dyadic sign concept "more than a bimillenary model" (ibid.), Coseriu (1970) and Lieb (1981a) emphasize the triadic character of this tradition. Foucault discusses the sign model of Port-Royal as a precursor of the dyadic tradition, quoting Arnauld's definition (see History 3.1.2): "The sign encloses two ideas, one of the thing representing, the other of the thing represented" (1966a: 63-64). But Rey argues that with the referential object, which is mentioned elsewhere in the *Port-Royal Logic,* a third dimension is also implied in this sign theory (1973: 119). However, the question whether a sign model has a dyadic or a triadic character cannot be resolved on the basis of terminological comparison, as some studies suggest. (For such a comparison, see Sign, Fig. Si 1.) It is irrelevant whether Saussure or other sign theoreticians use a term such as *object* or *chose* somewhere in their discussion. The question is whether this term has a systematic place within the semiotic theory. For Saussure's system of semiology this is certainly not the case.

5. System, Langue-Parole, Synchrony-Diachrony

Another major contribution of Saussure to the history of semiotics is his analysis of sign phenomena *qua* system. These aspects of Saussurean semiology are discussed in detail in the chapters on system and structure, but two re-
lated Saussurean dichotomies have to be mentioned here as an addendum, langue vs. parole and synchrony vs. diachrony. Saussure's primary interest was in language as a system or a code, and a social phenomenon. He called this linguistic system language (la langue) and opposed it to speech (la parole). Speech is the individual's use of the social sign system in speech acts and texts.

Saussure's concept of language is a rather static one. In order to isolate linguistic structures from their historical evolution, Saussure introduced the dichotomy of synchrony and diachrony. Synchronic analysis studies a sign system at a given point of time, irrespective of its history. Diachronic analysis studies the evolution of a sign system in its historical development. Since linguists before Saussure were concerned primarily with the history of language, Saussure's suggestions for the study of language in a synchronic perspective meant a new paradigm in the history of linguistics.

6. Saussure and the Development of Semiotics

Saussure's contribution to the development of semiotics has received a mixed evaluation.

6.1 Saussure as a Founder of Semiotics

In the Romance countries, Saussure was for a long time considered the real founder of semiotics (e.g., Prieto 1968: 93). Hardly any semiotic study in these countries fails to pay tribute to Saussure's project of semiology (e.g., Bayssens 1943: 5-6; and see Barthes).

6.2 Saussure as a Precursor of Semiotics

Yet, Mounin gives a restrictive evaluation of Saussure's place in the history of semiotics (1968b: 33). He argues that Saussure's concern for semiology was motivated primarily by his interest in the classification of the sciences (pace Godel 1975: 3). In his opinion, Saussure's Cours is important for linguistics, but the semiological project is only a rough outline from which neither theoretical nor methodological consequences are drawn. Thus, Mounin evaluates Saussure not as the founder but only as an initiator or a precursor of semiotics. Saussure's contribution to progress in semiotics is also estimated as modest by Jakobson (1975: 12), and Sebeok (1976: 153) likewise considers the high evaluation of Saussure's achievement for the history of semiotics "a downright distortion of true historical equilibrium."

6.3 Heuristic Importance of Saussure

In fact, Saussure's contribution to a general theory of signs has been only minor. He had little to say about nonlinguistic signs and was not concerned with questions such as the general typology of signs. Nevertheless, his historical influence in semiotics has been considerable in two respects, heuristics and systematics of semiotics.

As to heuristics, Saussure's idea of linguistics as a patron général of semiology has been most influential in the structuralist-semiological tradition. With this guideline, nonlinguistic sign systems have been analyzed according to principles derived from linguistics. The model of language served as a heuristic instrument in the analysis of other sign systems. As to semiotic systematics, Saussure has drawn the researchers' attention to the necessity of studying signs within systems. His ideas in this respect have had a decisive influence on the development of the semiotic theory of codes. Ideas of semiotic structure and systematicity have little precedent in the more philosophical tradition of semiotics represented by Peirce. Thus, it is probably justified to agree with Hervey, who designates both Peirce and Saussure as pioneers of modern semiotics (1982: 9).
Hjelmslev

Louis Hjelmslev ([jɛ̃msleu], 1899–1965) was the founder of a school of radically structuralist linguistics, known as glossematics or the Copenhagen School of Linguistics. Language, in the theory of glossematics (from γλωσσά, 'language'), comprises both "linguistic" and "nonlinguistic languages," and this extended scope of research made glossematics an important school of semiotics. Hjelmslev's model of the sign and of language and his concepts of structure, text, and system have had considerable influence on later developments in general semiotics. His theory of connotation is the foundation of a glossematic theory of literature and aesthetics. For Hjelmslev's academic biography, see Fischer-Jørgensen (1965).

1. Hjelmslev's Contribution to Semiotics

In spite of objections that have been raised against Hjelmslev's structuralist formalism in linguistics, the founder of the Copenhagen School has meanwhile been acknowledged to be a classic of semiotics (cf. Krampen et al., eds. 1981).

1.1 Survey of Hjelmslev's Work

The foundations of Hjelmslev's semiotics lie in Saussure's structural linguistics and semiology. In the context of linguistic structuralism, glossematics is distinguished by its formalism from the functionalism which characterizes the Prague School structuralism. Another distinctive feature of glossematics is its theory of structural homology between the expression and the content planes of language, which A.
Martinet found to be incompatible with his theory of double articulation (cf. Language 4.1.1). See also Christensen (1967), Helbig (1974: 60-72), Lepschy (1975), and Metz (1977a: 11-30) for further differences between glossematics and other schools of linguistics.


1.2 Hjelmslev's Influence in Semiotic Studies

Hjelmslev's place in the history of semiotics has been disputed. On the one hand, there has been criticism of his abstract formalism and "terminological extravagance" (Haas 1956: 110). Among others, Mounin misses the empirical relevance of Hjelmslev's theory and criticizes his "rather naive axiomatic, based on a no less naive logic" (1970c: 99). On the other hand, Coseriu likens Hjelmslev's place in the history of linguistics to that of W. von Humboldt (1962: 156), while according to Trabant, "the truly original aspect of his work is the development of a semiotic rather than a linguistic theory. For he is nothing less than the originator of that Saussurean desideratum, namely a general science of signs (sémiole) based on immanent and structural linguistics" (1981a: 90).

Hjelmslev has had the greatest influence on Greimas and his School of Paris, but Eco's theory of semiotics is also based on central Hjelmslevian principles. To a lesser degree, Barthes's *Elements of Semiotics* and Metz's (1971; 1977a) semiotics of film are founded in Hjelmslev's semiotics. The element of Hjelmslev's theory which has been most popularized in applied semiotics is his theory of connotation. A Hjelmslevian theory of theater is Jansen (1968). For the semiotics of literature, see 4.2.

An evaluation of Hjelmslev's work which does justice to the influence of the Danish linguist in modern semiotics, without concealing its limits, is given by Eco:

> The only author who could have succeeded in proposing a general theoretical framework for a semiotic theory was Hjelmslev, but his theory was too abstract, his examples concerning other semiotic systems very limited and rather parenthetical, and his glossematic jargon impenetrable. Hjelmslev as a semiotician has been highly influential in the last two decades. (1977a: 41)

2. Language, Semiotic(s), and Semiology

Glossematics is a formal and abstract theory, studying the immanent factors of semiotic systems without considering a pragmatic dimension of semiosis. By abstracting from structures of the material substance of language, glossematics aims at a level of descriptive generality which makes this theory of language applicable to the study of sign systems in general.

2.1 Language and Semiotic

The heuristic point of departure for Hjelmslev's semiotics is language, which in his definition is not only "natural" language but "language in a far broader sense," including "any structure that is analogous to a language and satisfies the given definition" (1943: 102, 107). Hjelmslev introduced the term *semiotic*
for language in this broad sense. The "given definition" to which Hjelmslev referred is, "a semiotic is a hierarchy, any of whose components admits of a further analysis into classes defined by mutual relation" (ibid. 106). Thus, a natural language, in this terminology, is a semiotic, but since "structures analogous to language" belong to the class of language in the broad sense, the distinction between language and semiotic, and with it the distinction between linguistics and semiotics, tends to dissolve itself in Hjelmslev's glossematics (cf. Mounin 1970c: 96). The German translators of Hjelmslev's Prolegomena (1943a) even translate semiotic generally as language (Sprache), justifying this terminology with reference to the text of the Danish original (1943a: 105).

Nevertheless, Hjelmslev attributed a special place to language in relation to other semiotic systems: "In practice, a language is a semiotic into which all other semiotics may be translated—both all other languages, and all other conceivable semiotic structures" (1943: 109). Quoting S. Kierkegaard, Hjelmslev added: "In a language, and only in a language, we can work over the inexpressible until it is expressed.'

2.2 Semiology and Metasemiotic

Hjelmslev placed his semiotic project of establishing a "linguistics in the broader sense" on an "immanent basis" in the tradition of the Saussurean project of a general semiology (1943: 108). The goal of his new project was "to establish a common point of view for a large number of disciplines, from the study of literature, art, and music, and general history, all the way to logistics and mathematics, so that from this common point of view these sciences are concentrated around a linguistically defined setting of problems" (ibid.).

Hjelmslev defined semiology as a metalanguage (cf. Function 3.2) of semiotic systems, "as a metasemiotic with a nonscientific semiotic as an object semiotic" (ibid.: 120). In this sense, linguistics is a semiology whose object (semiotic) is natural language. Besides linguistics, there are other semiologies whose object of study is other sign phenomena. The common principles of these semiologies, according to Hjelmslev, form the field of metasemiology; "a meta-(scientific) semiotic whose object semiotics are semiologies" (ibid.).

3. Hjelmslev's Sign Model

Hjelmslev's theory of the sign is a further development of Saussure's bilateral sign model and of the Saussurean distinction between substance and form. The outline of Hjelmslev's model is in chapter 13 of his Prolegomena. A more elaborated account is Hjelmslev (1954).

3.1 Outline of the Stratified Dyadic Model

Signifier ("sound-image") and signified ("concept") are the two sides of Saussure's sign model. Hjelmslev renamed them expression and content and called these two sides planes of the sign. Both the expression plane and the content plane are further stratified into semiotic form and substance. This makes four strata: content-form, expression-form, content-substance, and expression-substance.

In accordance with Saussure's thesis that semiotics is a science of forms (or structures) and not of substances, Hjelmslev restricted the use of the term sign to the two strata of expression-form and content-form (1943: 58; cf. Fig. H 2). However, unlike Saussure, Hjelmslev considered the two strata of substance not as being amorphous, but as being semiotically formed, i.e., structured by the system of sign forms. For the presemiotic sphere of the semiotically unstructured world, Hjelmslev introduced the concept of purport. This term causes some terminological difficulties (cf. Metz 1971: 2), and the distinction between substance and purport is not always consistent (cf. Fischer-Jørgensen 1966: 7). It translates the Danish word mening, which has been rendered as sense in French translations. A terminological equivalent is matter (cf. Eco 1984b: 44-45). Hjelmslev him-
self specified "matière ou sens" as equivalent to *purport* (1954: 50).

Only the sphere of purport corresponds to Saussure's "amorphous substance." But while Saussure discussed this presemiotic sphere only in relation to the content plane of language, Hjelmslev also postulated an unstructured sphere of expression-purport (see 3.2.2). With this parallelism in the stratification of expression and content and in other respects, the two planes are formally homologous, but for the differences in the structures of expression and content, which derive from the principle of arbitrariness; see 3.3.3. Figure H 2 shows a model representing Hjelmslev's stratification of the bilateral sign.

3.2 Form, Substance, and Purport

The ancient dichotomy of substance and form appears in quite a number of variants in semiotics and linguistics, but Hjelmslev's definition, which distinguishes matter (purport) as a third term, has been the most influential one.

3.2.1 Preliminaries on Substance, Form, and Matter

The terms *substance*, *form*, and *mater* are central concepts in the history of philosophy. They were used to translate Plato's and Aristotle's concepts of *ousia* (*substance*), *εἴδος* (*form, Plato's idea*), and *ουλή* (*matter*). Traditionally, substance was defined as the essence of a

---

**Fig. H 2.**

Hjelmslev's stratified dyadic sign model, symbolizes a relation of *interdependence*: content-form and expression-form are two constants which depend mutually on one another, symbolizes the relation *determination* between a necessary funtive (the constant), which is the form of content or expression, and a nonnecessary funtive (the variable), which is the substance of content or expression.
thing, that which remains the same, whereas its appearance, the form, changes. According to Aristotle, substance consists of both matter and form, but has an existence independent from the thing and its matter. In this sense, substance is essentially unknowable. Matter is the basic stuff, the raw material of which the objects of the world are composed. It has traditionally been contrasted with either form or mind. According to Aristotle, matter, in contrast to substance, is that which has form. Every concrete object is composed of form and matter. Without form, matter would be "amorphous." Form is the shaping of matter to a perceptible object.

In the history of language studies, the dichotomy of form and matter has become mixed up in various ways with the dichotomy of expression and content (cf. Fischer-Jørgensen 1966: 1-2), and moreover, substance was often used in the sense of matter. In one tradition, the sounds of language were considered to be matter which received its form in linguistic articulation. In another tradition, syntactic structure was considered linguistic form and opposed to its content as its matter. Later, the phonetic manifestation of a language was called its form in opposition to its meaning (or content).

In modern linguistics, form is used in opposition to a variety of other concepts: (1) In opposition to meaning, form is still being used in the sense of phonetic or grammatical structure. (2) In morphology, form is the inflectional variant of a word. (3) In systemic linguistics, form is the organization of the phonetic or written "substance" of language into lexical or grammatical patterns (cf. Joia & Stenton 1980). (4) In a more general sense, formal is opposed to informal, in the sense of 'intuitive' or 'prescientific. (5) A further dichotomy is the one between form and function (q.v.).

The main difference between these definitions and glossematic semiotics is that Hjelmslev ascribed substance and form to both meaning (content) and phonetic or graphemic expression, and that substance is distinguished from both matter (purport) and form. As Fischer-Jørgensen points out (1966: 2), the twofold distinction between form and matter in both sound and meaning was observed by Wilhelm von Humboldt. In his view, "the matter of language consisted partly in sounds, partly in unformed thoughts, the sounds being formed by the 'Lautform,' the thoughts by the 'Ideenform' or 'innere Form' of language."

3.2.2 Purport of Content and Expression

At the content plane of language, content-purport is that "amorphous thought-mass" (Hjelmslev 1943: 52) which is formed differently by different languages. One of the examples is the "amorphous continuum" of the color spectrum and the color terms in different languages. Into this semiotically amorphous purport, "every language lays down its boundaries" (ibid.: 52). However, when Hjelmslev characterized the sphere of purport as being "unformed" or "inaccessible to knowledge" (ibid.: 76), he refers only to a semiotically amorphous sphere, which cannot be taken as the basis for linguistic description. But this lack of semiotic structure does not preclude the existence of nonsemiotic structures. Therefore, "the description of purport [...] may in all essentials be thought of as belonging partly to the sphere of physics and partly to that of (social) anthropology" (ibid.: 77-78). Later, Hjelmslev even postulated that "purport must be scientifically formed, at least to a degree that permits to distinguish it from other purports (matters)" (1954: 50).

At the expression plane, expression-purport is the phonetic potential of human vocal articulation, which is used differently to form the phonological systems of the natural languages of the world. Expression-purport can also be the potential of graphic communication which is used to form systems of writing, or the potential of gestural communication of which sign languages make use.

3.2.3 Formed Substance

Semiotic substance is the result of a specific structuring of purport by form. "Just as the same sand can be put into different molds,"
purport is shaped into formed substance (Hjelmslev 1943: 52-53). More specifically, Hjelmslev described the forming of substance out of purport as follows: "By virtue of the content-form and the expression-form, and only by virtue of them, exists respectively the content-substance and the expression-substance, which appear by the form's being projected on to the purport, just as an open net casts its shadows down on an undivided surface" (ibid.: 57). In this metaphor, the "undivided surface" is the purport, the "open net" is the form, and the "shadow" is the substance (cf. Metz 1971: 226).

But if substance always depends on form (ibid.: 50), why is the distinction between the two strata necessary at all? Hjelmslev answered that "substance is not a necessary presupposition for linguistic form, but linguistic form is a necessary presupposition for substance" (1943: 106). Pure form is thus an abstract structure, while formed substance is but "a reflex of pure form, projected onto substance" (Hjelmslev 1957: 108). Thus, substance (and with it matter) turns out to be the variable and nonnecessary function of semiosis, while form is the constant and necessary function (cf. Fig. H 2). This view of the primacy of form over substance reverses the traditional Aristotelian view of the primacy of matter (and substance) over form, but this reversal is due to two different perspectives. The traditional view of form being secondary to matter or substance is based on a semiogenetic perspective: substance and matter (Hjelmslev's purport) are prior to semiotic structures. Hjelmslev's view of the primacy of form over substance is based on a synchronically cognitive point of view. According to this view, semiotic or cultural structure determines the perception of the substances.

3.2.4 Pure Form

Hjelmslev defined the two strata of form as systems of pure relations: "The entities of linguistic form are of 'algebraic' nature and have no natural designation; they can therefore be designated arbitrarily in many ways" (1943: 105). It is this abstract formal system of relations which, according to Hjelmslev, should be the subject of semiotic research: "The real units of language are not sounds, or written characters, or meanings [i.e., substances]; the real units of language are the relata which these sounds, characters, and meanings represent" (1948: 27).

However, the dependence of formed substance on pure form does not always imply a strict 1:1 homology between the two strata. Differences may arise because within the axiomatic system of pure form, "all possibilities must be foreseen, including those that are virtual in the world of experience, or remain without a 'natural' or 'actual' manifestation" (Hjelmslev 1943: 106). This difference between pure form and actual substance corresponds to Hjelmslev's (1937: 158) and Coseriu's (1962) distinction between system (q.v. 2.2.3) (~ form) on the one hand and norm and usage (~ substance) on the other. A lexical gap, for example the lack of an English lexeme to designate a female cat (in contrast to 'female dog'—bitch), is an example of a category of form without one of substance. Other possible differences between substance and form derive from Hjelmslev's postulate that "one and the same form can be manifested in different substances" (1957: 107). However, Hjelmslev's evidence for this postulate is restricted to the level of expression.

3.2.5 Content-Form and -Substance

Content-form "is independent of, and stands in arbitrary relation to, the purport, and forms it into a content-substance" (1943: 52). The comparison of lexical fields in different languages gives evidence of the arbitrariness of content-form. Many languages, including English, divide the progression from 'light' to 'dark' into three areas (white, gray, black). Some languages have only a twofold distinction (no gray); others have more lexical items, distinguishing various values of gray (cf. ibid.: 53). In morphology (ibid.), most languages have only the twofold number distinction between singular and plural, but some languages
impose a different content-form on the content-purport of "plurality," producing further categories of content-substance, such as an additional dual, trial, or even quadral (morphological forms designating groups of two, three, or four entities). From these and other examples of linguistic relativity, Hjelslev concluded that it is impossible to describe language on the basis of substance: "The description of substance depends on the description of the linguistic form. The old dream of a universal phonetic system and a universal content system (system of concepts) cannot therefore be realized" (1943: 76–77).

3.2.6 Expression-Form and -Substance

At the expression plane of a spoken language, the phonological system is its expression-substance. The underlying system of abstract relations is its expression-form. In languages with a relatively autonomous orthography, such as English and French, the written language differs from the spoken one both in expression-substance and in expression-form. In other cases, one and the same expression-form can be manifested by various content-forms (Hjelslev 1954: 49–50), for example, spoken language and its 1:1 phonetic transcription are two substances manifesting one form. Further examples of various substances manifesting one form are "transliterations" of an alphabetically written language into the Morse alphabet, a hand alphabet (see Sign language 2.1.1), or a semaphore (flag) alphabet (cf. Code 5.3).

3.3 Sign Function, Sign, and Symbol

Hjelslev's definition of the sign as pure form and his concept of sign function are based on a revolution of the traditional semiotic dogma of the sign being something which stands for something else, aliquid pro aliquo.

3.3.1 The Sign Function and Referral

Hjelslev rejected the common definition of the sign as an expression that points to a content outside the sign itself (1943: 47–48). Following Saussure, he defined the sign as an entity generated by the indissoluble connection between an expression and a content: "An expression is expression only by virtue of being an expression of a content, and a content is content only by virtue of being a content of an expression" (ibid.: 48–49). Hjelslev called this interdependence between expression-form and content-form a relation of solidarity. Expression-form and content-form are also defined as the functives of a sign function (ibid.: 47–48, 57).

The traditional semiotic function of reference (cf. Meaning 2.) was reinterpreted by Hjelslev as a relation between content-form and content-substance: "That a sign is a sign for something means that the content-form of a sign can subsume that something as content-substance" (1943: 57). Thus, extralinguistic reference is projected into the sphere of meaning. This principle has become a dogma of the neo-Hjelslevians, such as Greimas and Eco. But Hjelslev went still further in revolutionizing the concept of sign. Based on his assumption of a strict parallelism between the expression and content planes (cf. 3.3.3), he arrived at the conclusion that there is also a referral from expression-form to expression-substance:

("..."

3.3.2 Sign and Figurae

Signs are not the ultimate constituents of sign systems. There are smaller, minimal constituents on both planes of the sign. Hjelslev defined these semiotic elements, which are not yet signs themselves but only parts of signs, as figurae (1943: 46). Elsewhere (1973: 144, 175, 234), Hjelslev called these elements sign components. The sign components of the expression-plane (the expression-figurae) of lan-
guage are its phonemes, but Hjelmslev preferred the term *ceneme* (from Gr. *κενος* "empty; i.e., containing no meaning) (1937: 157). By this terminological innovation, Hjelmslev wanted to express the idea of an entity of pure form, whereas the term *phoneme* is associated with an entity of phonetic substance. Furthermore, cenemes can also be manifested in written or gestural substances. The study of cenemes is called *cenematics*.

At the content plane, the semantic components of signs or *content-figurae* are called *pleremes* (from Gr. *πληρης* "full; i.e., containing meaning). Structural semantics later adopted the term *seme* (see Greimas 3.2) or *semantic component*. An example of Hjelmslev's decomposition of a sign at two planes is his analysis of the English form *am* (1957: 111; 1973: 145). It consists of two expression-figurae, *a* and *m*, and five content-figurae, namely "be," "indicative," "present tense," "first person," and "singular."

### 3.3.3 Homology vs. Difference of the Planes

Hjelmslev emphasized both homologies and differences between the two planes of language. The homologies consist in the formal parallelisms between the entities which constitute the planes. Both planes have the strata of form, substance, and purport, both have figurae, and there are further formal parallelisms. Hjelmslev concluded: "The two planes of a language have completely analogous categorial structure" (1943: 101). On the other hand, the structures of the two planes of a language sign are necessarily different. The two expression-figurae of the sign *am*, for example, are in no way homologous to the five content-figurae of this sign. Thus, the two planes of the language sign "cannot be shown to have the same structure throughout, with a one-to-one relation between the functives of the one plane and the functives of the other" (ibid.: 112).

### 3.3.4 Sign vs. Symbol

Not all entities which have been called signs in the history of semiotics have two structurally independent planes. Many nonlinguistic signs cannot be decomposed into minimal elements of content or expression. Examples are chess pieces, traffic lights, telephone numbers, tower-clocks striking quarter-hours and hours, or the prisoner's tapping code (Hjelmslev 1948: 34). In these cases, there is a 1:1 relationship between the forms of content and of expression (Hjelmslev 1943: 113). The "red" of the traffic light corresponds to 'stop,' "green" to 'proceed,' and "amber" to 'attention.' There is no further articulation. Such phenomena are therefore not biplanar, but monoplanar, although these signs have, of course, both content and expression. Hjelmslev defined them as "interpretable nonsemiotic entities" (ibid.: 114). In his terminology, these monoplanar entities with an expression-content isomorphy are defined as *symbols*, while the term sign is restricted to biplanar, twice-decomposable semiotic entities.

### 4. Connotative Semiotics and Glossematic Aesthetics

Various semiotic definitions of the connotation-denotation dichotomy are discussed in the chapters on meaning, Barthes, and literature. Many of these definitions are founded on Hjelmslev, whose theory of connotation has become the basis of a semiotic school of aesthetics and literary theory.

#### 4.1 Denotation, Connotation, and Metasigns

Hjelmslev's sign model (Fig. H 2) is the model of a denotative sign (1943: 114). He derived two more complex types of sign from this basic model, the connotative and the metasign, more generally: the models of a connotative semiotic and of a metasemiotic.

#### 4.1.1 Structure of Connotative and Metasemiotics

Essentially, *connotators*, according to Hjelmslev (1943: 115-16), are semiotic units of
They belong to semiotic systems called *connotative semiotics*. Examples are the various subcategories of style, including "medium, tone, vernacular, national language, regional language and physiognomy." The common characteristic of these phenomena is that the stylistic value is a semantic addition to a primary semiotic form. Thus, style (and connotation) is interpreted as a semiotic whose expression plane consists of denotative elements of the language and whose content plane consists of the stylistic values: "Thus it seems appropriate to view the connotators as content for which the denotative semiotics are expression, and to designate this content and this expression as a *semiotic*, namely a *connotative semiotic*" (ibid.: 119).

Hjelmslev's concept of metalanguage or metasemiotic corresponds to the logical definition of the term as a language about a (primary) language (ibid.: 119–20). The logician calls this primary language an object language. In Hjelmslev's semiotics, it is a denotative language. Every grammar is a metalanguage, because it describes a natural (object) language (see also Language 2.2.1 and Function 3.2). Since a metalanguage forms new terms and terminologies about an object language, its specific addition to that first object language consists in a new expression plane. The content-plane associated with this new (terminological) expression plane is precisely the vocabulary of the object language. Metalinguistic terms are "expressions" to designate the signs of a (denotative) object language. In the difference between connotative and metasemiotics, Hjelmslev discovered the following structural parallelism: a *connotative semiotic* is one "whose expression plane is a semiotic," and a *denotative semiotic* is one "whose content plane is a semiotic" (1943: 114). In other words, connotative and denotative signs are signs which contain a semantically more primitive sign at either the expression or the content plane. Accordingly, a denotative semiotic is "a semiotic none of whose planes is a semiotic (ibid.)."

**4.1.2 Hjelmslev's Theory of Connotation**

Barthes's popular diagram (B 2) is entirely restricted to Hjelmslev's basic scheme of the connotative sign as one "whose expression plane is a semiotic." Hjelmslev, however, gave the outline of a much more elaborated theory of connotation, deriving from the glossematic principle of differentiating between four strata both of the denotative and of the connotative sign (1943: 116ff.). Accordingly, the connotative extension of the denotative sign may be (1) one of the denotative form, (2) substance, or (3) form and substance (ibid.: 116; see also 4.2.1). The Danish language, for example, is a denotative *form and substance*, and these constitute a connotative expression whose content is the connotator 'Danish' (ibid.: 118). The discovery procedure for connotators is translation. The translation of a Danish text into English changes its connotators, but not its denotational content. The connotator 'Danish' is thus a *connotative content-form* insofar as it is structurally opposed to and forms a semiotic paradigm with other connotators such as 'French,' 'German,' or 'English.' As a science of pure form, glossematic semiotics is restricted to an analysis at this level of content-form. The study of *connotative content-substances* or even *content-purport* is not its task. Hjelmslev mentioned that such connotative content-purport could consist of "the actual notions of social or sacral character that common usage attaches to concepts like national language [ . . . ] etc." (ibid.: 119).

Connotative contents can furthermore be restricted to one of the two planes of the denotative sign. In this case, Hjelmslev speaks of signals: "A *signal* may always be referred unambiguously to one definite plane of the semiotic," while a *connotator* "is found in both planes of the semiotic" (ibid.: 118). A connotative content associated ("solidary") with the expression plane only, thus forming a signal, may be exemplified by the paralinguistic characteristics of voice set or voice quality; for ex-
ample, those by which a 'female voice' is distinguished from a 'male voice' or a 'child's voice.' The connotative content of this signal is based on a denotative expression-substance. Only this substance changes with the voice quality, not the expression-form.

4.2 Connotation as an Aesthetic Principle

Johansen (1949), Stender-Petersen (1949; 1958), Sørensen (1958), Jansen (1968), and Trabant (1970) (see also Busse 1971 and Ihwe 1972a) have developed Hjelmslev's theory of connotation further into a glossematic aesthetics of literature. The common denominator of these approaches is the assumption that a text, when considered as a work of art, is an aesthetic expression plane connoting an aesthetic content. There have been several interpretations as to the nature of the elements of the aesthetic expression and content planes.

4.2.1 Simple Aesthetic Connotators

Johansen distinguishes between simple and complex aesthetic connotators in literature (1949: 292-93, 301). Simple aesthetic connotators are signs whose expression consists of only one of the four strata of the denotative sign. (In Hjelmslev's terminology these would be signals; cf. 4.1.2.) The four possible types of simple connotators in Johansen's interpretation are as follows: (1) Simple connotators based on the denotative expression-substance are rhyme and expressive sound values. (2) Simple connotators derived from the denotative expression-form are the effects of rhythm, because these "are expressed by relations between the elements of denotative expression." This interpretation reminds of Peirce's distinction between images (icons [see Icon 1.3] based on substance) and diagrams (icons based on structural relations, thus on form). (3) Simple connotators based on denotative content-form are semantic and syntactic licenses (poetic figures, etc.) insofar as they are independent of the metric structure of the verse. (4) Simple connotators based on denotative content-substance are obtained from the study of the "material and intellectual idiosyncrasies of the author, his (or her) preferences for certain subjects," and their special effect on the reader.

4.2.2 Complex Aesthetic Connotations

In contrast to simple aesthetic connotators, complex aesthetic connotators, according to Johansen (1949: 292, 298, 302), have the denotative sign with all of its strata as their basis of expression. In addition, the connotative sign is itself structured into four strata: (1) The connotative expression-substance is formed by the denotative sign. (2) The connotative expression-form is its specifically aesthetic verbal structure. (3) The connotative content-form consists of the relations between the elements of connotative content. (4) The connotative content-substance is the "autonomous psychic structure" of "aesthetic experience" (ibid.: 298-99). It is manifested in spontaneous, emotional reactions or in reflected reactions, in the form of interpretations. With this new semiotic perspective, Johansen opens the door from immanent text structuralism to a theory of literary reception. Like Hjelmslev's glossematic sign, Johansen's aesthetic sign is one in which "the form is the constant element and the substance is the variable element" (ibid.: 302). This is so because aesthetic experience varies individually, while "the invariable network is the complex of signs as formal structure." This theory of interpretation as literary content-substance is taken up in Trabant's (1970) semiotics of literature, but Trabant interprets the nature of the literary content-form in a new way. In his view, the aesthetic content-form is an empty form "because the [literary] text does not disclose its meaning. Literary meaning exists only in every actual creation of this meaning by individual interpreters. The units, however, which are filled with meaning by the interpretations exist as empty units, independent of the interpretation" (ibid.: 274).
Jakobson

Roman Jakobson (1896-1982) was one of the most influential linguists of this century. Although few of his writings deal with explicitly semiotic topics, Jakobson today counts as one of the "classics of semiotics" (Krampen et al., eds. 1981). Jakobson's contributions to semiotics and the theoretical principles of his re-

search are discussed in many sections of this handbook and can be summarized only briefly in this chapter.

1. Universality of Jakobson's Scholarship

Although Jakobson modestly preferred to characterize his work as that of a "Russian linguist" (Russkij filolog; cf. Jakobson et al. 1984: 21), the scope of his scholarship is truly universal.

1.1 Survey of Jakobson's Work

1.2 Epochs of Jakobson's Research

Jakobson's teaching has deeply influenced several trends in the evolution of twentieth-century structuralism and linguistics. Koch distinguishes four epochs in the development of his research (1981: 225-26):

1. In his formalist period, from 1914 to 1920, Jakobson was both the founder of the Moscow Linguistic Circle and a member of the influential Opoyaz poetics group (see Russian Formalism 1.).

2. In his structuralist period, from 1920 to 1939, Jakobson was a dominating figure of the Prague School of Linguistics and Aesthetics.

3. In his semiotic period, from 1939 to 1949, Jakobson was associated with the Copenhagen Linguistic Circle (Brøndal, Hjelmslev) and was active in the founding of the Linguistic Circle of New York.

4. Jakobson's interdisciplinary period began in 1949 with his teaching at Harvard (later also at MIT). Information and communication theory, mathematics (cf. Holenstein 1975), neurolinguistics, biology (cf. Code 5.1), and even physics (Jakobson 1982) were among the fields to which Jakobson extended his interests.

2. Jakobson as a Semiotician

According to Eco, the linguist Jakobson "was semiotically biased from his early years: he could not focus on the laws of language without considering the whole of their behavioral background" (1977a: 43). The semiotic substratum of Jakobson's work appears in his topics of research, in his view of linguistics as part of semiotics, and in the basic tenets of his dynamic structuralism.

2.1 Jakobson's Semiotic Field

The central fields of Jakobson's research were poetics (see also Literature 1.3) and linguistics, especially phonology, morphology, dialectology, and aphasiology. But from his early years, Jakobson's interest went beyond language and the verbal arts to cover the larger semiotic fields of culture and aesthetics. Jakobson contributed to applied semiotics with papers on music (q.v. 3.1-2), painting, film, theater, and folklore, and to fundamental issues of semiotics such as the concepts of sign (cf. Waugh 1976: 38-53), system (q.v. 2.4), code (q.v. 5.1), structure, function (q.v. 3.2), communication, and the history of semiotics. Moreover, he was one of the first scholars to discover the relevance of Peirce's semiotics to linguistics (cf. Jakobson 1965; 1980: 31-38). In particular through his influence on Levi-Strauss, Jakobson's semiotic principles became highly influential to the development of structuralism. For Jakobson's influence in text semiotics, see also Culler (1975: 55-74) and Hawkes (1977: 76-87).

2.2 Semiotic Systems and Language

Jakobson determined the scope of semiotics in relation to linguistics as follows:

The subject matter of semiotic is the communication of any messages whatever, whereas the field of linguistics is confined to the communication of verbal messages. Hence, of these two sciences of man, the latter has a narrower scope, yet, on the other hand, any human communication of nonverbal messages presupposes a circuit of verbal messages, without a reverse implication. (1973a: 32)

Based on the relationship to spoken language, Jakobson distinguished three types of sign systems (1973a: 28-31):

1. language substitutes, including writing, drum and whistled languages, and the Morse code (which is a case of second-order substitution, secondary to writing); (2) language transforms, which are formalized scientific languages; and (3) idiomorphic systems, such as gestures or music, which are only indirectly related to language.
2.3 The Interdisciplinary Framework

In spite of the universality of his research, Jakobson did not propose a pansemiotic view of the sciences. The place of linguistics and semiotics, according to Jakobson, is within a larger framework of communication studies: "Three integrated sciences encompass each other and present three gradually increasing degrees of generality:

1. Study in communication of verbal messages = linguistics;
2. Study in communication of any messages = semiotic (communication of verbal messages implied);
3. Study in communication = social anthropology jointly with economics (communication of messages implied)" (1973a: 36).

Following Lévi-Strauss (cf. Objects 4.1), Jakobson distinguished three levels of social communication: exchange of messages, of commodities, and of women (more generally, of mates): "Therefore, linguistics (jointly with the other semiotic disciplines), economics, and finally kinship and marriage studies, approach the same kinds of problems on different strategic levels and really pertain to the same field (ibid.: 33)."

3. Some Jakobsonian Principles of Semiotic Research

In his own words, Jakobson's research was a lifelong attempt "to overcome mere shortsighted empiricism on the one hand and abstract speculative dogmatism on the other" (Jakobson et al. 1984: 8). In this and in many other respects, Jakobson was a spirit of synthesis (cf. Koch 1986a: 130-39). He objected to the antinomic nature of structuralist dichotomies such as langue vs. parole, variants vs. invariants, code vs. message, and competence vs. performance, which he strove to overcome by principles of a dynamic structuralism (cf. Jakobson et al. 1984: 10). Many of the methodological principles developed by Jakobson in the field of language studies proved to be fruitful guidelines for research in other semiotic systems (cf. Eco 1977a, Krampen 1981). Some of the most influential ones are:

1. pertinence (see Structuralism 1.1.3, Function 2.1.1)
2. binarism and distinctive feature analysis (see Structuralism 1.1.4)
3. The axes of selection and combination in semiotic systems (see Structure 2.1)
4. The metaphor-metonymy dichotomy and their foundation in the opposition between similarity and contiguity (see Rhetoric 2.3.1)
5. The code-message dichotomy (see Code 3.2.1)
6. The theory of semiotic functions

7. The theory of markedness: according to this principle, the two poles of a semiotic opposition consist of an unmarked and a marked form. The unmarked form is the genetically earlier, the more natural and often more frequent one. The marked term has an additional and more specific morphological feature, as, e.g., the plural vs. singular, the female vs. male, the passive vs. active form, or the past vs. present form.
PART II
SIGN AND MEANING

Sign

Meaning, Sense, and Reference

Semantics and Semiotics

Typology of Signs: Sign, Signal, Index

Symbol

Icon and Iconicity

Metaphor

Information
Sign
In this handbook, the concept of sign is generally used in its broadest sense of a natural or conventional semiotic entity consisting of a sign vehicle connected with meaning. Many narrower definitions of the term sign have been given during the history of semiotics (cf. Typology 1.) The most important models of the sign are discussed in the chapters on the classics of semiotics (Peirce, Saussure, Morris, and Hjelmslev). In this chapter, a synopsis of these and other sign models will be given based on the standard distinction between dyadic and triadic sign models. A few theoretical and terminological preliminaries deal with various distinctions between signs in the context of related semiotic and nonsemiotic phenomena. Two dimensions of the sign, namely, *sense* and *reference*, are discussed in the chapter on meaning. For further aspects, see Typology and Arbitrariness.

1. Preliminary Distinctions and Theoretical Foundations

The definition of the sign begins with problems of terminology and the ontological question of the nature of the sign and its signifier as opposed to the nonsemiotic world. These are terminological and theoretical preliminaries to a typology of sign models.

1.1 Terminological Preliminaries

There is a considerable terminological vagueness in the distinction between the sign, its signifier, and its minimal elements.

1.1.1 The Sign Is Not the Sign Vehicle

The sign is more than its constituent sign vehicle (cf. Peirce's *representamen*, Saussure's *signifier*), but this distinction is often neglected. In everyday language, there are no words to distinguish between sign vehicle and the sign. The word sign is ambiguous. It has either the broader sense of a semiotic entity which unites a sign vehicle with a meaning, or it has the narrower sense of a sign vehicle only. Both senses are probably implied when we talk about "traffic signs." (The German language has two words to distinguish between the sign vehicle [Verkehrsschild] and the sign [Verkehrsscheiben].) The narrower definition referring only to the sign vehicle is given in Webster's *Third International Dictionary*: "Sign is a very general term for any indication to be perceived by the senses or reason."

In semiotics, the distinction between sign vehicle and sign was introduced in various terminological versions (see the synopses in figs. Si 1 and 3). But because of the ordinary language usage, this distinction has never been strictly observed. Even Saussure and Peirce did not consistently distinguish between signifier and sign or *representamen* and sign.
1.1.2 The Sign Is Not a Physical Signal

In information theory, the term signal corresponds to the sign vehicle of semiotics (cf. Communication 3.1.2). This signal or information vehicle (cf. Nauta 1972: 282, 294) is opposed to the sign since it is only its physical embodiment. According to Klaus's Dictionary of Cybernetics, "signals are only potential sign vehicles. Insofar as they fulfill the function of signs, this transcends their physical properties. Only those signals are signs which transmit a message" (1969: 569, 721). In linguistics, Hockett adopted the term speech signal to characterize the linguistic signifier in its physical form (1958: 115). Roy Harris, in his translation of Saussure (1916e), translates signifiant as signal. For other definitions of the signal, see Typology of Signs (4.).

1.1.3 The Sign Is Not a Sign Element

In sign systems with a second level of articulation (see Language 4.1), the elements of (the minimal) signs are not signs themselves. Phonemes, for example, are not signs since they mean nothing. Terminologically, this difference is neglected in definitions which extend the term sign to include nonsignifying sign elements. Resnikow, for example, states: "A material object which has no sign function of its own, being only one of the elements in the process of designation, is usually also called sign. In this sense, the term 'sign' is also used with respect to phonemes or letters" (1964: 14).

This use of sign as a term for sign element has even been adopted in the German industrial norm DIN 44 300, which gives terminological recommendations in the field of information technology. It defines sign only as the minimal element of a sign repertoire, such as letters, ciphers, etc., and introduces the term symbol for the meaningful units of the message (which are signs in the terminology adopted here). For other terminological distinctions between sign and symbol, see also Typology of Signs (3.1).

1.2 Ontology of the Sign

What is the mode of existence of the sign and its signifier? Do they have a real existence in the form of a physical object or event, or do they exist only as the perceptum in an act of semiosis? While this paragraph focuses on the ontology of the signifier, the question of the ontology of sense and reference will be resumed in the excursus on realism, conceptualism, and nominalism in semiotics.

1.2.1 The Nature of the Sign Vehicle

The signifier of the sign has been characterized as a concrete object, an abstract entity, or both (cf. Pelc 1981a: 2-3). Morris defined the sign vehicle as "a particular physical event or object" (1946: 96, 367). Saussure had the mentalist concept of the signifier as a "psychological imprint." Hjelmslev differentiated with respect to the sign vehicle further between a physical and physiological expression — substance, whose study should be the subject of physics and psychology, and an expression — form, which is the conceptional structure of the signifier.

In Peirce's semiotics, the sign vehicle or representamen is either a concrete object, a perceptum, or an idea or "thought." In one of his definitions, where he neglected the terminological distinction between sign and representamen, Peirce defined the sign vehicle as "an Object perceptible, or only imaginable, or even unimaginable in one sense—for the word 'fast,' which is a Sign, is not imaginable, since it is not this word itself that can be set down on paper or pronounced, but only an instance of it" (§ 2.230; cf. 1.2.3).

1.2.2 The Sign Is Not a Class of Semiotic Objects

In everyday language, there is a tendency to identify signs (as opposed to nonsigns) with a class of prototypical signs. These are never employed except as signs and belong to the sign repertoire of a code (cf. the technological definition discussed in 1.1.3). Words, characters, or conventional gestures are such prototypical signs which can be listed as the sign repertoire or lexicon of a code. Against this view, Morris objected that "semiotic is not concerned with the study of a particular kind of object, but with ordinary objects in so far
(and only in so far) as they participate in semiosis" (1938: 4). Every object, event, or behavior is thus a potential sign. Even silence can have the semiotic function of a zero sign (cf. Sebeok 1976: 118, Chronemics 4.2.1). Everything can thus be perceived as a natural sign of something else, and by prior agreement between a sender and a receiver, every object can also serve as a conventional sign. This does not mean that every phenomenon of the world is semiotic. It only means that under conditions of semiosis every object can become a sign to a given interpreter.

1.2.3 Actual and Potential Signs, Token, and Type

If, as Morris argued, "something is a sign only because it is interpreted as a sign of something by some interpreter" (1938: 4), it must be concluded that signs cease to exist as signs when no interpreter perceives them. Does this mean that words in a lexicon or the characters of an extinct language are usually nonsigns? Two semiotic concepts have been developed to avoid a simple negative answer to this question, type and potential sign. Kamlah & Lorenzen distinguish between actual and potential signs (1967: 58). Words in a lexicon which are actually not read can thus be described as potential signs. In the world of natural semiosis, the number of potential signs is unlimited (cf. 1.2.1). When signs belong to a code, there are as many potential signs as there are elements in the sign repertoire of the code. Peirce introduced the distinction between token and type. A sign in its singular occurrence is a token, whereas the sign as a general law or rule underlying its use is a type. An example is the word fast in the passage from Peirce quoted above (1.2.1). As a word of the English language it is a type. Every written or spoken instance of it is a token. The linguistic dimensions corresponding to the token-type dichotomy are text and system. In terms of these semiotic categories, signs do not exist only as tokens in actual processes of semiosis. They also exist as types, as the user's semiotic potential of lawful sign use.

1.3 The Sign and the Nonsemiotic World

The nonsemiotic world is related to the sphere of semiotics in two ways. One has to do with the process of reference. The other has to do with the delimitation of signs from nonsigns. Before the definitions of the sign are discussed, an outline of the main views of semioticians on the nature of the nonsemiotic world will be given. There seem to be six main approaches to this problem, transsemiotic agnosticism, pansemiotism, naive realism, pragmatic mediationalism, functionalism, and integrative holism. Some of these approaches have parallels in the semiotic approaches to the problem of reference (see Meaning 2.).

1.3.1 Transsemiotic Agnosticism and Pansemiotism

Orthodox structuralism defends a transsemiotic agnosticism. According to Saussure, the nonsemiotic world is "a vague, uncharted nebula." Since "nothing is distinct before the appearance of language" (Saussure 1916b: 111-12), nothing can be said about the nonsemiotic world. Pansemiotism seems to maintain the opposite view: the whole world is a semiotic sphere. Peirce is the crown witness of this approach: "The entire universe [. . . ] is perfused with signs, if it is not composed exclusively of signs" (§ 5.448, fn.). Under quite different premises, pansemiotism was also defended in medieval theology (q.v. 1.3; see also Eco 1973b: 111 for pansemiotic metaphysics). Variants of pansemiotism occur also in information theory (see Information 4.1.1: perception as information), communication theory (see Communication 2.6.2: the metacommunicative axiom), semiotic epistemology (cognition as semiosis; cf. Gutiérrez López 1975), endosemiotics (see Communication 2.2.2), and semiotic views of molecular biology (cf. Prodi 1988 and the discussion of the genetic code in Code 5.1).

The difference between pansemiotism and transsemiotic agnosticism is not as fundamental as it seems. Both refuse to assume a nonsemiotic sphere. An attempt to bridge the gap.
between the two approaches is Greimas's theory of a natural semiotics (cf. Meaning 1.3, 2.3.2). In this theory, the nonsemiotic world becomes semiotized in a natural semiotics, and the relation between the semiotic and the nonsemiotic is reinterpreted in terms of intersemioticity.

### 1.3.2 Nonsigns in Naive Realism

St. Augustine represents a naive realism (see below, 1.4) in his division of the world into things and signs (res and signum) (397: 62425). In *De doctrina christiana* 1.2, he gave the following account of "What a Thing Is, and What a Sign: [. . . ] I use the word 'thing' in a strict sense to signify that which is never employed as a sign of anything else: for example wood, stone, cattle or other things of that kind." But Augustine also knew that signs are not a class of objects which is ontologically distinct from things (cf. 1.2.2): "Every sign is also a thing; for what is not a thing is nothing at all. Every thing, however, is not also a sign." Although logically separate, the spheres of things and signs are not epistemologically unrelated, for according to Augustine, "things are learnt by means of signs."

### 1.3.3 Nonsigns In Mediational and Functional Theories of Action

Implicitly or explicitly, the theories of semiotic mediation (cf. Mertz & Parmentier, eds. 1985) characterize human interaction with the nonsemiotic world from the point of view of a general theory of perception or behavior. The key to the difference between signs and nonsigns is the dichotomy of mediated vs. nonmediated perception. Whitehead characterizes the world below the "semiotic threshold" as a sphere of perceptive immediacy: "The immediate world around us [is] a world decorated by sense-data dependent on the immediate states of relevant parts of our bodies. [. . . ] 'Sense-datum' is a modern term: Hume uses the word 'impression.' " In contrast to such "presentational immediacy," "the human mind is functioning symbolically when some components of its experience elicit consciousness, beliefs, emotions, and usages, respecting other components of its experience" (1928: 16, 9). When Morris defined semiosis as "a mediated-taking-account-of" (1938: 4), he also characterized nonsemiotic behavior as an unmediated interaction with objects of the world.

One of the most explicit theories of semiotic mediation has been proposed by Vygotsky (1930: 137-38; cf. Rissom 1979: 11). Vygotsky distinguishes two elementary forms of human behavior: *natural* and *artificial* or *instrumental* acts. In natural acts, there is a direct associative (conditioned reflex) connection between a stimulus A and a response B. In instrumental acts, "two new connections, A-X and B-X, are established with the help of the psychological tool X." According to Vygotsky, such a tool X is a stimulus which functions "as a means of influencing the mind and behavior" (ibid.: 141). In other words, the mediating stimulus X is a sign, while direct acts are forms of nonsemiotic behavior.

In the framework of his functional structuralism, Mukarovský also draws a dividing line between signs and nonsigns by means of the criterion of immediacy of action (1942: 41-42; cf. Function 3.3). Nonsemiotic behavior, in his theory, is the immediate (practical or theoretical) interaction with reality, while a sign presupposes a mediated interaction, where the sign is the mediator between two realities.

### 1.3.4 The Presemiotic Spheres in Integrative Holism

Some philosophers and semioticians have proposed holistic world models in which the sphere of signs is assigned a place beside a nonsemiotic (or several such) world(s). Popper & Eccles's three worlds are a prominent example of such an approach (1977: 16ff.). World 1, the world of physical objects, is clearly the nonsemiotic sphere. Worlds 2 and 3 are spheres of increasing semioticity. World 2 is the world of subjective experience, and World 3 comprises the products of the human mind.

In the framework of his *Evolutionary Cultural Semiotics*, Koch (1986a; b; c) develops a holis-
tic world model in which the dividing line between the semiotic and the nonsemiotic worlds is drawn according to evolutionary principles. Within the presemiotic sphere, the following five "worlds" are distinguished as evolutionary stages: (1) the cosmic, (2) the galactic, (3) the geological, (4) the biological, and (5) the sociological world (1986b: 12).

1.4 The Typology of Sign Models

Sign models can be classified according to several semiotic dimensions. Most of the criteria discussed in the context of the typology of theories of meaning are also valid with respect to the typology of sign models. This chapter will survey the major models of the sign on the basis of the distinction between dyadic and triadic models. Criteria of an alternative classification are discussed in the following paragraphs on realism, conceptualism, and nominalism in semiotics. These aspects of the typology of sign models are especially relevant to the history of semiotics. The framework provided by the philosophical distinction between realism and nominalism is coextensive neither with the dyadic-triadic dichotomy nor with the typology of theories of sense and reference outlined in the chapter on meaning (but see Meaning 3.1). For interpretations of sign models in terms of the nominalism-conceptualism-realism tradition, see Woozley (1967), Kutschera (1971: 31-78, only on realism), Trabant (1976a: 23-27, only on nominalism and realism), Lyons (1977: 109-114), and Jadacki (1986).

1.4.1 Dyadic, Triadic, and Other Models of the Relata

A standard typology of sign models distinguishes dyadic and triadic models on the basis of the number of relata characterizing the sign in its semantic dimension (cf. Meaning). Triadic models distinguish between sign vehicle, sense, and reference as three relata of the sign. Dyadic models ignore either the dimension of reference or that of sense. Dyadic models are sometimes developed into tetradic models by a further dyadic subdivision of the two into four components (or planes) of the sign. Hjelmslev's sign model is an example of such an extension of a dyad to a tetrad. Auroux's suggestion that most other semiotic dyads are essentially based on a tetrad (1979: 24) is not very convincing.

The distinction between dyadic and triadic sign models has been interpreted as being both fundamental and unbridgeable, although there has not always been a clear-cut distinction between these two types of models in the history of semiotics (cf. 2.1.1). Followers of the dyadic tradition have elaborated on the aporias of a triadic theory of the sign (cf. Fischer-Lichte 1979: 38-51), while followers of the triadic tradition have criticized the inadequacy of the dyadic model (cf. Köller 1977: 25-33). It must be emphasized that the option for either one of the two models does not imply the neglect of the pragmatic dimension of semiosis (pace Schaff 1960: 205; cf. Meaning 4.). In any case the interpreter is an additional relatum of the sign (see also Lieb 1981a: 144).

Are there sign models proposing less or more than two or three relata of the sign? A monadic view of the sign which neglects to differentiate between sign vehicle and meaning occurs only outside of the theory of signs. It is characteristic of magic and unreflected modes of sign manipulation. General Semantics warns against this view of the sign with the slogan "The symbol is not the thing symbolized" (Hayakawa 1941: 27; cf. Semantics 1.5). A tetradic model of the linguistic sign has been proposed by Hockett (1977: 82), who argues that the triad of word-idea-thing should be extended by an additional conceptual unit of the "image of the word." (Notice that Saussure's signifier is also a mentalist "acoustic image.")

In linguistic lexicology, K. Heger's semiotic trapezium is a sign model with more than three relata. It extends the classical triad to a trapezium which specifies the following six relata of the linguistic sign (Baldinger 1970: 155-56): (1) phonic substance, (2) moneme (sum of sememes and phonemes), (3) sense or signified (sum of all meanings associated with one signifier), (4) sememe (one particular meaning), (5)
1.4.2 Realist Models of the Sign

Semiotic realism in its most genuine form originates from the philosophy of Plato (cf. History 2.2.2). The correlates of the sign are assumed to be nonmental entities. The extreme realist believes that both sense and reference (cf. Meaning 2.-3.) exist in themselves and would exist even if there were no minds to be aware of them. In a mindless world, they would be available for discovery, even if there were nobody to discover them (cf. Woozley 1967: 194-95). Plato, Aristotle, Augustine, Bolzano, and Frege are counted among the realists in the history of semiotics. For Husserl's semantic realism, see Meaning (3.1).

1.4.3 Conceptualist Models of the Sign

In semiotic conceptualism, the semantic dimension of the sign is assumed to be mind-dependent. For the conceptualist, meanings exist in the mind in a subjective sense, such that if there were no minds, there could be no meanings (cf. Woozley 1967: 195). Conceptualism raises the question of the referential correlate of the sign and its reality only insofar as this "reality" provides the sense data to the mind. The main representatives of conceptualism are the British empiricists Locke, Berkeley, and Hume. John Stuart Mill and Franz Brentano are modern (nineteenth-century) conceptualists in logical semantics. See also Meaning (3.2) for mentalism in modern semantics.

1.4.4 Nominalist Models of the Sign

Semiotic nominalism rejects the idea of a reality of general concepts or referents (cf. History 2.2.2). Nominalists acknowledge only the existence of singular objects and deny the reality of universals, i.e., the property predicated of all the individuals of a certain class, such as "redness." In its extreme form, nominalism argues that objects having the same quality have nothing in common but their name (Lat. nomen, therefore: nominalism). William of Ockham, for example, taught that universals are only signs without an existence of their own, standing for individual objects or sets of objects (cf. Geyer, ed. 1951: 576 and Woozley 1967: 203). These signs are thus only names without any correlate in reality.

According to Jadacki, "recent tendencies to 'semiotize' all areas [. . .] concerned with the formal or empirical aspects of meaning and reference, can be interpreted as expressing the fact that nominalism today is, more or less, the dominant school of thinking: everything conceptual only exists in the use of its sign" (1986: 1136). Modern semiotic nominalists, according to this interpretation, are thus the structuralists, and semioticians in the line from Saussure to Hjelmslev, Greimas, and Eco. However, this modern semiotic nominalism tends to be still more nominalist than the traditional one which acknowledged at least the referential reality of individuals.

2. Dyadic Models of the Sign

The most general dyadic characterization of the sign is given in the medieval formula *aliquid stat pro aliquid,* "something stands for something else." According to Eschbach (1980: 44), one of the first explicit quotations of this formula is in the writings of Albert the Great (thirteenth century), but the Scholastics usually used a different formulation, *supponit aliquid pro aliquid,* "something serves in place of something else" (cf. Kneale & Kneale 1962: 250). Definitions of the sign using the *aliquid pro aliquid* formula may be dyadic or triadic. If the *aliquo* is subdivided into sense and reference (see Meaning), the definition is extended from a dyadic to a triadic one.
2.1 Aliquid Pro Aliquo

The representative function (stare pro) of the sign has been a criterion of the definition of the sign from Augustine to Jakobson. What is the nature of the relata and of the relation?

2.1.1 Dyad or Triad in the History of Semiotics

One of the earliest explicitly dyadic models of the sign was proposed by the Epicureans (see History 2.1.4), who rejected the Stoic lekton as the third correlate of semiosis. The aliquid pro aliquo formula of medieval semiotics suggests a dyadic model with the two correlates of the sign vehicle (aliquid) and its referent (aliquo). However, a closer look at the definitions often reveals reference to a third correlate. In Augustine's definition (De doctrina christiana 2.1.1; cf. History 2.1.5), "a sign is a thing which, over and above the impression it makes on the senses, causes something else to come into the mind as a consequence of itself" (397: 636). Markus (1957: 71-72) and Simone (1972: 16) have interpreted this definition of the sign as a triadic one, consisting of (1) the sign vehicle, (2) its referent, and (3) the mind to whom the sign stands for the object. However, the model is not triadic in the tradition of a systematic distinction between sense and reference (cf. Meaning), as it was postulated by the Stoics (see 3.2). The focus is on the sign vehicle and the referent. The interpreter is a necessary prerequisite of any sign model even though it may not always be mentioned explicitly. The decisive difference between triadic and dyadic models remains the distinction between sense and reference, which seems to be of no concern to Augustine.

The Scholastics developed the theory of stare pro further in their theories of representation (cf. Kaczmarek 1986) and supposition (see History 2.2.3). Ockham's definition of the sign is still very similar to Augustine's: "A sign is that which makes something else come to one's mind" ("ille, quod aliquid facit in cognitionem venire," quoted in Geyer, ed. 1951: 578). Almost the same definition is used by Poinsot: "A sign is something that makes something other than itself present to knowledge" (1632: 25).

The question whether this aliquid-aliquo dyad involves a semiotic dyad or a triad has been interpreted differently in the course of the history of medieval semiotics. Coseriu gives evidence for a triadic conception in early medieval semiotics consisting of the three terms vox-conceptiones. He quotes Boethius (480-524) as follows: "The voice (vox) signifies the concepts (conceptiones) of soul and intellect, but the same intellect conceives of the things (res) and is signified by the voices" (1970: 153). (See also History 2.2.4.) In early Scholastic semiotics, this Stoic triad was broken up into two dyads. Thus, Anselm of Canterbury (1033-1109) distinguished two semantic relations, significatio and appellatio (Pinborg 1972: 43): appellatio is the relation between word and thing, while significatio is the relation between word and its conceptual content. In the later development of the semiotics of the Modistae, there was a shift from the triad to a word-thing dyad, although the mediating role of the intellect was still acknowledged (cf. Bursill-Hall 1971: 97, Ebbesen 1983: 73, Gabler 1987: 48).

2.1.2 Aliquid Pro Aliquo in Modern Semiotics

With reference to H. Gomperz, Bühler resumes the aliquid pro aliquo formula as an element in his theory of representation (1933b: 93-96). He describes the aliquid (the sign vehicle) as a concretum which can stand for (function as a representative of) the aliquo only by a process of abstraction. Bühler calls this the principle of abstractive relevance. Jakobson follows this tradition when he states, "Each and every sign is a referral (renvoi)" (1975: 22). Even Peirce accepts the aliquid pro aliquo formula, although his general semiotic framework is triadic: "A sign, or representamen, is something which stands to somebody for something in some respect or capacity" (§ 2.228).

2.1.3 The Relata

The aliquid pro aliquo formula is open to both dyadic and triadic interpretations. The following relata of the "stat pro"-relation are characteristic
of different types of sign models (cf. Meaning 2-3. and Wiegand 1970: 249-51): (1) signifier-referent (the "nomen significat rem" theory of Roman grammarians; cf. Padley 1976: 164), (2) (Saussure's) signifier-signified (sense), (3) the unity of signifier plus signified-referent, (4) a triad as a coupling of two dyads (cf. 2.1.1 and Locke in 2.3), and (5) the (triadic; see 3.) signifier-signified-referent model.

2.2 The Relation of "Standing for"

Peirce's specification that the "standing for" must be "for something in some respect" has the advantage of precluding a common misinterpretation. It says clearly that the relation of "standing for" is not one of substitution (cf. Wells 1977: 6, pace Morris 1946: 84). The more precise nature of the "standing for" relation depends, of course, on the nature of the relata. The class of natural signs, where the interpreter relates the sign vehicle (the symptom or index) to its referent by means of an inference, raises the question whether it is still appropriate to call this relation one of "standing for."

2.2.1 Signification and Designation

If the aliquo is the referent, the relation is one of designation or reference; if it is sense, the relation is one of signification (see Meaning 1.2). The medieval distinction was between appellatio and significatio. If the signifier refers to the referent via the relatum of sense, this triadic relation is one of mediation (see 1.3.3). For representation as a semiotic relation, see Meaning (1.2.3). The nature of the aliquo-aliquo relation can furthermore be specified as being arbitrary (symbolic) or motivated (iconic or indexical; cf. Peirce 3.2).

In the framework of their triadic sign model, Ogden & Richards specify the relation of the sign vehicle ("symbol") and the referent as being without any "relevant relation other than an indirect one," while they see relations of psychological or social "causality" between the relata sign vehicle-sense ("thought or reference") and sense-referent (1923: 10-11). Today, the concept of causality is certainly inappropriate in this context. A modern successor is the concept of inference.

2.2.2 The Dyad in Natural Signs

According to Augustine's definition of the natural sign, natural signs are the object of unilateral observation, in contradistinction to signs in bilateral communication. The sign vehicle (A) and the referent (B) in this type of natural semiosis are related in two ways. At an extrasemiotic level, the level of natural events, A is the effect of the cause B. At the semiotic level, the effect A becomes an index or symptom which an interpreter connects by inference to B. Hobbes explains the genesis of natural signs (and moreover of signs in general) as a process of interpreting the consequent as an effect of its antecedent or vice versa:

When a man hath so often observed like antecedents to be followed by like consequents, that whencesoever he seeth the antecedent, he looketh again for the consequent; or when he seeth the consequent, maketh account there hath been the like antecedent; then he calleth both the antecedent and the consequent signs of one another, as clouds are signs of rain to come, and rain of clouds past. (1640: 4.9)

Later, Wolff was to divide this field of natural signs into demonstrative, prognostic, and rememorative signs depending whether the referent is a present, future, or past event (1720: §§ 953-54; cf. History 3.4.1). For a more recent theory of natural signs, see Clarke (1987).

2.2.3 Inference and Semiosis

Is the inference by which an interpreter connects the antecedent with its consequent a sign relation (cf. Pele 1984b)? Critics of a broad concept of the sign have argued that clouds do not mean rain and that therefore the distinction between indication and signification, indices and symbols is a fundamental threshold from nonsigns to signs (cf. Savigny 1974: 1788, Clarke 1987). From a pragmatic point of view, Alston argues that "there is a sharp distinction between the two groups of facts. One is a matter of certain de facto correlations holding and not a matter of"
the x's being used in a certain way. The other is a matter of the way the x in question is used and not a matter of correlations in which it stands with they" (1967: 440).

Clarke proposes to exclude inferences from natural evidence from the definition of signs (1987: 49-50): "Clouds may signify rain [ . . . ], but they clearly do not refer to anything at all. To assign them a reference to the rain is to collapse the crucial distinction between the significance and reference of a sign." According to his own proposal, a natural sign should "be defined as an event having significance for an interpreter which is not produced for the purpose of communication and whose interpretation does not require an inference from a linguistic generalization." This proposal is an attempt to mediate between two ancient rival theories of the sign, those of Stoic and Epicurean semiotics.

The Epicureans defended a realist view of the natural sign. According to Sextus Empiricus (Against the Logicians II: 269-71), natural signs can be apprehended by direct observation and do not require the mediation of language. Even animals can thus interpret natural signs. This view of natural semiosis has been accepted in the pansemiotic tradition from Augustine to Peirce and Morris.

An early nominalist view of natural semiosis was the Stoic theory of signs. The nominalist Eco (1976: 17; 1984b: 31) sympathizes with this view because it makes natural semiosis depend on a criterion of "cultural recognition." According to the Stoics, the natural sign is not the association between a natural event A ("smoke") and a physically related event B ("fire"), but the result of a process of hypothetical reasoning. Instead of being events, A and B become propositions. The sign A is the antecedent of a hypothetical reasoning ("If there is smoke . . . ") and B is its inferred consequent (" . . . then there must be fire"). This rationalist view of natural semiosis is untenable within the larger framework of general semiotics. Its consequence would be the exclusion of zoosemiotics and large sectors of anthroposemiotics (for example, the semiotics of music) from the semiotic field.

2.3 The Dyadic Sign: A Synopsis

A clear-cut distinction between dyadic and triadic sign models is not always possible (see also 2.1.1). There is a zone of vagueness whenever a third correlate is mentioned but not systematically incorporated into the semiotic theory. Saussure's model is the prototype of a dyadic model. Although he mentions the "chose" in addition to the signifier and the signified, he rejects it as a third correlate of the sign. Hjelmslev, while discussing reference in the domain of content-substance, also remains essentially dyadic in his concept of the sign. Furthermore, there are semioticians who postulate two aspects of the sign but consider the relation between sign vehicle and meaning to be the third component.

Major dyadic definitions of the sign from the history of semiotics are summarized in the synopsis of Figure Si 1. The definitions on which this survey is based are as follows:

1. Augustine, see 1.3.2, 2.1.1, and History (2.1.5).
2. Albertus Magnus and the Scholastics, see 2.1.1.
3. Hobbes, see 2.2.2 and History (3.2.2).
4. Locke (1690) distinguishes two types of signs, (I) ideas as signs of things and (II) words as signs of ideas (see also Meaning 3.2): (I) "For, since the things the mind contemplates are none of them, besides itself, present to the understanding, it is necessary that something else, as a sign or representation of the thing it considers, should be present to it: and these are ideas" (Locke 1690: IV.21.4). (II) "Words [. . .] stand for nothing but the ideas in the mind of him that uses them. [. . .] That then which words are the marks of are the ideas of the speaker" (Locke 1690: 111.2.2). See also History (3.3.3).
5. Port-Royal (= Arnauld & Nicole 1685), see Rey (1973: 112), Auroux (1979: 22), Swiggers (1981), and History (3.1.2).
6. Wolff (1720: § 293; cf. Coseriu 1967: 98 and Trabant 1976a: 17): "Thus, if two things occur always simultaneously or one always after the other, then one is always a sign of the
other. Such are called natural signs." See also History (3.4.1).

7. Degérando (1800: I, 63), cf. History (3.3.4).

8.-9. See Saussure and Hjelmslev.

10. Cassirer (1922-38: 175; cf. Krois 1984b: 440): "Under the term symbolic form should be understood each energy of human spirit through which an intelligible content and meaning is joined with and internally adapted to a concrete sensible sign." On Cassirer's theory of the sign and symbol, see History (3.6.2) and Typology (1.2.2).

11. Bühler (1933b; 1934), cf. 2.1.2.

12. Bloomfield (1933), cf. Meaning (4.1) on behaviorism in semiotics.


15. Goodman (1968: xi, 5) does not differentiate between sign and sign vehicle. His term symbol "covers letters, words, texts, pictures, diagrams, maps, models, and more." His referential view of the "symbol" is apparent in this quote: "The plain fact is that a picture, to represent an object [footnote: I use 'object' indifferently for anything a picture represents, whether an apple or a battle], must be a symbol for it, stand for it, refer to it." See also Image (3.4).

Goodman's representation, description, exemplification, and expression (1968: 256) are not

<table>
<thead>
<tr>
<th>Sign</th>
<th>Correlates of the Dyad</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1) Augustine (397)</td>
<td>sign sign vehicle (other) thing(s), something else</td>
</tr>
<tr>
<td>(2) Albertus Magnus and Scholastics (13th cent.)</td>
<td>signum aliquid (vox) aliquo (res)</td>
</tr>
<tr>
<td>(3) Hobbes (1640)</td>
<td>sign antecedent experience consequent experience</td>
</tr>
<tr>
<td>(4) Locke (1690)</td>
<td>sign (1) idea thing sign (2) word idea</td>
</tr>
<tr>
<td>(5) Port-Royal (Arnauld &amp; Nicole 1685)</td>
<td>sign idea of the representing thing idea of the thing represented</td>
</tr>
<tr>
<td>(6) Wolff (1729)</td>
<td>sign one thing another thing</td>
</tr>
<tr>
<td>(7) Degérando (1800)</td>
<td>sign sensation idea</td>
</tr>
<tr>
<td>(8) Saussure</td>
<td>sign signifier signified</td>
</tr>
<tr>
<td>(9) Hjelmslev</td>
<td>sign expression content</td>
</tr>
<tr>
<td>(10) Cassirer (1920ff)</td>
<td>symbol (signe) form concrete sensible sign content, meaning</td>
</tr>
<tr>
<td>(11) Bühler (1933b)</td>
<td>sign representative (concrete thing) meaning</td>
</tr>
<tr>
<td>(12) Bloomfield (1933)</td>
<td>linguistic form speech sound, signal response in hearer</td>
</tr>
<tr>
<td>(13) Buysens (1943)</td>
<td>seme seme act meaning, signification</td>
</tr>
<tr>
<td>(14) Jakobson (1959ff)</td>
<td>sign (um) signans signatum</td>
</tr>
<tr>
<td>(15) Goodman (1968)</td>
<td>symbol [words, pictures, models, etc.] denotatum, object</td>
</tr>
</tbody>
</table>

Fig. Si 1.
Synopsis of dyadic models of the sign. (See also the synopsis M 3 on meaning, and History of Semiotics.)
variants of sense (see Meaning 3.), as Faltin claims (1985: 30), but four types of referential function.

3. Triadic Models of the Sign

Triadic sign models comprise a nonhomogeneous group of semiotic theories distinguishing three correlates of the sign, sign vehicle, sense, and referent (cf. Meaning). In some cases, there is no clear-cut distinction between dyadic and triadic models (cf. 2.1.1). For surveys of triadic sign models see Gomperz (1908: 76-91) and Lieb (1981a).

3.1 Some Types of Triadic Sign Models

The nonhomogeneous character of these sign models can be illustrated in a tentative typology of triadic models. The basic distinction will be between triads that are reducible to dyads and genuine triads.

3.1.1 Triads Reducible to Dyads

Some triadic sign models are actually reducible to two dyads. These may be either subsequent or alternative dyads. Locke's definition implies two subsequent but still potentially independent dyads: words are signs of ideas and ideas are signs of things. Anselm's distinction between significatio, the relation between word and concept, and appellatio, the relation between word and thing, implies two alternative dyads. In modern semantics, too, the distinction between sense and reference is sometimes taken to be a matter of alternative dyads. This is the theory that words have either sense or reference (cf. Meaning 1.). Others have postulated a genuine triad claiming that there is always some sense and reference in signs.

3.1.2 Genuine Triads and the Semiotic Triangle

Genuine triads are based on the concept of mediation (cf. 1.3.3): a third correlate is related to a first via a second. After Gomperz (1908: 77), Ogden & Richards (1923: 11) have represented the triadic structure of the sign by means of a triangle. This diagram (cf. Fig. Si 2) has become known as the semiotic triangle (cf. Lyons 1977: 96, Lieb 1981a). It shows the three correlates of the sign in the order (1) sign vehicle, (2) sense, and (3) referent (Ogden & Richards use different terms; cf. synopsis in Fig. S 3). The dotted base line indicates the indirect nature of the relationship between the sign vehicle and the referent and thus the path of mediation from (1) to (3). However, the order of the relata in the process of triadic mediation has been interpreted in different ways.

![Fig. Si 2. The semiotic triangle (cf. text).](image)

Aristotle's definition of words as signs of the soul, and the latter as likenesses of actual things, gives the outline of the standard order of the triad: (1) sign vehicle-(2) sense-(3) referent (Fig. Si 2). Sense is the mediator of the referent. In medieval semiotics: "Vox significat rem mediantibus conceptibus" (cf. Lyons 1977: 96). This is also the order of Ogden & Richards's triad and of Vygotsky's mediational view of the sign. Peirce's definition of the sign (§ 2.228) enumerates the three relata representamen-interpertation-object in the same order, but within his categorial system, the object is a phenomenon of secondness, and the interpretant is one of thirdness.

In contradistinction to this standard order of the triad, Plato's and Aristotle's sign models also suggest a different interpretation of the sequence of the relata (cf. Schmidt 1969: 13). Since in the Platonic tradition, ideas are "likenesses" of actual things, this early picture theory of meaning (cf. Image 2.2) assigns the object in a way the first place within the triad:
the thing (1) evokes the idea (2) which names the word (3). A still different order is suggested by Husserl's phenomenology of meaning (q.v. 3.1.3). Husserl's theory of the "meaning endowing act," in connection with his Platonic view of sense, assigns the first place within the semiotic triad to sense: sense (1) "gives life" to a "name-Thing" (2) which refers to the object (3). More generally, the order (1) sense-(2) sign vehicle-(3) object is the order of semiosis from the point of view of sign production, while the order (1) sign vehicle-(2) sense-(3) referent is the order of semiosis from the point of view of the interpreter.

3.2 The Triadic Sign: A Synopsis

The triadic triangle (Fig. Si 2) is the framework of the following synopsis of major triadic definitions of the sign (Fig. Si 3). The synopsis is based on the following definitions:


2. Aristotle: *De interpretatione* (16a trans. J. L. Ackrile; cf. Lieb 1981a): "Now spoken sounds (φωνη*) are symbols (συμβολα*) of affections (παθηματα*) in the soul (ψυχη*), and written marks symbols of spoken sounds. And just as written marks are not the same for all men, neither are spoken sounds. But what these are in the first place signs of (σημεια*)—affections of the soul—are the same for all; and what these affections are likenesses of—actual things (πραγματα*)—are also the same."

3. The Stoic sign model is described by Sextus Empiricus (Adversus mathematicos 8.11-2; cf. Kretzmann 1967: 364): "The Stoics [ . . . ] said that three things are linked together: (1) what is conveyed by the linguistic sign (το* σημαινομενον*) (2) the linguistic sign itself (το σημαινον*) and (3) the object or event (το τνηγανον*) [ . . . ] Two of these are corporeal—viz. the sound and the object or event—and one is incorporeal—viz. the matter of discourse conveyed by the linguistic sign, the .

<table>
<thead>
<tr>
<th>Sign</th>
<th>Correlates of the Triad</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Plato (ca. 400 B.C.)</td>
<td>name</td>
</tr>
<tr>
<td>2) Aristotle (ca. 350 B.C.)</td>
<td>[sign]</td>
</tr>
<tr>
<td>3) Stoics (ca. 250 B.C.)</td>
<td>[sign]</td>
</tr>
<tr>
<td>4) Boethius (ca. 500)</td>
<td>[word]</td>
</tr>
<tr>
<td>5) Bacon (1605)</td>
<td>[word]</td>
</tr>
<tr>
<td>6) Leibniz (ca. 1700)</td>
<td>[sign]</td>
</tr>
<tr>
<td>7) Peirce</td>
<td>sign</td>
</tr>
<tr>
<td>8) Husserl (1900)</td>
<td>sign</td>
</tr>
<tr>
<td>9) Ogden &amp; Richards (1923)</td>
<td>—</td>
</tr>
<tr>
<td>10) Morris</td>
<td>sign</td>
</tr>
</tbody>
</table>

Fig. Si 3.
Synopsis of triadic models of the sign. (See also the synopsis of Meaning (Fig. M 3) and History of Semiotics.)
lekton." Cf. Robins (1967: 16): "The Stoics formalized the dichotomy between form and meaning, distinguishing in language 'the signifier' and 'the signified,' in terms strikingly reminiscent of de Saussure's *signifiant* and *signifié.*" See also Robins (1951: 26ff.) and Eco (1984b: 29-33) and History (2.1.3).


5. Bacon: see Universal Language (2.2.1).

6. Leibniz; see Poser (1979): *sign-signum or character, concept-conceptio (also notio, cogitatio, idea), thing-res.*

7. See Peirce.

8. Husserl; see Meaning (3.1.3).


10. See Morris.
Meaning, Sense, and Reference

The meaning of *meaning* is a semiotic labyrinth both on theoretical and on terminological grounds. In this chapter, the term *meaning* will be used in a very broad sense, covering both of the two more specific dimensions of *sense* (or content) and *reference* (object or denotatum). Many semanticians, however, define the term *meaning* in a narrower sense which excludes the aspect of reference. The major accounts of meaning will be classified into theories of reference, theories of sense, and pragmatic theories. Some theories are reductionist, defining meaning in only one of these semiotic dimensions. Other theories are pluralist, taking both sense, reference, and possibly also other semiotic dimensions into account. In addition to these definitions of meaning, two types of meaning, nonsemiotic and connotative meaning, are complementary and not rival accounts of the nature of meaning.

This chapter on meaning, sense, and reference is a continuation of the one on the sign. Semiotic models of meaning are further discussed in the chapters on Peirce, Saussure, Hjelmslev, and Morris. Textual meaning is the topic of Greimas's structural semantics and other chapters in the section on text semiotics. Major schools of research in linguistic and nonlinguistic meaning are the topic of the chapter on semantics and semiotics.

1. Terminological and Theoretical Preliminaries

According to Morris (1938: 43-44), the term *meaning* "has had such a notorious history" that "it is well to avoid this term in discussions of signs." In Morris's opinion, "semiotic does not rest upon a theory of 'meaning'; the term 'meaning' is rather to be clarified in terms of semiotic." Such a clarification presupposes both terminological and theoretical considerations.

1.1 The Meanings of Meaning, Sense, and Reference

No fewer than twenty-three meanings of *meaning* were distinguished by Ogden & Richards (1923: 186). The understanding of these and other meanings of *meaning* requires a terminological clarification. The guide through the jangle of terms takes the three key terms, *meaning*, *sense*, and *reference*, as marks of orientation.

1.1.1 Meaning

*Meaning* has become adopted as the general term covering both sense and reference in linguistics (Lyons 1977, Allan 1986) and in the philosophy of language (Dummett 1976: 74). Figure M1 illustrates this meaning of *meaning.*
The major terminological rival to this broad definition is a narrower definition according to which meaning is a synonym of sense or content (cf. Schmitter 1987: 205-212). The basic dichotomy of semantics is then not sense vs. reference but meaning vs. reference (cf. Kempson 1977: 12). Sometimes this narrower definition can be found with the same authors who later adopted the broader definition (thus Lyons 1963: 50ff. vs. Lyons 1977, and Dummett 1973: 84 vs. 1976: 74). This meaning of meaning is represented in Figure M2.

1.1.2 Sense vs. Reference

Terminologically, the sense-reference dichotomy is derived from M. Black's standard translation of Frege (1892). Frege pointed out that the two expressions morning star and evening star have the same reference (Ger. Bedeutung) since both refer to the same planet (namely, Venus). But morning star is not a synonym of evening star since one is the name of the planet Venus "when seen in the morning before sunrise" and the other "when it appears in the heavens after sunset" (ibid.: 119; cf. Linsky 1967: 129-30).

The history of the sense-reference dichotomy before and after Frege is a Babylonian confusion (cf. Frisch 1969, who examined the terms used by no fewer than 200 authors). In the history of logic before Frege, the dominant terminological distinction was between comprehension and extension (cf ibid.). Besides the standard translation of Frege's terms, there is Russell's (1905) discussion of Frege in which the terms meaning and denotation are used. Furthermore, in German, Frege's original terminology, Sinn vs. Bedeutung, has by now been replaced in part by its terminological opposite, Bedeutung vs. Bezeichnung (cf. Brekle 1972: 63). Notice that similar terminological reversals have occurred with the terms originally proposed by Mill (1843) and Ogden & Richards (1923).

The major terminological conventions which have been adopted for the distinction between the dimensions of sense and reference are surveyed in the synopsis of Figure M 3. This survey has to neglect many theoretical differences, in particular the relational aspect of meaning, which is usually defined in the additional categories of signification and designation. See also the synopsis of the components of the sign.

1.2 Signification vs. Designation

In the dimensions both of sense and of reference, meaning has been defined either as a conceptual or even real entity, or as a relation between semiotic entities (cf. Schaff 1960: 210-75). In the former perspective, meaning is an idea, a concept, an object, or a thing. In the latter perspective, meaning is a function, a relation between the signifier and its signified, the signifier and its user, or the signifier and other signs. A variety of terms have been introduced to describe the relational aspects of meaning. The most common distinction is between signification for the intrasemiotic relation and designation for the extrasemiotic relation (thus, Coseriu & Geckeler 1974: 147). Frege used the dichotomy expression and designation: "By means of a sign we express its sense and designate its reference" (1892: 123).

1.2.1 Signification

Ullmann defends a relational theory of meaning, which he defines as "a reciprocal and reversible relationship between name and sense" (1962: 57). More commonly, this relation is not identified with meaning but is defined as only one aspect of the semantic dimension, namely, signification. Thus, Ducrot & Todorov define the relationship between the
<table>
<thead>
<tr>
<th>Dimension of Sense</th>
<th>Dimension of Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mill (1843; cf. 5.2.1)</td>
<td>connotation</td>
</tr>
<tr>
<td>Frege (1892)</td>
<td>Sinn</td>
</tr>
<tr>
<td>Frege (Black's trans.)</td>
<td>sense</td>
</tr>
<tr>
<td>Russell (1905, quoting Frege)</td>
<td>meaning</td>
</tr>
<tr>
<td>Peirce</td>
<td>interpretant</td>
</tr>
<tr>
<td>Husserl (1900)</td>
<td>Bedeutung (meaning)</td>
</tr>
<tr>
<td>Saussure</td>
<td>signified or concept</td>
</tr>
<tr>
<td>Ogden &amp; Richards (1923)</td>
<td>thought or reference</td>
</tr>
<tr>
<td>Hjelmslev (1943: 57)</td>
<td>content</td>
</tr>
<tr>
<td>Carnap (1942; 1947)</td>
<td>intension</td>
</tr>
<tr>
<td>Ullmann (1962: 67)</td>
<td>sense or meaning</td>
</tr>
<tr>
<td>Brekk (1972)</td>
<td>Bedeutung</td>
</tr>
<tr>
<td>Eco (1976)</td>
<td>meaning or content</td>
</tr>
<tr>
<td>Greimas (see 1.3)</td>
<td>signification</td>
</tr>
<tr>
<td>Lyons (see 1.2.2)</td>
<td>sense</td>
</tr>
<tr>
<td>Malmberg (1977)</td>
<td>content</td>
</tr>
<tr>
<td>Quine (1981: 43ff)</td>
<td>meaning</td>
</tr>
</tbody>
</table>

Fig. M.3. Sense and reference: a terminological synopsis. Aspects whose study is explicitly characterized as being extrasemiotic are indicated in brackets. For the further differentiation of the relational aspect, see 1.2. See also the synopses of the models of signs (Sign 2.3, 3.).

signifier and the signified as signification (1972: 100). Barthes emphasizes the dynamic aspect of this correlation. To him, "signification can be conceived as a process; it is the act which binds the signifier and the signified, an act whose product is the sign" (1964a: 48). Within the domain of sense, Baldinger (1970: 111) draws a further distinction corresponding to the semasiology–onomasiology subdivision of semantics. In this terminology, sense (the signified) studied from the perspective of the signifier (the relationship "signifier – signified") is called signification, while the study of the signifiers associated with one signified (the relationship "signified – signifier") is called designation. More commonly, however, the latter term is used for the relationship of reference.

### 1.2.2 Designation or Reference

Designation is only one of the terms used to describe the semiotic relationship between sign and object. More precisely, it is not a dyadic relationship but a triadic one, involving the interpreter as the third term in the act of referring (Linsky 1967) to the referential object. Other terms are denotation and reference as opposed to the denotatum and the referent, which characterize the entity referred to. Lyons adopts the term reference for the relation and referent for the entity referred to (1977: 177). But he restricts these terms to the utterance-bound occurrence of signs, the usages of an expression "on particular occasions of its utterance" (ibid.: 174). For the usage- or utterance-independent aspect of meaning he introduces a new dichotomy (ibid.: 207-208): denotation for the context-independent relation and denotatum for the relatum of meaning.

### 1.2.3 Reference vs. Representation

The function of reference is related to, but sometimes also distinguished from, representation. This latter term is far from being clearly defined in semiotic terminology (cf. Foucault 1966a: 46-77; Parret 1969, Kaczmarek 1986). Sometimes, representation (Ger. Darstellung) is a synonym of the referential function of semiosis in general. Cassirer uses the term in this way (cf. Ranea 1986: 306). Hockett opposes representation and signification (1977: 82). In his definition, representation is the relation between the mental signifier and the referential object (the idea represents the thing) and also between the mental signifier and the actual utterance (the image of the word represents the utterance of the word). Signification, according to Hockett (ibid.), is then the relation between
the word (mental and acoustic) and its sense and reference (idea and thing). Often, representation means simply "reference" in the domain of pictorial semiotics (see Image 3.4). Goodman defines representation (besides description, exemplification, and expression) as a type of referential function (1968: 256).

Bunge discusses similarities and differences between pictorial representation as in art and conceptual representation as in scientific theories (1974: 84-85). In a way, both aim at depicting referents, but while pictures are concrete sensual images of reality, theoretical representations are conceptual reconstructions of reality. Bunge draws the following distinction between representation and reference: while reference relates a construct to a thing as a whole, representation matches a construct with some aspect or property of the thing (ibid.: 87). Reference is possible without representation and vice versa. The statement "There are no green people" refers to people but represents nothing. From theoretical physics, he gives examples of representing but nonreferential concepts.

### 1.3 Meaning and Signification According to Greimas

Greimas draws a nonstandard distinction between meaning and signification.

#### 1.3.1 Meaning

According to Greimas & Courtés, meaning "is undefinable" and "anterior to semiotic production": "Nothing can be said about meaning, unless metaphorical presuppositions full of implications are introduced" (1979: 187, 298). There are only meaning effects "produced by our senses in contact with meaning," and this effect is "the sole graspable reality, but one which cannot be apprehended directly." These arguments for the inscrutability of meaning stand clearly in the tradition of the philosophical debate on the inscrutability of reference (Quine 1968). The dimension of semantics which Greimas defines as meaning is evidently the referent (cf. Fig. M 3).

#### 1.3.2 Signification

Whereas meaning remains inscrutable, signification "is the key concept around which all semiotic theory is organized" (Greimas & Courtés 1979: 298). In this definition, signification is articulated meaning. It comprises both a dynamic and a static aspect. The former is the "process of producing meaning," the latter is "meaning already produced" (ibid.). According to the neo-Hjelmslevian semiotics of Greimas, signification (Fr. signification) is a transformation of a meaning (Fr. sens) which is given prior to signification:

> Man lives in a signifying world. To him, meaning is not a problem, meaning is given [. . . ]. In a "white universe" where language were the pure denotation of objects and gestures, it would be impossible to inquire about meaning [. . . ] The production of meaning is meaningless unless it is the transformation of the given meaning. Consequently, the production of meaning is in itself the putting into a significant form, a process which is indifferent to the contents to be transformed. (1970: 12-15)

### 1.4 Typologies of Theories of Meaning


#### 1.4.1 Criteria of Classification

The typological characteristics of theories of meaning can be classified according to several criteria. Schaff draws a basic distinction between theories that conceive of meaning as an entity and those that define it as a relation between entities of semiosis (1960: 210-75). Fischer-Lichte (1979) sets up a typology of meaning distinguishing between syntactic, semantic, and pragmatic theories. However,
purely syntactic theories of meaning are rare and have actually developed only in early distributional linguistics. The following discussion distinguishes pragmatic theories and the theories of reference and of sense as two types of semantic theories. For a different typology of approaches to meaning, based on the various disciplines concerned with the study of meaning, see Semantics (1.1).

1.4.2 Monist and Dualist Theories of Meaning

Among the various semantic theories, some explain the nature of meaning in terms of only one semiotic dimension, reference, sense, or use. Others take two or even more dimensions into consideration. The former will be called monist, the latter are dualist (or pluralist) theories of meaning. In semiotics, monist theories of meaning are defended in the tradition of the dyadic sign models of Saussure and Hjelmslev (see Sign 2.). In this tradition, Eco attacks vigorously the pitfalls of the "referential fallacy" (1976: 58). The triadic sign model of Peircean semiotics (see Sign 3.) provides a framework for a dualist account of meaning taking both sense (Peirce's interpretant) and reference (Peirce's object) into consideration (cf. Deledalle 1979: 147-57).

In linguistics, structural semantics followed the monist path of locating meaning in the sphere of sense only. Since no structure was admitted beyond the semiotic system of language, the dimension of reference was excluded from semantic investigation. Against this immanent view of meaning, there has been a new development of semantics which emphasizes the impossibility of studying phenomena of temporal, local, or personal deixis without having recourse to the dimension of reference. For this pragmatically oriented referential semantics, see Wimmer (1979).

2. Meaning as Reference

The problem of reference and of the referent is closely connected with the ontological problem of the existence of the entities referred to. Referential theories of meaning usually do not question the existence of the referent as an external entity. Their philosophical foundation is an ontological realism (cf. Runggaldier 1985).

2.1 Meaning as the Referent

The identification of meaning with the thing (or class of things) referred to is one of the oldest theories of meaning (cf. Black 1968: 151-52). In this view, the meaning of "moon," for example, is the actual object which moves around the world as its satellite. This approach to meaning is also called extensionalism (Kempson 1977: 13, derived from Carnap's terminology). Russell's theory of denotation is representative of a theory which derives meaning from reference (or denotation). In his view, "meaning cannot be got at except by means of denoting phrases" (1905: 151). Wittgenstein in his early writings advocates a referential theory of meaning when he argues, "The name means the object. The object is its meaning" (1922, § 3.203), but in the same Tractatus, he also develops an idea which leads to his later pragmatic theory of meaning (cf. 4.2): "In order to recognize the symbol in the sign we must consider the significant use" (§ 3.26). With logical positivism, the search for meaning in the dimension of reference reached a climax (cf. 2.2.1, 2.3.1).

A more recent author who develops a monist referential theory of meaning which excludes the dimension of sense is Quine (1960, cf. chap. VI: "Flight from Intensions"). In Marxist semiotics (cf. Morris 2.3.5), a dualist theory of reference is proposed which distinguishes between the signotic dimension of an "objective reality" and the semantic dimension of a materialist copy of this reality in human consciousness (cf. Lorenz & Wotjak 1977).

2.2 Meaning as Empirical Truth

To some philosophers of language, meaning is the determination of the referent and implies the search for empirical truth (cf. Evans &
Allan distinguishes two variants of this view of meaning, verificationism and truth-conditional semantics (1986: 79-82; cf. also Evans & McDowell, eds. 1976: 42ff.).

2.2.1 Verificationism

Ayer defines meaning according to the positivist "principle of verification," postulating that "a statement is held to be literally meaningful if and only if it is either analytic or empirically verifiable" (1936: 12).

2.2.2 Truth-Conditional Semantics

Davidson explains meaning in terms of truth, since "to give truth conditions is a way of giving the meaning of a sentence" (1967: 456). The background to this view is the "correspondence theory of truth" (cf. Tarski 1944), according to which a sentence is true if it designates an existing state of affairs.

2.3 Expansion and Deconstruction of the Referent

As a monist account of meaning, referential theories fail to give a comprehensive account of meaning (cf. Black 1968: 152, Fischer-Lichte 1979: 39, Runggaldier 1985). While the referent of Paris or dog may still be easy to determine, the referents of Pegasus, morning star, or the article the cause difficulties. Two kinds of proposals have been made to solve these problems of referential semantics, extending the scope of reference and eliminating the referent.

2.3.1 Extending the Scope of Reference

The prototype of a referential determination of meaning is a (proper) name designating an object or class of objects. From this prototype and from the so-called singular descriptions, logical semantics proceeded to extend the scope of reference to include also predicates and functors (of negation, conjunction, etc.) (Carnap 1947). Strawson (1950) shifts the scope to the pragmatic dimension by investigating the act of referring and by defining the referential object as a function of the use of an expression. Linsky investigates the referents of and reference to fictional and imaginary objects (1967: 125-26). He extends the study of reference by including the dimension of modality. In his description, words in the context of legends, dreams, or movies occur within the scope of special operators. An "in-the-movie" operator, for example, characterizes the mode of reference in a movie.

Jakobson's theory of the referential function of language reflects the pragmatic extension of the scope of reference (1960: 353). In his definition, the referent is the context. He rejects the idea that morning star and evening star have the same referent since reference is the contextualization of a sign (cf. Holenstein 1975: 88). This view, however, comes close to an elimination of the referent (as Waugh [1983: 189-91] sees it).

2.3.2 Eliminating the Referent

The exclusion of the referent from the investigation of meaning is characteristic of the monist theories of meaning as sense. The semiotic foundations of this approach were laid by Saussure and Hjelmslev. In linguistics, Ullmann (1962: 57-58) and the tradition of structural semantics defended a theory of meaning without recourse to reference.

Eco (1968; 1976) rejects any semiotic relevance to the referent by defining meaning as a purely cultural unit, a structure generated by a cultural code. Since in his view, every sign function implies the possibility of lying, the investigation of referential truth conditions cannot be a matter of semiotics (1976: 58). Eco does not refute the idea of the existence of an extrasemiotic reality of objects, but avoids any ontological commitment in this respect: "Within the framework of a theory of codes it is unnecessary to resort to the notion of extension, nor to that of possible worlds; the codes [. . .] set up a 'cultural' world which is neither actual nor possible in the ontological sense; its existence is linked to a cultural order, which is the way in which a society thinks and speaks" (ibid.: 61).

A different proposal for the semiotic elimi-
nation of the referent is made by Greimas & Courtés (1979: 260; cf. above, 1.3). Following Hjelmslev, Greimas first defines the sphere of "common sense" reality as being semioticized. Within this framework, reference from language to the semioticized world turns out to be a matter of *intersemiotic translation*:

The extralinguistic world [...] is given form by human beings and constituted by them as signification. Such a world, far from being the referent [...] is itself, on the contrary, a bi-planar language, a natural semiotics (or a semiotics of the physical world). The problem of the referent is then reduced to the question of the correlation between two semiotic systems (for example, natural languages and natural semiotics; pictorial semiotics and natural semiotics). This is a problem of inter-semioticism. [...] The referent loses its need to exist as a linguistic concept.

3. Meaning as Sense

Four theories of meaning as sense will be distinguished, *semantic realism*, *mentalism*, *contextualism*, and *substitutional equivalence theories*. A further mentalist approach to meaning is implied in the psychosemantic theory of meaning (see Semantics 1.1). For further major theories of meaning as sense, see Saussure, Hjelmslev, and Greimas. While the discussion focuses on monist theories which neglect the dimension of reference, some theories of meaning are also included in which reference is an additional dimension besides sense.

3.1 Semantic Realism of Sense

The prototype of semantic realism in the dimension of sense is platonism. Plato's theory of ideas is as realist as the referential theories of meaning, since both conceive of meaning in terms of entities believed to exist independently of the sign and its user (cf. Kutschera 1971: 32; see also Sign 1.4.2-4 and History 2.2.2 on the distinction between realism and nominalism). Semantic theories based on semantic realism are not necessarily committed to a monist approach to meaning. Both Plato and Husserl clearly distinguish between the idea (sense) and the referential object (or thing) as a second correlate of meaning.

3.1.1 The Platonic Heritage

In the Platonic tradition, ideas are something objective, independent of our minds, existing in a spiritual world beyond ours. Meaning in this framework is the approximative and never perfect access we have to the truths of these immortal ideas (cf. Nehring 1945: 29-30, Arbitrariness 1.1).

3.1.2 Neo-Platonism in Linguistic Philosophy

Allan interprets the philosophical semantics which Katz developed in the context of generative grammar as a neo-Platonic approach to meaning (1986: 89). Katz, too, considers meaning to be an abstract object existing separately from the speaker or hearer. The neo-Platonic views are apparent when Katz concludes: "The actual speaker's knowledge of the meaning of words and sentences is, then, an imperfect facsimile of their meaning in the language, which is given by an idealized grammar" (1971: 122).

3.1.3 Husserl's Phenomenological Theory of Meaning

In spite of Husserl's explicit assertions to the contrary, his phenomenological concept of meaning has a Platonic foundation, since meanings are also conceived of as ideal entities (1900: 322) apart from the human mind (cf. Schaff 1960: 213-26, Schmidt 1969: 13-17). Husserl distinguished three ingredients of meaningfulness (cf. Kretzmann 1967: 399): (1) a "meaning-endowing act" or "meaning intention" on the part of the producer of the expression corresponding to a "meaning-fulfilling act" on the part of the interpreter, (2) the content or meaning of these acts, and (3) the object meant by the expression.

To Husserl, meanings were subject to *a priori* laws. They did not have to be expressed in the
form of signs. He even envisioned meanings beyond the limits of human cognition:

As numbers—in the ideal sense that arithmetic presupposes—neither spring forth nor vanish with the act of enumeration, and as the endless number-series thus represents an objectively fixed set of general objects, sharply delimited by an ideal law, which no one can either add to or take away from, so it is with the ideal unities of pure logic, with its concepts, propositions, truths, or in other words, with its meanings. They are an ideally closed set of general objects, to which being thought or being expressed are alike contingent. There are therefore countless meanings which, in the common, relational sense, are merely possible ones, since they are never expressed, and since they can, owing to the limits of man's cognitive powers, never be expressed. (1900: 333)

But this ideal entity of meaning is associated with human consciousness through the intentional act of meaning (ibid.: 289). Only by this act is meaning bestowed upon the object. This aspect gives Husserl's semantics a pragmatic dimension (cf. 4.). In this perspective, meaning appears as a "lived experience," a movement of metamorphosis and interpretation: "It is only in those movements that the sign signifies. Isolated and by itself in a solitary relationship to things, as the name of the Thing, and hence a name-Thing, the sign is mute, without life, requiring an animation from without" (Gillan 1982: 9). Only the intentional act of consciousness confers meaning on the sign, although the sense of the sign lies in the sign itself. For further aspects of Husserl's theory of meaning, see Kalinowski (1985: 47-81).

3.2 Mentalist Theories of Meaning

Mentalist theories of meaning continue the historical tradition of semiotic conceptualism (see Sign 1.4.3). They are sometimes also called ideational theories of meaning (Pelc 1971: 61-63), but the term idea is not the Platonic one in this context. Meaning, according to these theories, is a concept in the sense of a mental event. Locke gave the following conceptualist or mentalist definition of meaning: "The use, then, of words, is to be sensible marks of ideas; and the ideas they stand for are their proper and immediate signification" (1690: III.2.1). Since meaning is defined as the thought associated with signs, such mentalist approaches to semantics are called associationist theories of meaning.

A mentalist account of meaning is also apparent in Saussure's definition of the signified as a concept. But this is, of course, only one aspect of Saussure's theory of meaning, the other being the aspect of value and structure. Another variant of mentalist semantics is the image theory of meaning, which identifies meaning with an image arising in the speaker's or hearer's mind. For details see Image (2.2). Behaviorism condemned the mentalist accounts of meaning as unscientific because concepts are unobservable entities, but modern linguistics with developments such as cognitive semantics has resumed the study of meaning in a mentalistic fashion.

3.3 Substitutional Equivalence Theories of Meaning

These theories account for the meaning of a word in terms of its substitutional equivalent. In contradistinction to the syntagmatic approach of the contextual theory, this approach has its discovery procedure in the paradigmatic dimension of language. The view that the meaning of a word can be equated with its intralingual or interlingual translation, i.e., a synonym, a paraphrase, or a foreign-language equivalent, has been the foundation of practical lexicography for centuries. The semiotic foundation of this principle was made explicit by Peirce, who defines meaning as "the translation of a sign into another system of signs" (§ 4.127). Jakobson called this "one of the most felicitous, brilliant ideas which general linguistics and semiotics gained from the American thinker" and points out that "many fruitless discussions about mentalism and anti-mentalism would be avoided if one approached the notion of meaning in terms of translation" (1980: 35-36).
A more recent variant of the theory of meaning is proposed by Quine. In his definition, meaning is accounted for in terms of substitutional and cognitive equivalence: "The meaning of an expression is the set of all expressions that mean like it," and the criterion of likeness is cognitive equivalence, "that is, the sameness of truth conditions" (1981: 46, 48).

### 3.4 Contextual Theories of Meaning

According to the contextual theory of meaning, meaning is ultimately derivable from its observable context (cf. Leech 1974: 74). The theory was first proposed in the framework of the British school of contextualism by J. R. Firth (1937; 1957). Other variants of this theory were developed in the framework of distributional linguistics. In this tradition, Nida sets up the "semantic principle" that "meaning is definable by environment" (1952: 126). The contextual theory of meaning follows a syntactic (or syntagmatic) approach when it considers the meaning of a sign a function of its relation to other signs in its context. It belongs to the pragmatic theories of meaning when it defines meaning as a function of its situational context.

Firth emphasizes both modes of context. His syntactic concept of meaning actually transcends semantics proper, covering all other branches of linguistic description (cf. Palmer 1981: 54-55). In this definition, meaning is "the whole complex of functions which a linguistic form may have" and contextual relations at all levels, phonology, grammar, or lexicography, are manifestations of meaning (Firth 1957: 33, 19). Firth's key concept, the context of situation, refers to the pragmatic aspects of meaning. This context comprises the following factors of meaning (ibid.: 182):

A. The relevant features of participants: persons, personalities.
   (i) The verbal action of the participants.
   (ii) The nonverbal action of the participants.

B. The relevant objects.

C. The effect of the verbal action.

### 4. Pragmatic Theories of Meaning

In most typologies of semantics, pragmatic theories of meaning are only those based on the tradition of ordinary-language philosophy (Wittgenstein, Austin, Strawson, Searle) and the further developments in linguistic pragmatics. But the now historical behaviorist account of meaning is also pragmatic because it studies meaning in relation to the sign user. In a further subdivision of pragmatic theories of signs and meaning, a distinction between sender- and receiver- (speaker-/hearer-) related theories can be made (Savigny 1974). From this perspective, the theory of meaning as effect or use is receiver-related. A sender-related theory is Husserl's theory of intentionality in meaning (cf. 3.1.3).

#### 4.1 Behaviorist Theories of Meaning

The behaviorist approach to semantics has its classical representative in Bloomfield, who defines "the meaning of a linguistic form as the situation in which the speaker utters it and the response which it calls forth in the hearer" (1933: 139). Meaning is thus identified with the speaker's and the hearer's response. Such semantic theories have also been defined as causal theories of meaning (Black 1968: 156), since meaning is seen as the cause of stimuli or responses.

The difference between behaviorist and mentalist semantics is not as radical as has been claimed. Ogden & Richards, for example, gave an earlier behaviorist account of meaning which was clearly mentalist as well. In their definition, meaning is the engraving of a stimulus: "A sign is always a stimulus similar to some part of an original stimulus and sufficient to call up the engraving formed by that stimulus. An engraving is the residual trace of an adaptation made by the organism to a stimulus" (1923: 53).

While both mentalism and behaviorism identify meaning as an event within an interpreting organism, behaviorism has emphasized
the necessity of external empirical evidence for the discovery of these events. The impasse of behavioristic semantics is reached where meanings are understood but no reaction of the interpreter can be observed.

4.2 Meaning as Use

The pragmatic theories study meanings in relation to the sign users. Peirce proposes such a theory when he defines meaning as the "proper significate effect of a sign" (§ 5.475). Morris is another semiotician who gives a pragmatic account of meaning.

Wittgenstein is the crown witness of a different pragmatic theory of meaning. In his *Philosophical Investigations*, Wittgenstein explains meaning in terms of use: "For a large class of cases—though not for all—in which we employ the word 'meaning' it can be defined thus: the meaning of a word is its use in the language. And the meaning of a name is sometimes explained by pointing to its bearer" (1953: § 43). This Wittgensteinian approach to semantics is also called the operational theory of meaning (cf. Hallé 1967, Mauro 1967, Schmidt 1969: 1932). A further variant of pragmatic semantics wants to account for meaning in terms of ostension (pointing to the object, as mentioned by Wittgenstein). Although ostension plays a role in the acquisition of meaning, Allan rightly concludes that ostension explains nothing about the nature of meaning (1986: 77).

5. Further Types of Meaning

The typology of theories discussed so far has been concerned with mostly mutually exclusive accounts of the nature of meaning. To these accounts of meaning, a discussion of two further meanings of meaning, namely, nonsemiotic and connotative meaning, will be added. These are not rival accounts but rather complementary dimensions of the theory of meaning.

5.1 Nonsemiotic Meaning

According to Pelc, the term *meaning* is used semiotically when it is attached to any type of sign, not only words, sentences, texts, but also symptoms, signals, symbols, representative pictures, or sculptures (1982: 1-2). But metaphorically, meaning is also attached to nonsigns, such as existence, activity, sacrifice, suffering, life, or history (ibid.: 18). In these cases, Pelc distinguishes three major types of nonsemiotic meaning: (1) finitistic concepts, comprising intentional, teleological (m. = aim, purpose), functional, and result-concepts (m. = result) of meaning, (2) explicatory concepts, including motivational (m. = motive), causal, and genetic (m. = origin) concepts, and (3) axiological concepts, which are evaluative (m. as value), importance concepts, or essence concepts (m. as "something crucial") (ibid.).

5.2 Connotative Meanings

Connotation has become a key concept in semiotics, stylistics, and the theory of literature. The origins of this concept and of its dichotomic counterpart, *denotation*, date back to medieval semantics. Its development in modern semiotics has been outlined by Molino (1971), Kerbrat-Orecchioni (1977), and Rössler (1979). Hjelmslev's and Barthes's theories of connotation have been particularly influential. For connotation as a principle of literariness, see Literature (3.2).

5.2.1 Connotation and Denotation

In Scholastic semantics, the concepts of connotation (from Latin *con* 'together' and *notare* 'to designate') and denotation were first used in the analysis of the distinction between abstract and concrete terms (cf. Molino 1971: 5-6, Pinborg et al. 1974). Only abstract terms were interpreted as having an absolute meaning ("per modum per se stantis"), signifying directly a substance or quality (for example, "whiteness," "humanity," or "blindness"). Concrete terms ("white,"
"human," or "blind"), on the other hand, were said to be connotative, signifying (denoting) not only a substance or quality, but in addition, connoting the carrier of this substance (the white house, the blind man). Later, Ockham defined connotatio as a term whose primary signification is the object for which it stands, while the quality to which the concept refers is its connotation, and thus a secondary meaning. Mill follows this tradition. In his definition, "a non-connotative term is one which signifies a subject only, or an attribute only. A connotative term is one which denotes a subject, and implies an attribute" (1843: 25). The modern successors to denotation and connotation in this sense are the terms extension and intension of logical semantics (see 1.1.2 and Fig. M 3).

5.2.2 Connotations as Secondary Meanings

In traditional semantics, connotative meaning is a secondary meaning which a sign may have in addition to a primary, standard, or core meaning, called denotative meaning. Bloomfield defines connotations as "supplementary values." He gives examples of personal, social, local, archaic, technical, learned, foreign, and slangy connotations, concluding that "connotations are countless and indefinable" (1933: 151-55). This field of connotations has meanwhile become the subject of more systematic research in the linguistics of language varieties, registers, and styles (cf. Gregory & Carroll 1978).

Leech defines denotative meaning as conceptual meaning and distinguishes six additional varieties of meaning (1974: 10-27): (1) connotative (in a narrower sense of "additional, noncriterial or even putative" aspects of meaning), (2) stylistic, (3) affective, (4) reflected ("what is communicated through association with another sense of the same expression"), (5) collocative (contextual m.), and (6) thematic (a kind of rhetorical) meaning. For further aspects of the typology of connotations, see Rössler (1979: 59-103).

5.2.3 The Deconstruction of Denotation and Connotation

The difficulty with a clear distinction between primary and secondary aspects of meaning has led many semioticians to reject the denotation-connotation dichotomy altogether. Geach proposes to "withdraw" these terms "from philosophical currency" (1962: 56). Barthes, in his later writings, saw in the denotation of a sign nothing but one of its many connotations. Eco (1968: 101-116; 1976: 54-57, 84-90) retains the basic dichotomy, but since his theory of meaning rejects the dimension of reference, his concepts of denotation and connotation cover much of the traditional sphere of connotation. Denotation, according to Eco, is a "cultural unit, [. . . ] the culturally recognized property of a possible referent." A connotation is also "a cultural unit," but it is "conveyed by its denotation and not necessarily corresponding to a culturally recognized property of the possible referent" (1976: 85-86). Elsewhere, Eco defines a connotation as the "set of all cultural units which are institutionally associated in the receiver's mind with the signifier" (1968: 108). On this basis, Eco sets up the following typology of connotations which essentially comprises both primary (1, 5) and secondary (2-4, 6-9) meanings (ibid.: 108-116):

1. connotation as definitional meaning (e.g., Venus = Morning Star)
2. connotations of the constituent elements (e.g., Lat. luna connotes 'feminine')
3. ideological connotation
4. emotional connotation
5. connotations derived from hyponymy (tulip connotes 'flower'), hyperonymy (flower may connote 'tulip') or antonymy (husband connotes 'wife')
6. connotations by intersemiotic translation (a word sign connoting a picture sign, e.g.)
7. connotations of rhetorical figures (metaphors, e.g.)
8. rhetorical-stylistic connotations
9. global axiological connotations (referring to values).
Semantics and Semiotics

Semantics is the study of meaning. Historically, it was one of the precursors of modern semiotics. Today it is a branch of both semiotics and linguistics. This chapter deals with trends in and directions of semantics, in particular their relationship to general semiotics. The foundations of semantics are the topic of the chapter on meaning. The section on linguistic semantics is an addendum to the chapter on language in a semiotic frame. Discourse semantics is the subject of Greimas's structural semantics and of other chapters of the section on text semiotics.

1. Semiotics and Semantics

Different approaches to questions of meaning are characteristic of a number of different types of semantics within or perhaps also beyond the scope of semiotics.

1.1 Some Types of Semantics

Coseriu & Geckeler distinguish three major types of semantics, linguistic semantics, logical semantics, and General Semantics (1974: 103). Other traditions of semantics which have acquired some degree of (inter)disciplinary autonomy are philosophical, anthropological, and psychological semantics (cf. Palmer 1981: 12-16). For the typology of the theories of meaning according to semiotic criteria of meaning, sense, and reference, see Meaning (1.4).

Philosophical semantics is an extension of logical semantics, merging partly with semiotics (cf. Schaff 1960) and partly with language philosophy. Anthropological semantics has a tradition founded by Malinowski (1925; cf. Ogden & Richards 1923 and Schmidt 1984) and later resumed in linguistics by J. R. Firth's British school of contextualism. More recently, anthropological semantics has merged with a semiotic anthropology (Ardener, ed. 1971 and Singer 1984).

In psychology, Osgood et al. (1957; Osgood 1976) have developed a further approach to the Exploration of Semantic Space, the Measurement of Meaning by means of the semantic differential technique. In this type of psychosemantics, people's subjective connotations of words are investigated. The test person's evaluation of a given concept (such as 'father' or 'freedom') is rated according to the dimensions of a semantic space. Its coordinates are semantic axes whose end points are semantic opposites, such as 'good' vs. 'bad,' 'hard' vs. 'soft,' etc. The method of measuring these semantic differentials is related to the techniques of word association tests. In semiotics, this technique has been applied in studies which Krampen (1979b) defines as
psychosemiology. For semantics within the theory of information, see MacKay (1969) and Information (3.2).

### 1.2 Semantics as Semiotics

In the history of semiotics, the term *semantics* can be found as a synonymous precursor of the term *semiotics*. Kretzmann's *History of Semantics* (1967) reflects this tradition. It is essentially a history of the theories of meaning since the Stoics. This broad scope of the term *semantics* has a long tradition. Read (1948) showed that *semantics* in seventeenth-century England was a term referring to the study of divination. In his account, *semasiology*, *sematology*, *significs*, *semiotics*, and *semiology* are "rival terms of semantics." As late as 1946, Morris introduced the term *semiotics* as a terminological successor to *semantics*. With reference to the traditional doctrine of signs, Morris remarks: "Today this discipline is frequently known as semantics; we shall call it semiotic" (1946: 80).

### 1.3 Semantics as Linguistic Semantics

Today, the term *semantics* is often used in the abbreviated sense of linguistic semantics, mostly, though, without opposing it to semantics in the broader semiotic sense. Some linguists, however, prefer to define semantics as the science of meaning in language, as opposed to semiotics as the study of semiotic systems in general (Mounin 1968a: 148, Toussaint 1978: 30). Both terminological conventions are motivated by the history of linguistics, where semantics is an autonomous discipline with a tradition older than any influence from general semiotics.

### 1.4 Semantics in Semiotics

Most semioticians accept Morris's definition of semantics as a branch of general semiotics, which was also adopted within logic. A minor trend in semiotics defines both fields as mutually exclusive.

#### 1.4.1 Semantics as a Branch of Semiotics

In Morris's classical definition, syntax, semantics, and pragmatics are the three dimensions of semiotic study. Semantics, in Morris's first definition, studies "the relations of signs to the objects to which the signs are applicable" (1938: 6). In Morris's later definition, "semantics deals with the signification of signs in all modes of signifying" (1946: 302).

#### 1.4.2 Logical Semantics

Morris's semiotic definition of semantics was also adopted in logic, where the scope of semantics is restricted to language. According to Carnap, "if we abstract from the user of the language and analyze only the expressions and their designata, we are in the field of *semantics*" (1942: 9). He furthermore distinguishes between *descriptive* semantics, "the empirical investigation of the semantic features of historically given languages," and *pure* semantics, the abstract "construction and analysis of semantical systems" (ibid.: 11-12).

#### 1.4.3 Benveniste: Semantics vs. Semiotics

Benveniste (1969: 241-43; 1974: 224-25) opposes the semantic and the semiotic within general semiology (see also Malmberg 1977: 194-98 and Descombes 1983: 148-56). One is the domain of the system, the other is the domain of the text. Semiotics studies the sign as an element of the signifying system, "in the midst of a constellation or among an ensemble of signs." Here, "the sign is pure identity itself, totally foreign to all other signs, the signifying foundation of language. [...] It exists when it is recognized as signer by all members of a linguistic community, and when it calls forth for each individual roughly the same associations and oppositions" (Benveniste 1969: 242). Semantics, on the other hand, is the specific domain of "meaning which is generated by discourse" (ibid.). At this level, the signs are transformed into elements of a new, more global contextual meaning. Reference begins only at this level of semantics, "while semiotics is in principle cut off and independent of all reference" (ibid.).

Benveniste claims that a hiatus separates the
semantic from the semiotic: "In reality the world of the sign is closed. From the sign to the sentence there is no transition." Semantics and semiotics are "two separate domains, each of which requires its own conceptual apparatus" (ibid.: 243). While the dimensions of text and system remain fundamental to semiotic research, Benveniste's terminological distinction has not been generally adopted.

1.4.4 Greimas: Semantic vs. Semiological Level

Greimas draws a similar basic distinction between the *semiological* level pertaining to the system and the *semantic* level to the discourse. However, his conclusion as to the place of reference within these domains is quite the opposite. In his view, the semiological, not the semantic, level is the one of reference. The semiological level is directed outward toward the world, while the semantic level is directed inward toward language itself (see also Schleifer 1987: 75).

1.5 Excursus on General Semantics

General Semantics is the name of a popular movement of ideological language criticism and practical rhetorical therapy which began in 1933 with the publication of *Science and Sanity* by Alfred Korzybski (1879-1950). It is not connected with linguistic or logical semantics and is usually not considered a trend in semiotics, although there are some points of contact (cf. Morris 1946: 322, 333; 1957: 456). One of the most influential works in General Semantics is Hayakawa (1941). An introductory survey is Rapoport (1952). General Semantics is based on the assumption that historical languages are only inadequate tools for the cognition of reality, are misleading in verbal communication, and may have negative effects on our nervous system. From these premises, General Semantics develops a practical philosophy and didactic program (cf. Bühring 1973) of rhetoric with the goal of protecting the individual against the *Tyranny of Words* (Chase 1938), which is believed to be a result of the pitfalls inherent in language.

In Hayakawa's interpretation (1941: 27), Korzybski's General Semantics is based on three "non-Aristotelian" principles: (1) the principle of nonidentity ("The map is not the territory," the signifier not the signified; cf. Magic 3.2), (2) the principle of non-allness ("The map is not all of the territory," there is a semantic loss in every general or abstract expression), and (3) the principle of self-reflexivity and multiordinality ("An ideal map contains the map of the map, etc.," therefore orders of abstraction must be distinguished and the difference between language and metalanguage must not be confused).

The remedy recommended by Korzybski against traditional Aristotelian language is a language reform. For example, he recommends the use of indices to specify uniqueness in time and space, of quotes to specify inadequate terms, or of "etc." to indicate the incompleteness of sentence meanings. As critically summarized by Morris, "the follower of Korzybski sees the task of language to be an ever more adequate mapping of the world, and looks to science to supply this language. The general semanticist talks, or wishes to talk, as a scientist. And he gives the impression at times of believing that all men at all times should talk the same way" (1957: 456). Tarski also satirizes General Semantics (without mentioning it explicitly) when he characterizes philosophical semantics as follows: "You will not find in semantics any remedy for decayed teeth or illusions of grandeur or class conflicts. Nor is semantics a device for establishing that everyone except the speaker and his friends is speaking nonsense" (1944: 681). For a critique of General Semantics from a Marxist point of view, see also Neubert (1962).

2. Linguistic Semantics

A comprehensive account of linguistic semantics is beyond the scope of this handbook (cf. Verbal Communication 1.). For the foundations and methods of this branch of linguistics, see Ullmann (1962), Lyons (1977), and Allan...
(1986). Only a rough outline and some semiotic aspects of linguistic semantics can be given here.

2.1 Semantics of Language

Linguistic semantics in the modern sense began in the nineteenth century under the designation of *semasiology*, introduced by C. K. Reisig in the 1820s (cf. Gordon 1982; some linguists have retained this term, instead of *semantics*, until recently [cf. Schippan 1972]). Only with Bréal (1897) did semantics become an integral part of the sciences of language. To Bréal, semantics was still a diachronic discipline dealing with change of meaning. Modern semantics is primarily synchronic in its orientation. Its core field is word semantics or lexicology (Schwarze & Wunderlich, eds., 1985). Extensions of this traditional core are sentence semantics (or syntagmatic semantics) and text semantics.

Structural semantics, the main approach to modern linguistic semantics, began with the decomposition of word meanings into elementary semantic components (*componential analysis*), analogous to the decomposition of the phoneme into its distinctive features (see Structuralism 1.1). While this structural semantics in the narrower sense is basically a semantics of words studied within the system of language, Greimas's structural semantics is actually a semantics of the text.

2.2 Semasiology and Onomasiology

Within traditional lexical semantics, two subfields, semasiology and onomasiology, are sometimes distinguished (cf. Baldinger 1970, Wiegand 1970), reflecting two different approaches to word meaning. Although many linguists have not adopted this distinction, it seems to be useful in historical and dialectal studies of words. According to this distinction, semasiology is that branch of semantics which begins with the word form (the linguistic signifier) and studies the meanings which were associated with it in the course of its history or which are associated with it in various dialects and related languages. An example of a semasiological study would be a study of the meanings of democracy in communist and in capitalist countries (same word form, different meanings). In onomasiology, the point of departure is the level of content. Beginning with a particular signified or object, the study proceeds to investigate the various signifiers (lexemes) designating this meaning. An example of the onomasiological approach would be a study of the various names (in different dialects) used to designate a particular plant or animal species.

2.3 Semiotic Approaches to Linguistic Semantics

Answers to the question of the specific nature of a semiotic approach to linguistic semantics are given implicitly in the chapter on language, insofar as semiotic semantics is a branch of semiotic linguistics. Only a few explicitly semiotic approaches to meaning in language can be reviewed here. Brekle (1972) and Lyons (cf. 1977: xi) extend the scope of linguistic semantics to its more general semiotic framework by giving an outline of the sign theoretical and pragmatic dimensions of meaning in human and nonhuman communication. Guiraud's *Semiologie de la sexualité* (1978: 7) is a lexicological study, which the author himself describes as semasiological in its orientation. In this and in other semiotic contributions to lexicology (cf. Oehler, ed. 1984: 527-638), there is little difference between semiotic and other linguistic approaches to word meaning. Norrick (1981, reviewed by Droste 1985) develops *Semiotic Principles* in linguistic semantics in a study of iconic, indexical, metathetic, metonymic relationships in language. For these topics, see Arbitrariness and Motivation, Icon and Iconicity, and Metaphor.
Typology of Signs: Sign, Signal, Index

Semioticians have not yet agreed on a general typology of signs. The problem is only partly one of finding a common terminology. Partly it is also due to the multidimensionality of the criteria on which typologies of signs can be based. Some proposals for a typology of signs are an integral part of the semiotic theory of their authors. Such proposals are discussed in the chapters on Peirce and Morris (partly see also History of Semiotics). This chapter discusses some common typological distinctions and major dimensions of typologies of signs. It gives a survey of common restrictive definitions of the term sign and discusses definitions of the signal and of the index. For further major types of sign, see Symbol and Icon.

1. Some Proposals for a Typology of Signs

Medieval semioticians had a great interest in the typology of signs. Modern semioticians concerned with this topic are Peirce, Morris, Husserl, Cassirer, Eco, and Sebeok. For further discussions of the typology of signs, see Schaff (1960: 145–80), Resnikow (1964: on indices, signals, and symbols), Lyons (1977: on indices, icons, symbols, and symptoms), Nattiez (1979), and Clarke (1987: on signals and natural and conventional signs). For Bühler's distinction between symbols, symptoms, and signals, see also Function (3.1).

1.1 Natural and Nonnatural Signs

Medieval semiotics began by distinguishing natural (signum naturale) from conventional (signum ad placidum) or intentional signs. Modern semiotics has raised several objections against this dichotomy.

1.1.1 Nature vs. Convention and Intention

Augustine opposed natural and conventional signs (cf. Sign 2.2.2; for further aspects of Augustine's typological system, see Todorov 1977: 45–54):

Natural signs are those which, apart from any intention or desire of using them as signs, do yet lead to the knowledge of something else, as, for example, smoke when it indicates fire. For it is not from any intention of making it a sign that it is so, but through attention to experience we come to know that fire is beneath, even when nothing but smoke can be seen. [...] Conventional signs, on the other hand, are those which living beings mutually exchange for the purpose of showing [...] the feelings of their minds, or their perceptions, or their thoughts. (397: 637 = II. 1-2)

Augustine's definition already mentions the criterion of intentionality. Roger Bacon later
considered this criterion to be the most fundamental one. His basic distinction was between natural and intentional signs (for his complete typological system, see Howell 1987).

1.1.2 Objections against Nature

In modern semiotics, two kinds of objections have been raised against accepting the nature vs. convention dichotomy as fundamental in the typology of signs: (1) objections claiming that any kind of semiosis must be based on some degree of conventionality (Eco's position, for example), and (2) objections pointing out that the basic dichotomy is insufficient because icons and pictures, for example, are neither simply natural nor conventional. A solution to the latter objection is Peirce's index-icon-symbol trichotomy. For a modern theory of natural signs, see Clarke (1987).

1.2 Symbol vs. Signal or Index

The fundamental dichotomy established by medieval semiotics reappears in new theoretical contexts in some modern theories of semiotics.

1.2.1 Husserl

Husserl (1890; 1900-1901: 269) drew a basic distinction between expressions (Ausdruck), which presuppose an intentional meaning-endowing act (cf. Meaning 3.1.3), and indices (Anzeichen, translated as indication), where "we usually feel the connection" of the sign vehicle with the simultaneously or successively present object (Husserl 1900: 274).

1.2.2 Cassirer and Langer

In Cassirer's Philosophy of Symbolic Forms, the primary distinction is between signals (or signs; cf. 3.1) and symbols: "a signal is a part of the physical world of being; a symbol is a part of the human world of meaning. Signals are 'operators'; symbols are 'designators.' Signals [...] have a sort of physical or substantial being; symbols have only a functional value" (1944: 32). In Cassirer's tradition, Langer divides the realm of signs into those which indicate (signals, symptoms, natural signs) and those which represent (symbols, names, pictures, etc.) (1942: 35-39, 54-67).

1.3 Sebeok's Six Signs

Sebeok establishes a typology comprising six species of signs (1976: 117-47). His definitions are:

1.3.1 Signal

When a sign token mechanically or conventionally triggers some reaction on the part of a receiver, it is said to function as a signal.

1.3.2 Symptom

A symptom is a compulsive, automatic, nonarbitrary sign, such that the signifier is coupled with the signified in the manner of a natural link.

1.3.3 Icon

A sign is said to be iconic when there is a topological similarity between a signifier and its denotata.

1.3.4 Index

A sign is said to be indexic insofar as its signifier is contiguous with its signified, or is a sample of it.

1.3.5 Symbol

A sign without either similarity or contiguity, but only with a conventional link between its signifier and its denotata, and with an intensional class for its designatum, is called a symbol.

1.3.6 Name

A sign which has an extensional class for its designatum is called a name.
2. Criteria and Typological Dimensions

The typology of signs is multidimensional. Since the sign is not a class of objects, and one and the same signifier may have many semiotic functions, a single sign vehicle may be perceived from several perspectives as belonging to several classes of sign. As Peirce observed, "It is a nice problem to say to what class a given sign belongs; since all the circumstances of the case have to be considered" (§ 2.265).

Various dimensions of the typology of signs have been discussed by Eco. A possible general framework for distinguishing typologies of signs is Morris's syntax-semantics-pragmatics trichotomy. However, the syntactic dimension will be extended to sign- and code-related criteria, thus comprising not only the aspect of sign combination, but also the dimensions of structure and system.

2.1 Eco's Typological Dimensions

Eco discusses ten semiotic criteria which underlie ten different typologies of signs (1973b: 37-77). Among his typological dimensions are the following ones: (1) source and channel (cf. Communication 3.1.3), (2) semiotic specificity (signs with exclusively semiotic functions against those which also fulfill other functions), (3) replicability of the signifier (unique vs. repeatable, etc.), (4) degree of the sender's and receiver's intentionality, (5) receiver's behavior, (6) relation between signifier and signified, and (7) the "alleged" relation between signifier and referent. Below, dimensions (1) to (3) are discussed as sign- and code-related, (4) to (5) as semantic, and (6) to (7) as pragmatic criteria. Having come to the conclusion that "there is a radical fallacy in the project of drawing up a typology of signs," Eco himself develops an elaborate multidimensional typology of sign production instead (1976: 217ff.). It distinguishes four modes of sign production: recognition (as with symptoms), ostension (samples, etc.), replica (signs taken from the repertoire of a code), and invention (of uncoded expressions).

2.2 Pragmatic Criteria

Pragmatic criteria are related to the sender or to the receiver of a message. A first example of such a classification is Bühler's distinction between symptoms, which he defines as sender-related, and signals, which are receiver-related signs in his definition (cf. Function 3.1). In Morris's semiotic typology, several classes of signs are based on pragmatic criteria. For example, his prescriptor signifies an obligation, his valuator causes a "preferential behavior," and his pathic sign "gives satisfaction" to the interpreter (Morris 1946: 359-68). Some of his criteria refer to both sender and receiver and to the whole situation of semiosis, for example, his distinction between uni- vs. plurisituational and personal vs. interpersonal signs. Most traditional criteria of sign classification are sender-related, in particular the divisions into natural vs. conventional or intentional signs and most definitions of the index and signal. For semiosis without a sender, see also Communication (2.1).

2.3 Semantic Criteria

The most widely used typology based on the semantic criterion of the sign-object relationship is Peirce's division of signs into icons, indices, and symbols. Morris classified several types of signs according to semantic criteria (1946: 359-68). With respect to criteria of sense (cf. Meaning), he distinguished between vague and precise, ambiguous and unambiguous, or reliable and unreliable signs. With respect to criteria of reference, Morris distinguished between singular and general signs (one vs. many denotata), indicators, descriptors, namors (referring to locations in space or time), designators (referring to "characteristics" of objects), and further types of signs. A semantic typology from the history of semiotics is Wolff's distinction between signum demonstrativum, prognosticum,
and rememorativum (referring to present, future, or past objects).

2.4 Sign and Code-Related Criteria

Among the criteria related to the sign vehicle are those which classify signs according to the nature of their source (for example: organic or inorganic) or their channel (visual, acoustic, etc.). On the basis of other characteristics of the sign vehicle, Peirce distinguished between \textit{qualisigns}, \textit{simisigns} (or tokens), and \textit{legisigns} (or types). Eco adopts similar criteria in his dimension of replicability (cf. 2.1).

According to their syntactic structure, signs have traditionally been classified into \textit{simple} and \textit{compound} or \textit{primitive} and \textit{derivative} signs (cf. History 3.4.1). The theory of codes provides a framework for a typology of signs from a systematic point of view. On this basis, Mulder & Hervey develop a typology distinguishing between \textit{simple signs}, \textit{complex unarticulated signs}, \textit{signs with two articulations}, and \textit{signs with one articulation} (with further subtypes) (1980: 176; cf. Hervey 1982: 199).

3. "Sign" as a Class of Sign

In the Peircean and Morrissean tradition adopted in this handbook, the sign is the most general semiotic category, whose subtypes are symbols, indices, and others. However, this terminological convention has not always been accepted during the history of semiotics. There are many more restricted definitions of the term \textit{sign}. Often the sign is opposed to the symbol, occasionally also to the index. When such restricted definitions are given, a general term for the category comprising all significant entities is usually missing.

3.1 Sign and Symbol

Various traditions define signs as a class \textit{besides symbols} or even as a class of \textit{symbols}. Occasionally, the sign is also opposed to the index.

3.1.1 Sign as an Index or Signal

In the tradition of Cassirer's \textit{Philosophy of Symbolic Forms}, \textit{sign}, sometimes used synonymously with \textit{signal}, comprises natural and animal signs or similar types of indices as opposed to human symbols (cf. Sign 2.3 [10]). An author who also developed a theory of signs and symbols based on this terminological convention is Price (1953: 144: 97).

3.1.2 Arbitrary Signs vs. Motivated Symbols

In the tradition of Saussurean terminology, Durand (1964: 15) and Todorov (1972: 27576) define signs as \textit{arbitrary} in opposition to symbols, which are \textit{motivated}. Wallis draws a distinction between signs and symbols which is partly similar to this tradition, partly also different from it. In his definition, signs represent either by convention or by resemblance, but in opposition to such conventional or iconic signs, symbols signify "on the basis of an analogy, often vague and difficult to grasp" (1975: 88). While both definitions oppose signs to the iconic concept of symbol, only Saussure and Todorov insist on arbitrariness as a characteristic of the sign in the narrower sense.

3.1.3 Hjelmslev's Definition of the Sign

Hjelmslev (1943: 113-14) opposed signs and symbols according to the criterion of \textit{double articulation} (see Language 4.1): only signs have biplanar semiotic structure and are thus further structured into smaller figures of expression and of content. Symbols are elementary meaningful entities without this biplanar structure (see Symbol 2.3).

3.1.4 Signs as a Class of Symbols

Similar to Hjelmslev, Malmberg defines signs as those semiotic entities which are produced intentionally and are based on a system of double articulation (1977: 21). But in contradistinction to Hjelmslev, Malmberg opposes the sign to a different concept of symbol. To him, \textit{symbol} is the general term for any semiotic entity representing something else (see also Eco 1984b: 18). Signs are thus a class of symbols.
Other authors who have adopted this terminology are discussed by Price (1953: 161ff.).

3.1.5 Context-Free vs. Context-Bound Signs

In neurosemiotics, Pribram distinguishes between signs and symbols by defining signs as context-free and symbols as context-bound "signs" (1971: 305; see also Pesaresi 1981). Pribram's distinction has the following neurosemiotic relevance:

To some considerable extent the parts of the brain involved in constructing "signs" are different from those involved in constructing "symbols." In man, however, a higher order relationship develops. Linguistic signs are used symbolically in propositional language and linguistic symbols are used significantly in thinking. (1971: 305-308)

Pribram's terminology is unusual. In the tradition of behaviorist semiotics, one finds an almost opposite definition (by R. M. Yerkes, quoted in Morris 1946: 99): "The sign sooner or later loses its meaning apart from its context; the symbol does not" (see also 3.2.1).

3.2 Sign and Index

The term sign is occasionally opposed to index, but the index has also been defined as the general class which includes the sign.

3.2.1 Sign vs. Index

Occasionally, signs are opposed to indices by authors who want to emphasize the fundamental difference between indication and signification or representation (for example, Savigny 1974: 1788). In these cases, there is no general term covering both types of semiotic phenomena. Indices and natural signs are simply excluded from semiotic consideration.

3.2.2 Sign as a Class of Index

In the history of semiotics, there have been attempts to reduce symbols to indices. Alston interprets Locke's view of words as signs of ideas (cf. Sign 2.3 [4]) as an example of this tradition (1967: 441). More recently, a definition of the sign as a class of index has been proposed by Prieto (1966; 1975b: 15-16) and in the framework of the semiotics of Mulder & Hervey (1980: 177; earlier also in Semiotica 4 [1971]; see also Hervey 1982: 178-79). These authors define index as the generic term for any entity which "conveys some information outside itself." Prieto defines the index or indicator in terms of the aliquid pro aliquo relationship of the sign as follows: "A fact provides an indication and consequently constitutes an index when, from the observation of its belonging to a certain class, one can deduce the belonging of another fact to another given class" (1975b: 15). From these premises, Prieto distinguishes between intentional and nonintentional indices, such as natural signs based on cause-effect relations between sign vehicle and meaning.

Indices, according to Mulder & Hervey, are subdivided into natural indices (symptoms or signaling devices) and arbitrary signa (1980: 177). The sign is then only one of two subclasses of signum (besides the symbol). Signs are "signa whose information value depends wholly on fixed conventions" (ibid.: 183). Examples of signs in this sense are written or spoken words and the elements of the Morse code. Symbols are "signa whose information value is not wholly determined by fixed conventions, but at least partly by separate definitions." Examples of symbols in this definition are variables in algebraic notations or the units of a secret code. This terminological proposal has also been adopted in anthropology by Leach (1976).

4. Signal, Index, and Symptom

Signal, index, and symptom are three terms which are often taken as representing one category of sign, especially when opposed to symbol or to sign in one of its narrower definitions. Klaus enumerates signal, index, and symptom as synonyms (1963: 88). When these terms are differentiated as three classes of sign, the symptom is usually subsumed under the general class which Peirce defined as index. The signal, how-
ever, is sometimes not a class of sign at all, but only a term designating the sign vehicle.

4.1 Signal

General criteria for the definition of the signal have been discussed by Schaff (1960: 168-71), Resnikow (1964: 143-77), Pazukhin (1972), and Sebeok (see 1.3). There are four main groups of criteria, which define the signal as a signifier, as a semiotic stimulus, as a type of index, or as a certain type of elementary sign. In a pluralistic definition, several of these criteria are combined.

4.1.1 A Pluralistic Definition

Resnikow proposes a pluralistic definition of signal which combines several criteria which other authors take as single defining criteria of this species of sign. According to Resnikow, the signal is (1) an artificially created sign with a conventional meaning (2) which is intended to induce a certain behavior or modification of behavior; (3) they are created for future events and are precise in their assignments; (4) they are usually rather simple in their structure, but striking and easily remembered (1964: 177).

4.1.2 Signal as the Sign Vehicle

To define signal as a technical term for the sign vehicle or signifier is common in information theory (see also Sign 1.1.2). In Cherry's definition, the signal is "the physical embodiment of a message (an utterance, a transmission, an exhibition of sign events)" (1957: 308). In this definition, the signal is not a type of sign but only the token of a sign type (cf. Sign 1.2.3).

4.1.3 Signals as a Primitive Semiotic Stimulus

Morris defined the signal as being semiotically more primitive than the symbol. A signal is "a sign that is not [. . .] produced by its interpreter and not a substitute for some other sign with which it is synonymous" (1946: 366). (See Symbol 2.2 for further discussion.) In Sebeok's definition, the signal "mechanically or conventionally triggers some reaction on the part of the receiver" (1976: 121). This criterion of "mechanical triggering" permits inclusion of machines as senders and receivers of signals. Behaviorists have tended to take this view of the signal as a general principle of semiosis. Thus, Bloomfield defines language as a system of signals (1933: 162).

From the point of view of genetic epistemology, Piaget defines signals (and indices) as semiogenetic precursors of arbitrary signs and symbols (1946: 68, 278). Signals and indices have the nature of a more primitive semiotic stimulus. They are signs whose signifiers are still undifferentiated from their signifieds. They are still "linked with the immediate action" (ibid.: 19) and are "merely certain aspects of the object or of the schema of action" (ibid.: 278).

In linguistics, Benveniste is among those who adopt a definition of the signal as a primitive semiotic stimulus. In his view, there is an opposition between signals and symbols which allows one to explain the distinction between animal and human communication. In contradistinction to the anthroposemiotic symbol, Benveniste defines the signal as "a physical fact bound to another physical fact by a natural or conventional relationship" (1966: 24). While signals have only a sensory-motor function, symbols have a representative function. Between the two "there is a threshold which only human beings have been able to cross" (ibid.). This very threshold is also central to Cassirer's distinction between signal and symbol.

However, not every stimulus in a stimulus-response sequence has been defined as a signal. Most semioticians postulate that only those stimuli to which the aliquid pro aliquo criterion of the sign applies should be called signals. Natural or causal stimuli which give rise to immediate responses should be excluded from the class of signals. Pazukhin therefore specifies that the signal is "a physical phenomenon which provokes reactions in mechanisms and organisms, without being the cause of these reactions" (1972: 41).

4.1.4 Signal As Intentional Index

All of the definitions discussed in the preceding paragraph belong to the class of index in the
sense of Peirce, but in Peircean semiotics, the category of index also comprises intentional indices in human communication. Two authors who define indices in such terms are Bühler (1933b) and Prieto (1966; 1975b). Bühler defines the signal as a receiver-related sign, one in which the function of appeal dominates. A verbal sign is a signal "by reason of its appeal to the hearer, whose outer or inner behavior it directs just as other traffic signs do" (1933b: 164). This definition comes close to the ordinary language usage of the term according to which a signal is "a sign with the communicative goal of pressing the hearer to perform, change or refrain from an action" (Schaff 1960: 169). According to Prieto, a signal is an instrument for the transmission of messages (1966: 13). Prieto defines the signal as an intentional index (in the general sense of sign; cf. 4.2) which is autonomous in being neither a mere fragment of a sign nor a whole group of signs (1975b: 17). Most traffic signs are signals in this sense. Signals are the foundation of Prieto's semiotics of communication.

4.1.5 Signal as an Elementary Unit of Communication

Prieto's definition postulates that a signal is an elementary semiotic unit (neither compound nor part of a sign). This criterion of being an elementary unit of communication is also postulated in other definitions. Hjelmslev (1943: 137; 1975: 79) defined the signal as an indicator which admits no further analysis and belongs only to one plane of the semiotic (in contrast to a connotator, which belongs to two planes). Clarke defines signals as those signs of communicative intent which, unlike complete sentences, lack a subject-predicate structure. Simple gestures, warning cries, a drawing, and single word utterances are his examples of signals (1987: 90).

4.2 Index and Symptom

Index and symptom are modern successors to the ancient class of natural signs. The general class of indices comprises those signs which many semioticians have described as being fundamentally opposed to the symbol, but Peirce and Morris have given a still more extended definition of this species of sign. For discussions of the index and the symptom as species of sign, see Resnikow (1964), Goudge (1965), Gale (1967), Sebeok (1976: 124-34; 1984), and Lyons (1977: 105-109). For the terminological aspects of differentiating between index, sign, and symbol, see 1.2. For index as a general synonym of sign, see 3.2.

4.2.1 Natural and Nonintentional Indices

Resnikow defines the index as a natural sign based on a "natural link" between sign vehicle and referent (1964: 138-39). As such, the index can be only observed, not reproduced. Eco divides the class of natural signs into symptoms and indices, distinguishing two kinds of the latter: traces and indices (1973b: 67). Both are based on a relation of contiguity, but traces are inferences from an assumed relation of causality to a nonactual contiguity with the referent, while indices are inferences from a relation of contiguity to causal dependence. In contrast to this tradition, Huxsul defines indices (Anzeichen) as natural or artificial signs which are produced without intentionality (1900: 31).

4.2.2 Peirce's Index

Peirce defined the index in opposition to symbols and icons as a category comprising not only natural, but also many conventional signs. A sign vehicle is an index if it is "really affected" (Peirce § 2.248) by its referential object. "The index is physically connected with its object; they make an organic pair, but the interpreting mind has nothing to do with this connection, except remarking it, after it is established" (§ 2.299). Other features of Peirce's index are (cf Goudge 1965: 53-54): it focuses the interpreter's attention on the object; it involves the existence of the object as an individual entity; it asserts nothing, but shows the object. From these premises, Peirce included the following diverse phenomena in the class of indices (cf. ibid.): a weathercock, a yardstick, a photograph,
a rap on the door, a pointing finger, an appellative cry, and the field of linguistic deixis, including proper names and possessive, relative, personal, and selective pronouns. For indexical expressions in language, see also Bar-Hillel (1954) and later studies in the field of linguistic pragmatics. Lyons (1977: 106-108), following Abercrombie (1967: 5-9), adopts the term index to designate stylistic features of language use "which characterize the source of the signal as a particular individual" or member of a sociolinguistic group.

4.2.3 Morris's Identifiers

Morris did not adopt the term index, but his category of identifiers corresponds to Peirce's index (1946: 154, 362). But in contrast to Peirce, Morris restricted the class of identifiers to spatio-temporal deixis. Identifiers signify "locations in space and time (locata) and direct behavior toward a certain region of the environment." The identifier "has a genuine, though minimal, sign status; it is a preparatory-stimulus influencing the orientation of behavior with respect to the location of something other than itself." Morris distinguished three kinds of identifiers: indicators, "which are non-language signals," descriptors, which "describe a spatial or temporal location," and namors, which are "language symbols, and hence, substitute signs synonymous with other identifiers."

4.2.4 Symptoms

The term symptom has its origins in the history of medical semiotics (cf. History 1.2.2, Bär 1982; 1988, Sebeok 1984, Schonauer 1986, Staiano 1986). In ordinary English, the term designates an outwardly observable sign of disease. In metaphorical usage, the word means a sign of a usually bad condition or event. Bühler extended the sense of the term still further by defining all signs having an expressive function as symptoms (1934: 28). Elsewhere, Bühler defines this same species of sign "by reason of its dependence on the sender, whose interiority it expresses," as index (indicium) (1933b: 164).

Peirce described symptoms as a type of index, distinguishing between the symptom as part of the general medical knowledge (and thus code) and the symptom of an individual patient: "The symptom itself is a legisign, a general type of a definite character. The occurrence in a particular case is a sinsign" (§ 8.335). Langer observes a "fine distinction between sign and symptom, in that the object signified by a symptom is the entire condition of which the symptom is a proper part; e.g., red spots are a symptom of measles, and 'measles' is the entire condition begetting and including the red spots" (1942: 58). An index, on the other hand, may refer only to a part of a total condition.

Among those phenomena which are called symptoms in ordinary English, medical diagnostics differentiates between signs and symptoms proper (cf. Barthes 1972: 38-39, Sebeok 1984: 213-15, Staiano 1986: 2-5). In this special sense, the symptom is only the mark of illness as observed by the patient ("subjectively"), while the mark of illness as observed in the physician's examination ("objectively") is called a sign.
Symbol

Symbol is one of the most overburdened terms in the field of the humanities. In its broadest sense, symbol is a synonym of sign. In spite of the vagueness of terminology, the narrower definitions, which specify symbols as a class of signs, can be grouped into three categories: symbol as a conventional sign, symbol as a kind of iconic sign, and symbol as a connotational sign. In the latter two definitions, the symbol is a key concept of aesthetics and cultural studies. (Sub)types of symbols in this field (cf. Sebok 1976: 135) are verbal symbols, graphic and other pictorial symbols (such as signets, logos, marks, or brands; cf. Code 5.4), flags, coats of arms (see Code 5.6), emblems (symbolic pictures or figures with an explanatory motto; cf. Hill 1970), attributes (of the emblematic figures, such as Justitia's scales or Death's scythe), and allegories (also opposed to the symbol; cf. Gombrich 1972: 183ff.).

1. Symbols as Signs

The term symbol is used in many fields of research. Its ubiquity suggests that symbol and symbolic are often synonyms of sign and semiotic.

1.1 The Ubiquity of Symbols


1.2 Symbol as a Synonym of Sign

According to Whitehead (1928), every act of nonimmediate perception is a symbol (cf. Sign
1.3.3). Still more generally, neurosemioticians have described the symbol as the instrument of cognition (cf. Laughlin & Stephens 1980: 327). In such definitions, symbol is a synonym of sign.

1.2.1 Verbal and Visual Symbols

Other examples of the broad definition of symbol are the following: Ogden & Richards define symbols as signs used in human communication and give "words, images, gestures, drawings or mimetic sounds" as examples (1923: 23). In other contexts, the authors use symbol as a synonym of the signifier of a sign (Fig. S1). In the field of literary criticism, N. Frye uses symbol as a part of the concept for "any unit of any work of literature which can be isolated for critical attention." A sign is then "a symbol in its aspect as a verbal representative of a natural object or concept" (1957: 36). In aesthetics, Goodman uses symbol "as a very general and colorless term. It covers letters, words, texts, pictures, diagrams, maps, models, and more, but carries no implication of the oblique or the occult" (1968: xi). Pohl, who studies the symbol as a "key to the human," plainly reduces the essence of the symbol to the ancient aliquid pro aliquo formula discussed in the chapter on the sign (1968: 30-31). The German industrial norm DIN 44 300 defines symbol as "a sign or word which has meaning" (cf. Sign 1.1.3).

1.2.2 Lacan's and Kristeva's Definitions

Lacan and Kristeva use a broad concept of symbol which is practically synonymous with sign. In the writings of Lacan (1956: 29-52; 1966), the symbolic is part of a triad comprising the real, the imaginary, and the symbolic. The real is a sphere of primitive, inexpressible experience. The imaginary is the realm of images, mirrors, and specular identification (see Structuralism 3.2). The order of the symbolic is the order of language and visual signs. It constitutes the semiotic essence of man: "Man speaks therefore, but it is because the symbol has made him man" (Lacan 1956: 39). Kristeva also adopts this broad definition of the symbolic and opposes it to a prelinguistic domain which she calls the semiotic.

1.2.3 The World as a Symbol

Medieval hermeneutics and theology considered not only the scriptures but also the phenomena of the world to be symbols of divine meanings. In our century, Jaspers interprets the totality of the natural world as an encoded system of symbols to be deciphered by man (1947: 1032).

2. Symbol as a Conventional Sign

Peirce's definition of the symbol as an arbitrary and conventional sign has been widely adopted in semiotics (see also Sebeok's definition, Typology 1.3.5). In this sense, symbol is opposed to various nonconventional types of sign (see also Typology 1.1-2, 3.1.2). A variant of this class of definitions is the one that characterizes the symbol as being a substitutive sign. According to a rarer terminological usage, symbols are a type of elementary arbitrary sign.

2.1 Symbols vs. Nonconventional Signs

Peirce opposed the symbol to the index and the icon. Bühler contrasts it with the index and the signal (1933b: 164): the symbol is the sign with a referential function, while index and signal have expressive and appellative functions (see Function 3.1). The Philosophy of Symbolic Forms opposes the symbol to signals, symptoms, and indexical natural signs. For Cassirer's definition of the symbolic form, see Sign (2.3) [10] and Typology (1.2.2). Langer specifies that "symbols are not proxy for their objects, but are vehicles for the conception of object" (1942: 61).

Although Piaget defines the symbol as an iconically motivated (cf. 3.) and thus not a conventional sign (1946: 68), he interprets this type of symbol as being more arbitrary than the index or signal, which in his definition are signs where the signifier is still undifferentiated
from the signified (see Typology 4.1.3). In contrast to these signs, symbols, according to Piaget, are genetically more developed (1946: 163). They have a genuine signifier-signified differentiation, which is only more fully developed in noniconic conventional signs. In this interpretation, arbitrariness and conventionality of signs increase in the order signal, index, (iconic) symbol, arbitrary sign. For definitions of symbols based on the criterion of context dependence and other definitions of the signal-symbol dichotomy, see also Typology (3.1.5) and (4.1.3).

2.2 Symbol as a Substitutive Sign

From definitions which emphasize the sign-object differentiation in the symbol in contradistinction to the more natural types of connection in other types of sign, it is but a small step to substitutional theories of the symbol: the general idea is that the symbol, in a way, replaces the absent object. If the mode of "replacement" is not sufficiently differentiated from the general *aliquid pro aliquo* relation, the substitutional theory makes the symbol a synonym of sign. Morris gives a substitutional definition of the symbol:

> Where an organism provides itself with a sign which is a substitute in the control of its behavior for another sign, signifying what the sign for which it is a substitute signifies, then this sign is a symbol; [. . .] when this is not the case the sign is a signal. [. . .] A symbol is a sign produced by its interpreter which acts as a substitute for some other sign with which it is synonymous; all signs not symbols are signals. (1946: 100)

Thus, symbols are substitutes for signals. Symbols can occur in the absence of the signals which they denote, while signals require the presence of their denotatum: "A person may interpret his pulse as a sign of his heart condition [. . .]; such signs are simply signals; his resulting words—when substitutes for such signals—would however be symbols" (ibid.: 101). An author who follows Morris in this substitutional view of the symbol is Schaff (1960: 168–80), but he postulates, in addition, that symbols are conventional signs representing abstract concepts in a sensuous form.

2.3 Symbols as Elementary Signs

Hjelmslev (1943: 113–14; cf. Hjelmslev 3.3.4) defined symbols as signs whose expression- and content-structures cannot be further analyzed into smaller components. In the interpretation of such symbols "there is an entity of content corresponding to each entity of expression." Symbols in this sense can be arbitrary (for example, traffic signs), iconic, or indexical. According to this unusually restricted definition, words of a language are not symbols because they have the feature of double articulation (see Language 4.1).

3. Symbol as an Iconic Sign

The iconic definition of the symbol has its roots in the history of aesthetics and has had influence in semiotics through Saussure's terminology.

3.1 The Symbol in Aesthetics


3.1.1 Kant and Hegel

In his _Critique of Judgement_ (1790), Kant defines symbols as "indirect representations of the concept through the medium of analogy" (cf. History 3.4.4). In his _Philosophy of Fine Art_ (1817: II, 8–9), Hegel opposes the symbol to arbitrary signs, in which "the bond between the significature and the sign is one of indifference" or in which there is no "necessary connection between the thing signified and its modus of expression." In Hegel's definition, the symbol is "a significant fact which in its own external form already presents the con-
tent of the idea which it symbolizes" (ibid.: 10). But iconicity, according to Hegel, does not exhaust the essence of the symbol: "Though the content which is significant, and the form which is used to typify it in respect to a single quality, unite in agreement, none the less the symbolical form must possess at the same time still other qualities entirely independent of that one which is shared by it, and is once for all marked as significant" (ibid.).

3.1.2 The Criterion of Analogy

The criterion of analogy, and thus iconicity, has been widely adopted in the field of aesthetics and cultural studies (cf. Turner 1975: 151). The definition of the Concise Oxford Dictionary quoted by Turner (ibid.) expresses it as follows: [a symbol is] "a thing regarded by general consent as naturally typifying or representing or recalling something by possession of analogous qualities or by association in fact or thought." Martinain adopts this criterion when he defines "a symbol as a sign-image (both Bild and Bedeutung), a sensible thing signifying an object by reason of a presupposed relation of analogy" (1957: 87).

3.2 The Saussurean Tradition

Quite in accordance with Hegel's aesthetics, Saussure defined the symbol as a motivated sign, contrasting it with arbitrary signs: "One characteristic of the symbol is that it is never wholly arbitrary; it is not empty, for there is the rudiment of a natural bond between the signifier and the signified. The symbol of justice, a pair of scales, could not be replaced by just any other symbol, such as the chariot" (1916b: 68). These examples show that the type of motivation Saussure had in mind is motivation by iconicity (for a more comprehensive account of Saussure's concept of symbol, see Todorov 1977: 255-70). The Saussurean definition of the symbol has been widely adopted in linguistics and the theory of literature. Thus, Todorov defines the symbol as a motivated sign (1972: 275-76; cf. Typology 3.1.2). At the same time, he points out that the Saussurean symbol is an icon in the terminology of Peirce.

4. Symbol as a Connotative Sign

The connotational theory of the symbolic is the one which defines the symbol as a sign to whose primary signifier a secondary meaning is added. There have been countless interpretations of the nature of this secondary meaning.

4.1 The Symbolic as the Connotative

The connotational view of symbolism characterizes symbols in contradistinction to other signs as having a "surplus of meaning." This theory is not incompatible with the iconic theory of the symbol, but the criterion of similarity is not essential to the nature of the connotation in this definition. The connotational interpretation also explains the difference between symbols and metaphors.

4.1.1 Surplus of Meaning

According to Todorov, "linguistic symbolism is defined by that excess of meaning with which the signified overflows the signifier" (1974: 111). This formula epitomizes the connotational view of the symbol. Creuzer, in his Symbolik of 1810, expressed this interpretation of the symbol as connotation as follows: "It is precisely through its lack of harmony between form and meaning and through its superabundance of content as compared to its expression that the symbol becomes significant" (Gombrich 1972: 187).

In contradistinction to normal connotations (cf. Meaning 5.2), where the connotative sense is only an addition to the primary denotative sense, the connotation of the symbol is essential in contrast to its denotational meaning. This aspect of the symbolic is also expressed by the criterion of indirect representation (cf. Kant's definition, 3.1.1). The symbolic meaning is indirect because it signifies primarily a
connotative and only in the second place a denotative meaning.

4.1.2 Symbol vs. Metaphor

According to Ricoeur, "there is a symbol where language produces compound signs whose meaning, not contented with designating one thing, designates another meaning which can only be realized by and from its own internal organization" (1965: 25). This definition as well as Kant's criteria of "indirect meaning" and "analogy" brings the symbol in close proximity to the metaphor. Although it is true that symbols are often not differentiated from the metaphor and other tropes, the following distinction is in accordance with the tradition of poetics (cf. Eco 1984b: 141). While in the interpretation of a metaphor, the literal sense has to be abandoned and to be replaced by the figurative sense, the symbol retains its primary sense and acquires its connotation in addition. "We read what is said as if that were what is meant, but are made to infer [. . . ] something more or something else as the additional or true meaning" (Friedman 1965: 833).

4.2 The Nature of Symbolic Meanings

What is the semantic nature of the connotative "surplus" by which the symbol is characterized? At the risk of oversimplification, four major interpretations will be distinguished which seem to have dominated in the history of symbol studies: the essential, the cryptic, the irrational, and the unconscious meaning.

4.2.1 Symbol as an Essential Meaning

This view of the symbol postulates that the symbolic connotation evinces some deeper layer of meaning as opposed to its more trivial surface content. "Hammer and sickle" representing communism is an example of such a symbol. Thus, in symbolic signs, a concrete, sometimes ordinary signifier symbolizes an immaterial content of importance to human life (cf. Resnikow 1964: 183). Goethe gave this essentialist interpretation of the symbol in his Maximen und Reflexionen (§ 314): "True symbolism is where the particular represents the more general, not as a dream or shadow, but as a living momentary revelation of the Incrutable."

In a much-quoted definition, Firth specifies the range of essential contents occurring in symbols as follows: "Symbol—where a sign has a complex series of associations, often of emotional kind, and difficult (some would say, impossible) to describe in terms other than partial representation. [. . . ] No sensory likeness of symbol to object may be apparent to an observer, and imputation of relationship may seem arbitrary" (1973: 75). Goethe and Firth also refer to the cryptic aspect of the symbol.

4.2.2 Symbol as a Cryptic Meaning

This interpretation assumes that the symbol has some hidden, cryptic, and inscrutable content. Whether this meaning may be discovered or not, the symbologists agree in that it calls for interpretation. (Ricoeur [1965: 30] raises this point to a defining criterion of the symbol; see also Frye's definition, 1.2.1.) Following a long symbologic tradition, Durand gives special emphasis to the cryptological criterion in his definition of the symbol. To him, it is "a sign referring to an inexpressible and invisible content which is hence obliged to incarnate concretely that missing adequacy, and that by means of the mythical, ritual and iconographic redundancies which inexhaustibly correct and complete that inadequacy" (1964: 14). In psychoanalysis, C. G. Jung emphasizes the cryptic view of the symbol as follows: "A symbol does not define or explain; it points beyond itself to a meaning that is darkly divined yet still beyond our grasp, and cannot be adequately expressed in the familiar words of our language" (1956: vii, 336).

4.2.3 Symbol as an Irrational Meaning

The irrational interpretation of the symbolic has played a role in cultural anthropology. In his critique of the theory of symbolism in ethnography, Sperber discusses two criteria which have dominated the traditional interpretations: "According to the first criterion, the symbolic
is the mental minus the rational; according to the second, it is the semiotic minus language" (1974: 1–4). The first is the criterion of irrationality. It was emphasized in nineteenth-century anthropology (Frazer, Tylor). As a reaction, those who adopted the second criterion (Lévy-Bruhl and others) claimed that "there is no irrational symbolism, there is only poorly-interpreted symbolism." The irrational was simply a hidden meaning which could be revealed by interpretation. In this controversy, Sperber rejects both views, to adopt an entirely different view of the symbolic. Accordingly, "symbols are not signs. [ . . . ] Their interpretations are not meanings [ . . . ] Symbolism is a non-semiological cognitive system," a system of "conceptual representations" (1974: 85–87, 109).

4.2.4 The Symbol and the Unconscious

According to Freud, dream symbols are only a small part of the "immensely wide field of symbolism" (1916: 351; see also Arrivé 1982b). This wider field of symbolism "is not peculiar to dreams, but is characteristic of unconscious ideation, in particular among the people, and it is to be found in folklore, and in popular myths, legends, linguistic idioms, proverbial wisdom and current jokes" (Freud 1900: 351).

Freud defined the symbol as an "indirect method of representation" based on a comparison (1916: 331). However, "the common element between a symbol and what it represents [...] is often concealed" (1900: 352; 1916: 332). The interpretation of dream symbols, according to Freud (1916: 330), is therefore a process of translation: there are nonsymbolic dream elements, for which "we never obtain constant translations," and symbols of the unconscious dream thought, for which there are such constant translations "just as popular ‘dream-books’ provide them for everything that appears in dreams." Although Freud (1900: 353) rejected the ancient method of decoding dreams by means of dream-books and "arbitrary judgement," since dreams can be interpreted adequately only with reference to the personal history of the individual, he nevertheless tried to find a symbolic code (cf. Eco 1984b: 140) to interpret the meanings of (mostly sexual) dream symbols, such as sticks, staircases, umbrellas, and so on. Within this code, there are many symbolic signifiers which designate relatively few meanings so that one meaning can be expressed by many symbols (Freud 1916: 333). The rules for the decoding of dream symbols can be derived from a knowledge of symbolism in ordinary language and culture, in myths, fairy tales, jokes, folklore, customs, or poetry (ibid.: 338).

Freud envisioned a unity of the symbolic signifiers and signifieds in archaic times: "Things that are symbolically connected to-day were probably united in prehistoric times by conceptual and linguistic identity. The symbolic relation seems to be a relic and a mark of former identity" (1900: 352). Later, C. G. Jung was to develop a theory of the symbol specifying its relation to the archaic and unconscious thought in the framework of a theory of archetypes and of the collective unconscious. In Jung's definition, the symbols created by the collective unconscious are always grounded in the unconscious archetype, but their manifest forms are moulded by the ideas acquired by the conscious mind. The archetypes are the numinous, structural elements of the psyche and possess a certain autonomy and specific energy which enables them to attract, out of the conscious mind, those contents which are best suited to themselves. The symbols act as transformers, their function being to convert libido from a "lower" to a "higher" form. (1956: 232)

Thus, Jung's symbols are the conscious forms given to the unconscious archetypes to which we have no direct access. As Chouinard puts it, "A symbol would then be an allomorph of an archetype" (1970: 159).
Icon and Iconicity

Iconic signs, according to the classical definitions of Peirce and Morris, have a sign vehicle which is similar to their denotatum, but the validity of this criterion of similarity has frequently been questioned. Icons not only are signs of visual communication, but exist in almost any area of the semiotic field, including language (see also Metaphor, and Arbitrariness and Motivation). Literature on iconicity can be found in the bibliography by Huggins & Entwistle (1974), articles by Eco (1972b; 1976: 191-217), Volli (1972b), Krampen (1973), and Sebeok (1979: 107-127), and especially the collected papers in Bouissac et al., eds. (1986). For iconicity in language, literature (see the special issue of Word & Image 2.3 [1986]), and the arts, see the special issues of Communications 29 (1978), Degrés 15 (1978), and Hasenmueller (1981), Steiner, ed. (1981a), and Baron (1984).

1. Peirce's Definition of the Icon

Peirce gave various definitions of the icon which focus on different criteria valid for a large class of semiotic phenomena (cf. Greenlee 1973: 70-84, Elling 1978, Scherer 1984: 67-74, Pharies 1985: 34-39, Ransdell 1986). One of his main criteria is based on his semiotic category of firstness. Another is the criterion of similarity between the sign vehicle and its object. From his triadic system of semiotics, Peirce derived a triple sub-classification of the icon.

1.1 Immediacy of the Icon

Peirce's icon is a sign which signifies by its own quality, in contrast to the index, which depends on its object, and the symbol, which depends on conventions between interpreters.

1.1.1 Firstness of the Icon

In Peirce's universal categorial system, the icon belongs to the category of firstness, in contrast to the index and symbol, which belong to secondness and thirdness. Firstness is the mode of being which represents "the absolute present [ ... ], something which is what it is without reference to anything else" (§2.85). The icon participates in firstness because it is "a Sign whose significant virtue is due simply to its Quality" (§2.92), or: "An Icon is a Representamen whose Representative Quality is a Firstness of it as a First. That is, a quality that it has qua thing renders it fit to be a representamen" (§2.276).

1.1.2 The Pure Icon

However, since every genuine sign always participates in secondness (qua object) and thirdness (qua interpretant), a pure icon (cf. §2.92)
or iconic qualisign (see Peirce 3.1) is only a hypothetical possibility. It cannot really exist, for: "A sign by Firstness is an image of its object and [...] can only be an idea. For it must produce an Interpretant idea [...]. But most strictly speaking, even an idea, except in the case of a possibility, or Firstness, cannot be an Icon. A possibility alone is an Icon purely by virtue of its quality; and its object can only be a Firstness" (§ 2.276).

A pure icon would be a noncommunicative sign, since "a pure icon is independent of any purpose. It serves as a sign solely and simply by exhibiting the quality it serves to signify" (Peirce 1976: vol. 4, p. 242). Pure icons therefore represent only a hypothetical borderline case of semiosis. Peirce envisioned such a case under the following circumstances: "In contemplating a painting, there is a moment when we lose the consciousness that it is not the thing, the distinction of the real and the copy disappears, and it is for the moment a pure dream—not any particular existence, and yet not general. At that moment we are contemplating an icon" (§ 3.362). Since pure icons are signs by themselves and do not depend on an object, "a pure icon can convey no positive or factual information; for it affords no assurance that there is any such thing in nature" (§ 4.447).

Thus, no actual sign is a pure icon (cf. Ayer 1968: 150). A pure icon "can only be a fragment of a completer sign" (Peirce 1973: § 4.422). To characterize real and material iconic representations in contrast to pure icons (iconic qualisigns), Peirce introduced the term hypoicon (§ 2.276). A hypoicon is either an iconic sinsign or an iconic legisign (see Peirce 3.4).

1.1.3 Semiotic Degeneracy of the Pure Icon

The pure icon is a semiotic paradox. As a sign it should participate in a semiotic triad; as a pure icon it participates only in firstness. Peirce (§§ 2.91-92, 3.360-62, Peirce 1976: vol. 4, pp. 241-42) described this as a case of semiotic degeneracy. Unlike genuine signs, which presuppose a complete triad of sign (representamen), object, and interpretant, degenerate signs are reduced to a semiotic dyad or even monad (cf. Buczynska *-Garewicz 1984). Since the icon consists of a sign vehicle which has a relation to its object not depending on an interpreter's mind and thus on an interpretant, the semiotic triad of the icon is reduced to a dyad. If, as in the pure icon, the relation to the object is absent, the dyad is even reduced to a monad. Peirce considered such cases of degeneracy to be less perfect modes of semioticity. However, since most "real" icons have some degree of conventionality, these icons do participate in a semiotic triad. The field of iconicity is thus not completely dominated by semiotic degeneracy.

1.2 The Icon in Relation to Its Object

Actual icons (hypoicons or iconic sinsigns and iconic legisigns; cf. 1.1.2 and Peirce 3.4) are defined by the criterion of similarity between sign (representamen) and object.

1.2.1 The Criterion of Similarity

Peirce characterized the icon as "a sign which stands for something merely because it resembles it" (§ 3.362), as "partaking in the characters of the object" (§ 4.531), or as a sign whose "qualities resemble those of that object, and excite analogous sensations in the mind for which it is a likeness" (§ 2.299). His examples of icons are portraits, paintings (§ 2.92), photographs (§ 2.281), ideographs (§ 2.280), metaphors, diagrams, logical graphs (§§ 4.418-20), and even algebraic formulas (§ 2.279). Many of these icons are not based on similarity in the ordinary sense of the word. Algebraic formulas, for example, only "exhibit, by means of the algebraic signs (which are not themselves icons), the relations of the quantities concerned" (§ 2.282), and "many diagrams resemble their objects not at all in looks; it is only in respect to the relations of their parts that their likeness consists" (§ 2.282).

Thus, iconicity includes similarity of abstract relations or structural homologies, and many icons also participate in other modes of semiosis. An ideograph, for example, is also sym-
bolic, because it is a conventional sign of writing; and photographs, according to Peirce, are also indexical, "having been produced under such circumstances that they were physically forced to correspond point by point to nature" (§ 2.281).

1.2.2 Iconic Openness

Similarity, according to Peirce, implies referential openness to a degree that the referential object does not even have to exist:

Each Icon partakes of some more or less overt character of its Object. They, one and all, partake of the most overt character of all lies and deceptions—their Overtness. Yet they have more to do with the living character of truth than have either Symbols and Indices. The Icon does not stand unequivocally for this or that existing thing, as the Index does. Its Object may be a pure fiction, as to its existence. (§ 4.533)

1.2.3 The Pragmatic Dimension of Similarity

In a way, Peirce anticipated the later critique of the validity of the criterion of similarity. He admitted that there are no logical limits to the discovery of similarity and thus iconicity: "Anything whatever, be it quality, existent individual, or law, is an Icon of anything, in so far as it is like that thing and used as a sign of it" (§ 2.247). But instead of a logical delimitation of iconicity, which seems impossible, Peirce gave a pragmatic interpretation of the relevance of similarity in semiosis:

Any two objects in nature resemble each other, and indeed in themselves just as much as any other two; it is only with reference to our senses and needs that one resemblance counts for more than another. [ . . . ] Resemblance is an identity of characters; and this is the same as to say that the mind gathers the resembling ideas together into one conception. (§ 1.365)

1.3 Images, Diagrams, and Metaphors

Within his triadic categorial system, Peirce further distinguished three modes of firstness and accordingly subdivided icons (or hypoicons; cf. 1.1.2) into three types:

Hypoicons may be roughly divided according to the mode of Firstness of which they partake. Those which partake in simple qualities, or First Firstnesses, are images; those which represent the relations, mainly dyadic, or so regarded, of the parts of one thing by analogous relations in their own parts, are diagrams; those which represent the representative character of a representamen by representing a parallelism in something else, are metaphors. (§ 2.277)

Thus, the three types of icon represent three degrees of decreasing iconicity and also semiotic degeneracy. Images are immediately iconic, representing simple qualities, as in a color picture. Diagrams are icons of relations and thus depend on indices and conventions (§ 4.418). Metaphors are metasigns whose iconicity is based on the similarity between the objects of two symbolic signs, the tenor and the vehicle of the metaphor (see Metaphor 1.2).

2. The Scope of Iconicity

The concept of iconicity was first proposed by Morris. The scope of iconicity extends over all areas of the semiotic field including language.

2.1 Iconicity

Morris reduced Peirce's criteria of the icon to the single criterion of "shared properties" and believed on this basis in a quantifiability of iconicity.

2.1.1 Morris's Definition of the Icon

According to Morris, "a sign is iconic to the extent to which it itself has the properties of its denotata," and "iconicity is thus a matter of degree" (1946: 98, 273). Morris illustrated his quantitative view of iconicity as follows:

A portrait of a person is to a considerable extent iconic, but it is not completely so since the painted canvas does not have the texture of the skin, or the capacities for speech and motion, which the person portrayed has. The motion picture is more iconic, but again not completely so.
completely iconic sign would always denote, since it would itself be a denotatum. (ibid.: 98-99)

Thus, a complete icon is a borderline case of semiosis, since the sign is identical with its denotatum. Iconicity, in this view, is the degree of material difference between sign vehicle and denotatum.

2.1.2 Degrees of Iconicity

Several authors have followed Morris in the attempt at establishing scales of iconicity (cf. also Morris & Hamilton 1965: 361). Wallis argues that iconicity is a matter of "many intermediate stages" between two extremes, which he calls schemata and pleromata (1975: 7). Pleromata are icons representing their objects in great detail, as in naturalistic painting or photography. Schemata are more abstract representations, such as diagrams or pictograms. Moles develops a most elaborate scale of visual iconicity (1972b: 52). He distinguishes thirteen degrees of iconicity, beginning with maximum iconicity (the object itself), followed by three-dimensional models of original scale and several types of progressively more simplified schemata, and ending with verbal descriptions as examples of a zero iconicity. Attempts at a quantification of iconicity remain problematic. Similarity is multidimensional, depending on many independent factors, such as form, color, size, material and situational variables, and these cannot be projected onto a two-dimensional scale. Nevertheless, the idea of iconicity being a matter of degree remains a useful tool of semiotic description.

2.2 Ubiquity of Iconic Signs

In the context of visual communication, the topic of iconicity has been discussed in the chapters on images, paintings, and photography. However, iconicity is not restricted to visual communication (pace Huggins & Entwistle 1974). There is auditory iconicity in music (q.v. 2.2.5) or in radio plays (cf. Knilli 1970: 46ff.) and multimedial iconicity in film and theater. In aesthetics, poetics, and the theory of literature (see Literature 2.1), iconicity has been discussed since Aristotle first postulated the principle of mimesis.

Iconicity is not necessarily restricted to similarities within the same channel of perception. Morris included intersensory phenomena, such as synaesthesia between sounds and visual impressions, among the modes of iconicity (1946: 273). Iconicity exists in verbal and nonverbal communication (see Bouissac, ed. 1986: 437-525), dancing (cf. Wallis 1975: 4), gestures (cf. Ekman & Friesen 1969: 60), and sign languages (cf. Klima & Bellugi et al. 1979: 9-34). In zoosemiotics and phytosemiotics (Krampen 1981c), visual and olfactive icons occur in the form of mimicry (cf. Sebeok 1979: 116), evolutionary adaptations to the environment, and there is acoustic iconicity in bird calls (cf. Wescott 1971: 417).

3. Iconicity in Language

Structural linguistics has for a long time adhered to the Saussurean dogma of arbitrariness. Only recently has the importance of the opposed principle of iconicity become a topic of more intensive research.

3.1 Research Fields

The history of the idea of iconicity in language studies has been outlined by Genette (1976). Iconicity is relevant to both synchronic and diachronic research in language.

3.1.1 Topics in Synchronic Linguistics

General aspects of the topic have been discussed by Jakobson (1965), Wescott (1971), Woolley (1977), Toussaint (1983), Baron (1984), and Pharies (1985). The special branches of linguistics in which iconicity has been studied are phonology (Jakobson & Waugh 1979, Pesot 1980), morphology (Mayerthaler 1981, Plank 1981, Toussaint 1983, Dressler et al. 1987), lexicology (Ross
3.1.2 Iconicity and the Origins of Language

The hypothesis of an iconic origin of language inspired the theorists of language evolution until the nineteenth century (cf. Jespersen 1894: 328ff.). According to the ancient bowwow theory, primitive words were believed to be imitations of sounds. Another variant of original iconicity in language, the ding-dong theory, was based on the assumption of a somewhat mystic correspondence between sound and sense, the belief that every substance "has its particular ring" (ibid.: 330). Opponents of these theories set up the antitheses of the pooh-pooh and the yo-he-ho theories, which assume an indexical origin of language based on various kinds of exclamations associated with elementary human activities. All of these theories of iconicity or indexicality in the origins of language have remained purely speculative. For current research on the theories of language origin, see Wescott (1984) and Gessinger & Rahden, eds. (1988). For less speculative inquiries into the iconic origins of nonvocal languages, see Writing (1.) and Sign Language (2.2).

3.1.3 Iconicity in Language Change

In the evolution of historical languages, there has been both an increase and a decrease of iconicity (cf. Anttila 1972 and Plank 1979). The laws of regular sound and grammatical change often have an effect of deiconization. The phonetic iconicity of a word becomes lost with the change of its pronunciation. Against this evolution toward arbitrariness, there is an opposed trend toward iconization, by which language gains new forms of expressivity. Bolinger argues that "most change in language that is not due to accident arises from the underlying iconic drive to make sound conform to sense" (1975: 218). In the sound structure of language, such iconizations result in new imaginal icons. In morphology and syntax, the result is more typically diagrammatic iconicity. Lexical or semantic change (cf. Anttila 1972) results not only in new iconicities (including metaphors), but also in metonymies (thus: indexicality) and other forms of motivation (see Arbitrariness 3.2).

3.2 Imaginal and Diagrammatic Iconicity

A semiotic basis for research in linguistic iconicity is the Peircean distinction between linguistic icons which are images and those which are diagrams and metaphors. Linguists who have adopted and applied this distinction in the study of language are Jakobson (1965), Anttila (1972), Todorov (1972: 286-92), Bolinger (1975), Plank (1979; 1981), Haiman (1980), Shapiro (1983), Pharies (1985), and Dressler et al. (1987). The distinction between imaginal and diagrammatic iconicity is related to the two types of language motivation distinguished by Gamkrelidze (1974). His "vertical" motivation, the motivation of a signifier by a signified, is primarily a form of imaginal iconicity. "Horizontal" motivation, the influence of one signifier of the language system on another, is largely based on diagrammatic iconicity.

3.2.1 Imaginal Iconicity

Images "partake in simple qualities" of their referent (see 1.3). As an acoustic medium, language exhibits such forms in the most direct form in onomatopoeia, i.e., words representing similar sound events. Examples are the words designating the cry of the rooster in many languages (cf. Pharies 1985: 72); *kukuruku* in Basque, *kukeleku* in Dutch, or *kokoriko* in Turkish. Such forms of onomatopoeic iconicity in language have also been defined as primary iconicity in contrast to various other modes of secondary iconicity (Lyons 1977: 102-105). For further research in onomatopoeic iconicity, see Pesot (1980), Pharies (1985), and Sornig (1986: 66-84).
A much larger field of imaginal iconicity is based on isomorphisms between the phonetic mode of articulation and expression on the one hand and various nonacoustic designata. These occur in sound symbolisms (cf. Marchand 1960: 397-428, Jakobson & Waugh 1979: 181ff.) and phonaesthemes (nonmorphemic groups of phonemes having some common semantic characteristic, such as initial gl- in glitter, gleam, glisten, glimpse, etc.; cf. Firth 1930: 184, Marchand 1960: 397ff., Bolinger 1975: 218-20, Pharies 1985). The effect is one of synaesthesia (cf. Jakobson & Waugh 1979: 191-98). The impressionistic distinction between "light" and "dark" vowels, which suggests some correspondence between auditive and visual or weight perceptions, exemplifies this case of secondary iconicity. Other examples of such imaginal iconicity are synaesthetic correspondences between articulatory movements or duration and kinetic or temporal properties of referents, e.g., long vowels denoting length vs. short vowels denoting shortness.

3.2.2 Diagrammatic Iconicity

Isomorphisms between structural relations in language and relational patterns of its referents constitute diagrammatic linguistic iconicity. Such correspondences exist in texts and within the language system. In texts, the correspondence between the order of words and the sequence of the events described is a case of diagrammatic iconicity (cf. Caesar's *veni*, *vidi*, *vici*). Ancient rhetoric defined this form of textual iconicity as *ordo naturalis* in contrast to the noniconic *ordo artificialis* (cf. Enkvist 1981). A rich source of textual (or syntagmatic) iconicity is the field of binomials and idiomatic phrases. As Cooper & Ross (1975) have shown, the *ordo naturalis* in the sequence of idiomatic phrases corresponds to various forms of referential order: the perceptually, biologically, or culturally more salient or important referent is linguistically expressed before the less important element.

Examples of diagrammatic iconicity in the language system are isomorphisms between grammatical paradigms and their referents. Thus, the gradual increase of the number of phonemes in comparative (*high*-higher-*highest*) and plural forms (*girl*-girls, *child*-children) depicts a corresponding gradation in the referential domain (cf. Jakobson 1965: 352). Besides such quantitative iconicities, there are also diagrammatic iconicities related to qualitative aspects of sound patterns. Thus, Tanz (1971) has described statistically significant correlations between sound and meaning of word pairs denoting physical, temporal, or personal proximity vs. distance. The phonetic parallels are high - front vs. low - back vowel contrasts (cf. English *here* vs. *there*, *this* vs. *that*, *freeze* vs. *froze*, *see* vs. *saw*, etc.). For further studies in such patterns of diagrammatic iconicity, see Todorov (1972: 286-92), Haiman (1980), Mayerthaler (1981, who calls it constructional iconicity), Plank (1981), Haiman, ed. (1985), Pharies (1985), and Dressler et al. (1987).

4. The Semiotic Critique of the Iconic Sign

The concept of iconicity has been the subject of much semiotic criticism. The main objection is directed against the validity of the criterion of similarity.

4.1 Relativism and Conventionalism

Since everything has in principle some feature in common with something else, it has been argued that "there are no iconic signs" (Bierman 1962). Goodman rejects the concept of similarity entirely after an examination of "Seven Strictures of Similarity" (1972: 437-47). His position is one of complete relativism: almost any picture may represent almost anything (cf. Gombrich 1981: 12). Gombrich (1960; 1981) is less radical in his criticism of the notion of likeness. He emphasizes the relative conventionality of pictures and rejects the idea of a natural likeness.
4.2 Eco’s Critique of Iconism

One of the most influential semiotic critiques of iconism is Eco’s (1972b; 1976: 191-217). Eco rejects not only all variants of the “naive” criterion of similarity (such as analogy, motivation, and common properties), but also the opposite thesis of arbitrariness of icons (1976: 191). In his own interpretation, iconism is based on cultural convention, and “similarity does not concern the relationship between the image and its object, but that between the image and a previously culturalized content” (ibid.: 204). This reinterpretation of iconicity in terms of a sign vehicle-content (and not referent) relation is one of the logical consequences of Eco’s semiotic elimination of the referent (cf. Meaning 2.3.2). But Eco also wants to eliminate the iconic sign itself (ibid.: 216–17). While objecting to the idea of signs as units of fixed correlations, he wants to replace the typology of signs by a theory of the modes of sign production. Within such a framework, Eco reinterprets the semiotic opposition of arbitrariness vs. iconicity by this dichotomy of ratio facilis vs. ratio difficilis. A sign production by ratio facilis takes place according to a preexisting code. The sign production in this case is facilis because it can be predicted according to the rules of the code (cf. ibid.: 183). The individual sign token has a conventional and arbitrary correlation to the sign type within the code. In a sign production by ratio difficilis, both expression and content are not yet coded; they must be invented (therefore: difficilis; cf. ibid.: 188). Ratio difficilis is Eco’s reinterpretation of semiotic motivation and iconicity. A sign production ruled by ratio difficilis is one in which “the form of the expression maps (or is determined by) the spatial organization of the content” (Eco 1984b: 176).

4.3 In Defense of Iconism

Sebeok (1979: 115) and others have defended the pragmatic validity of the concept of iconicity (see also 1.2.3). While the naive notion of a quantifiability of iconicity according to the number of common features has generally been abandoned in favor of a more differentiated approach (among others by Knowlton 1966: 165ff.), there has also been evidence for a cognitive relevance of the perception of similarities (cf. Tversky 1977). It is true that iconicity, unlike logical truths, depends on judgments of similarity, and these are codified according to persons, places, and time of judgment (cf. Metz 1970a: 3). But this does not mean that there is no relevance to similarity judgments. Perceptions of similarities are a common cognitive process, and its effect is heuristically relevant (cf. Greenlee 1968: 762) insofar as “it is likely to guide further inquiry constructively” (ibid.).
The topic of metaphor lies at the root of semiotics, both historically and analytically. Historically, there is the long tradition of theories of metaphor, which dates back to Aristotle (384-321 B.C.). Analytically, metaphors concern the study of figurative signs and also raise the more fundamental question of whether "literal" meaning is possible at all. Topics such as arbitrariness, conventionality, motivation, and iconicity have dominated the semiotic discussion of metaphors. Some controversies about the subject seem to be due to the terminological ambiguity of the concept of metaphor. Most research in metaphors has so far been concerned with verbal tropes (see Rhetoric 2.3.1). For visual metaphors as deviations from standard modes of depiction, see Kennedy (1982) and Advertising (2.2).

1. The Concept of Metaphor

Traditionally, metaphor has been used as a term for two clearly different concepts, but only the criteria for metaphors in the narrower of the two senses will be discussed in this chapter.

1.1 The Traditional Concept of Metaphor

The term metaphor has been used in both a narrow and a broad sense since ancient times (cf. Lieb 1964). While metaphor in the narrow sense represents a particular trope among others, e.g., metonymy, synecdoche, hyperbole, etc., metaphor in the broad sense amounts to a cover term for all figures of speech. In contemporary theories of language and literature, the narrow term is more customary, although its separation from the broader one is often ignored. In the following, therefore, the term metaphor is used only in the narrow sense.

1.2 Definitional Criteria for Metaphor

Despite many differences in detail, two central concepts reappear as criteria of most traditional definitions of metaphor, transfer and similarity. Major variants of the former concept are replacement, substitution, and translation. Variants of the latter are likeness, comparison, and analogy. A typical definition (from Webster's Third New International Dictionary) combines these criteria as follows: "a figure of speech in which a word or a phrase denoting one kind of object or action is used in place of another to suggest a likeness or analogy between them."

While the criterion of transfer holds for all tropes (metaphors in a broad sense), similarity is the distinguishing criterion of metaphors in the narrow sense. The idea of transfer is already expressed in the etymology of the term. Метаφορά * (metaphora) means precisely
'transfer,' a carrying from one place to another.' The two "places" implied in this definition refer to the spheres of literal and of figurative meaning. Both are said to be related by similarity or implicit comparison. Richards (1936) introduced the terms tenor and vehicle for the two domains of meaning interacting in the metaphorical process. When Shakespeare refers to the 'sun' as "the eye of heaven," the 'sun' (which is in certain respects like an eye) is the tenor, the underlying idea of this metaphor, and "the eye" is the vehicle, that is, the image which is used to represent or "carry" the tenor. Pelc (1971: 148) argues that the metaphor is a semantic constellation which actually involves three and not only two terms: the metaphorical expression E ("eye of heaven") and two literal expressions E₁, the proper sense (of "the eye"), and E₂, the tenor ("the sun"). Pelc defines this triadic constellation E E₁ E₂ as the metaphoric triangle.

2. Theories of Metaphor

Since Aristotle, the subject of metaphor has been dealt with in thousands of treatises (cf. Shibles 1971, Norppen 1985). And yet, in the mid-1980s, with a new journal (Metaphor 1ff. [1986ff.]), collected papers (Papprotté & Dirven, eds. 1985), and new "reexaminations" of the topic (Gumpel 1984), no end of this scholarly tradition is in sight (cf. Cooper 1986, Köller 1986). The long history of metaphorology, for which the establishment of a Museum of Metaphors has been proposed (Gumpel 1984: 231-38), has created a Myth of Metaphor (Turbayne 1962, Scheffler 1986). Some claim that only a few have added anything of substance to Aristotle's first analysis of the topic (Eco 1984b: 88). A more recent study proposes a new theory which divides the world of metaphorology into two realms, the one with an Aristotelian, the other with a non-Aristotelian approach. More traditional typologies of metaphor theories have proposed other divisions.

2.1 Substitution, Comparison, and Interaction Theories

Black (1962) reduces the multiplicity of metaphor theories to three types: the substitution theory, the comparison theory, and the interaction theory. Each of these theories alone can probably illuminate only one side of metaphor. Thus, with respect to the definitional criteria for metaphor in the narrow sense, the substitution and comparison theories must be seen as complementary. Both theories describe metaphor primarily from a paradigmatic point of view. The interaction theory proposed by Black (1962) and earlier by Richards (1936), on the other hand, explains metaphor primarily from a syntagmatic point of view as the resolution of a semantic tension between the metaphorical expression and its context. But even the syntagmatic structure of metaphor necessarily presupposes a paradigmatic dimension, so that the two aspects are again complementary.

Criticism of the substitution theory of metaphor stems from different views of the substitution process. Todorov critically notes among other things that metaphor theory has often failed to recognize that only signifieds are replaced in the metaphorical process, while the signifiers of the linguistic sign remain constant (1970c: 28). Only in the metalinguistic analysis is this process indirectly illuminated by the exchange of two signifiers, e.g., "Bean can metaphorically stand for head."

2.2 Monistic and Dualistic Theories of Metaphor

A typology of metaphor which skews Black's (1962) classification is proposed by Mooij (1975: 259). According to whether a simple or a double reference is attributed to metaphors, Mooij differentiates between monistic and dualistic theories of metaphor. Monistic descriptions see substitution as a process of complete deletion of the literal sense in favor of the figurative one (cf. 'feature deletion' in semantic componential analysis). Dualistic theories attribute a double reference to metaphor: the lit-
eral sense of the metaphorical expression is not completely deleted but instead remains as a semantic background for the figurative meaning and creates a semantic conflict with it.

The comparison theory of metaphor is one such dualistic theory. Aristotle argues in the sense of a dualistic metaphor theory when he stresses in the *Poetics* (xxii): "For the right use of metaphor means an eye for resemblances." Atypical dualistic view also appears in Samuel Johnson's thesis (as quoted by Richards 1936: 93), according to which a metaphorical expression "gives you two ideas for one." In other variants of dualistic theories of metaphor, the metaphoric process is described as the result of a "mixture of semantic spheres" (Bühler 1934) in combination with a "filter function" (ibid. and Black 1962: 39) or as the result of a "cognitive synergy" (Apter 1982).

2.3 From Semantics to Syntax and Pragmatics

The similarity and substitution criteria for metaphor concern primarily its semantic dimension. Two general semiotic problems are bound up with these definitional criteria, and only they are directly at issue in the following, viz., the conventionality and the iconicity of metaphor. Beyond the semantic definitional criteria for metaphor, recent discussion stresses the necessity of describing metaphors contextually (Ricoeur 1975a; see also 3.3) and in their communicative function (Köller 1975, Mack 1975). This enlarges the analysis of metaphor through addition of the syntactic (for which see Brooke-Rose 1958) and the pragmatic dimensions.

3. On the Conventionality of the Metaphoric Sign

If metaphor can be defined as an uncharacteristic or uncustumary use of a word in a particular context, then this means that the metaphoric sign departs from the semiotic structure of the language system in its conventionality. This departure involves two aspects of linguistic conventionality in the broad sense: arbitrariness and conformity with the linguistic norm, which can be called conventionality in the narrow sense. The view of metaphor from the point of view of the language system has to be complemented by a (co)textual view.

3.1 Arbitrariness and Motivation

Saussure's thesis of the arbitrariness of the linguistic sign claims that a linguistic expression is not motivated by its content. This arbitrariness in principle is restricted by a number of motivations which have been discussed as "relative arbitrariness" (see Arbitrariness 3.1). One of these is semantic motivation (cf. Ullmann 1962: 91, Todorov 1970c: 33), a principle which explains the origin of metaphors and tropes in general. When an expression has a literal and a metaphorical meaning, it is only the metaphor which is said to be motivated, while the literal expression remains arbitrary. The cause of motivation is the similarity between the two contents.

The explanation of metaphors by semantic similarity relations presupposes a broad theory of semantics, which must comprise not only lexical but also encyclopedic knowledge. For theories with an approach restricted to lexical semantics, not all similarity relations in metaphors are explicable. Thus, Levin excludes referentially motivated metaphors from his semantics of metaphor (1977: 94ff.). Other authors have developed a theory of metaphor which includes encyclopedic knowledge (cf. Eco 1984b: 87-129). Frame semantics and the general theory of cognition have further contributed to this broader approach to metaphor. The most convincing step in this direction has been taken by Lakoff & Johnson (1980).

3.2 Conventionality

Metaphoric departure from the codified linguistic norm can be unique, but it may also recur. So-called poetic or more generally
creative metaphors are unique. They are semantically innovative in appearing for the first time as a departure from the historically determined convention of the language norm. Through multiple recurrence metaphors can themselves finally become conventionalized and therewith a part of the language norm. This process takes place diachronically in several stages of conventionalization: At first there is the original, creative metaphor. When it becomes part of everyday language, it is a lexicalized metaphor (e.g., bottleneck). With the vanishing of the original literal meaning, an opaque metaphor appears (e.g., radical: literally 'from the root'). Finally, with dead metaphors (e.g., news magazine: originally magazine meant 'storehouse') the literal meaning is known only to the etymologist. These four stages of demetaphorization differ in their degree of innovativeness and in the decreasing semantic transparency of their figurative vis-à-vis their literal meanings.

The process of conventionalization can also be reversed in the poetic device of remetaphorization or resurrection of a dead metaphor (cf. Shapiro 1983: 204-206, Nierad 1977: 47f.). This shows that the dead metaphor retains a potential, revivable image which goes unnoticed in our everyday use of language. Imagery is in general a matter of linguistic awareness: only then is a linguistic sign produced and understood as a metaphor when the speaker/hearer is aware of the tension between the literal and figurative meanings of the sign. By contrast with simple polysemy, metaphor presupposes semantic transparency (Pele 1961: 334).

It can be determined empirically that language users recognize different language norms and hence view metaphors differently. But the difficulty in determining the language norm in the face of metaphoric usage does not necessarily entail reference to the empirical study of parole for its solution. It also presents a problem for lexicography, a branch of linguistics necessarily oriented toward the langue. The lexicographer's difficulties with the distinction between literal and metaphorical meanings are illustrated by Leisi (1973: 174-75), who shows that the expression "foot of the mountain" is not metaphor if the word foot is defined as 'the lowest portion on which someone or something stands.' Thus, the determination of the literal meaning of a lexeme sets a precedent for the decision about the metaphorical status of its other meanings.

3.3 Metaphors in Texts and in the Language System

Some philosophers of language tend to define metaphors as speech acts occurring only in parole, and hence as being irrelevant for the semantics of the langue. In doing so, they assume a static word or sentence semantics according to which metaphors can never occur in the language system (e.g., Searle 1979: 100) and in which word and sentence meaning exist independently of particular contexts of occurrence (Davidson 1978: 33). Davidson even takes the extreme monist position that a metaphor contains nothing besides its literal meaning (ibid.: 32).

Such a strict division of text and language system turns out to be especially unfruitful for the analysis of metaphor. A static semantics would allow neither language change nor lexicalized metaphors. The analysis of metaphor requires instead a dynamic text semantics which includes the text and the situation of metaphoric communication over and above the level of the word. But even within the norm of the language system, metaphors are contained in the lexicon. Like all structures of the system, metaphors are potential structures, which may or may not be realized in texts.

4. On the Iconicity of Metaphor

Although the similarity criterion is the only one which distinguishes metaphor in the narrow sense from other figures of speech, precisely this criterion is especially disputed within metaphor theory.
4.1 Classical Similarity Theses

Quintilian's thesis of metaphor as an abbreviated comparison (cf. Lausberg 1960: §§ 558ff.) is among the best-known versions of the comparison theory of metaphor. The concept of comparison, however, exhibits, as Le Guern notes (1973: 52), a certain ambiguity, inasmuch as it functions as a collective term for two clearly distinct concepts in classical grammatical theory, viz., *comparatio* and *similitudo*. While *comparatio* concerns the quantitative relations of "larger/smaller than" or "just as large as," *similitudo* involves a qualitative judgment about two similar properties. Only the latter type of comparison is relevant for metaphor.

Crucial aspects of a similarity theory of metaphor appear especially in Aristotle's work. In his *Poetics* (xxi), metaphors are defined as "transferences by analogy." For Aristotle (*Rhetoric* III, 4), the difference between metaphor (μεταφορα *) and simile (εικον*) was slight. While Quintilian viewed the comparison as fundamental and the metaphor as derived from it, Aristotle considered the metaphor fundamental and the comparison simply an elaborated metaphor (cf. Ricoeur* 1975a: 25).

For Aristotle, the recognition of similarity in metaphor did not presuppose an especially high degree of iconicity at all. Instead, metaphor appears as a creative process of establishing similarities: "Metaphors must be drawn [...] from things that are related to the original thing, and yet not obviously so related—just as in philosophy also an acute mind will perceive resemblances even in things far apart" (*Rhetoric* III, 11). So similarity is seen before a background of dissimilarities from which it need not a priori clearly distinguish itself in all cases. Where Aristotle postulated a relationship between the metaphor and the riddle, it becomes obvious that the dissimilarity in a metaphor can be quite severe and the iconicity consequently rather slight (e.g., *Rhetoric* III, 2): "For metaphors imply riddles, and therefore a good riddle can furnish a good metaphor."

4.2 Criticism of Similarity Theory

As to its semiotic foundation, criticism of the similarity theory of metaphor is identical with the more general discussion of iconicity in signs as a whole. The criticism is justified to the degree that it is directed toward several "naive ideas about iconicity" (cf. Eco 1976: 191ff.). It is unjustified where it takes account of neither the more sophisticated versions of semiotic iconicity theory nor the subtle distinctions of the comparison theory of metaphor.

Two arguments make up the central portion of the criticism of the comparison theory of metaphor: the first is of a logical and the second of an ontological nature. The logical argument has been put forth by philosophers of language, such as Davidson (1978: 39) and Searle (1979: 106); it maintains that similarity amounts to a "vacuous predicate" because "any two things are similar in some respect or other." The ontological argument attacks the naive view of comparison theory according to which metaphoric similarity must be based on objectively given similarities or on common properties of the literal and metaphorical reference objects. The most extensive criticism of the objectivist myth of the similarity inherent in referential objects is to be found in Eco's theory of the iconic sign (see Icon 4.2). Within recent metaphor theory, Lakoff & Johnson especially have criticized the objectivist similarity theory (1980: 153–54). But before touching on the modifications of comparison theory which these authors suggest, a few semiotic fundamentals of iconicity relevant to metaphor should be discussed.

4.3 Peirce on Metaphors

One of the first theories of metaphor to stress the iconic character of the metaphoric sign on the basis of Peirce's semiotics is Henle's (1958: 177–81). For a more recent comprehensive theory of metaphor on the basis of Peirce's semiotics, see Gumpel (1984). Among other things, Henle notes that linguistic metaphors are not directly metaphoric because they ini-
tially signify their literal meaning symbolically, i.e., as arbitrary signs. Then, in a second semantic relation, the metaphor functions iconically in representing the similarity of two objects or situations. So the metaphor contains only an indirect icon which is not shown but only described.

The indirectness of metaphorical iconicity noted by Henle was already differentiated by Peirce himself in his theory of the iconic sign; for Peirce (§§ 2.276-77), metaphors exhibited a sort of third level of iconicity. The first level of signs which represent their objects by means of similarity is occupied by pictures (images). They signify their objects by means of simple, qualitative similarity. The second level contains diagrams, which manifest a structural similarity between the relations of their elements and those of their objects. Finally, at the third level of iconicity, metaphors are defined as "signs which represent the representative character of a representamen by representing a parallelism in something else" (§ 2.277). Apparently this formulation is intended to characterize the metaphor as an iconic metasign, whereby its iconicity is described as a "parallelism" and the indirectness of the metasign as the representing of the representative character.

In no way did Peirce interpret the similarity of the iconic sign in the way that the objectivist theory does. He defined likeness as "a mental fact, and the sensation of it is of no consequence except as an advertisement of that fact" (§ 7.467), "Anything whatever [. . .] is an Icon of anything, in so far as it is like that thing and used as a sign of it" (§ 2.247). The object of an icon may even be a "pure fiction" (§ 4.531). These theses contain a clear rebuttal of the "myth of objectivism"; they define the perception of similarity as a process dependent not on logic but rather on cognitive psychology.

4.4 Summarizing Theses on Metaphorical Iconicity

The five following theses are intended to summarize and in some cases to elaborate and refine the arguments presented for a differentiated theory of the iconicity of the metaphoric sign.


3. The iconicity of metaphor arises in a creative process (cf. Lakoff & Johnson 1980: 15, Pulman 1982). Metaphors can point out previously unrecognized similarities and thereby create new congruencies. They can thus become "cognitive instruments" (Black 1979: 39).

4. Any linguistic sign at all can become a metaphor for another linguistic sign. This thesis follows from the ontological theses and the thesis of creativity 1 and 3: the metaphoric relation presupposes no particular level of objectively given similarity or of shared features (pace Leisi 1973: 172). Creative metaphors can arise even from apparently completely dissimilar objects.

5. Metaphorical iconicity can be based on qualitative or on structural similarities. Qualitative similarities are not only visual; they can also be perceived by means of other sensory channels. Similarity can even be perceived between distinct perceptual fields (cf. synaesthetic metaphor).
Information

Information in its everyday sense is a qualitative concept associated with meaning and news. However, in the theory of information, it is a technical term which describes only quantifiable aspects of messages. Information theory and semiotics have goals of similar analytic universality. Both study messages of any kind, but because of its strictly quantitative approach, information theory is much more restricted in its scope.

1. The Meaning of Information

The meaning of information in everyday language is different from the technical sense which the term has in the mathematical theory of information. However, both concepts have a common basis in the notion of novelty.

1.1 The Ordinary Meaning of Information

In everyday language, information is "communication of the knowledge or 'news' of some fact or occurrence" (Oxford English Dictionary). The history and development of the term has been explored by Seiffert (1968: 23ff.) and Capurro (1978). The concept of "news" is central to its meaning: what is known already is not information. Only a message of a certain news value is informative to its receiver. In this sense, the term has a semantic and a pragmatic dimension (cf. Cherry 1957: 228). Information is a semantic property of a message because only meaningful messages can be informative. Informativity depends on pragmatic factors of communication, namely, a sender, who informs, and a receiver, who notices a certain degree of novelty in the message.

1.2 The Probabilistic Definition of Information

Essentially, the mathematical theory of information defines information merely as a statistical property of a message, irrespective of its meaning. There have been proposals for an extension of the investigation to semantic and pragmatic characteristics of messages, but these have not advanced beyond the first outlines.

1.2.1 Information as Statistical Rarity

In terms of information theory, a signal has information insofar as it excludes the occurrence of alternative signals which could occur in its stead (cf. Martinet 1960: 173). In the fragmentary message "Give me the a- . . . .," the word fragment a- has no meaning, but it has information because it excludes words such as banana or orange. In this definition, information is not a semantic concept since every single letter has information although it is itself with-
out meaning. If the letters -pr- are added in continuation of our message ending in a-, we have again information without meaning, but now more words are excluded as a possible continuation. Only two lexical items, apricot or apron, can be expected in English when the word begins with the letters apr-.

The quantification of information from this perspective depends on the number of excluded alternatives and the probability with which a signal can be expected to occur. Rare signals and signals to which there are only few alternatives have more information than frequent signals and signals to which there are many alternatives. Thus, the letters -icot after apr- are low in information since there is only one possible alternative in this context, namely, the -on of apron. The amount of information of the word fragment a- after the message "Give me the . . ." was much higher since it excluded all English nouns not beginning with the first letter of the alphabet. Information is thus a measure of the improbability of a message. The unexpected and rare signal is the one that carries most information.

In this definition of information, novelty is as criterial as in the everyday usage of the word, but in a different sense. In the everyday sense, the information value of a message depends on the pragmatic conditions of the receiver's interest and prior knowledge. Mathematical information theory, on the other hand, calculates the information value of a signal only according to the probability of its occurrence at a given point in the message chain: a frequent signal has little information, but a rare signal is considered to be very informative. In the mathematical sense, information is thus measured in terms of the statistical rarity of signs (Cherry 1957: 14). The statistical property of frequency or rarity is a signal characteristic of the sign repertoire or code. Information is thus measured as a relation between the textual occurrence and the code value of a signal.

1.2.2 Syntactic or Signal Information

The mathematical concept of information, which describes information as the probability of a selection from a code, is asemantic. It studies only the relation between signs in messages and codes. This type of information is therefore usually defined as syntactic information (Cherry 1957: 228, Nauta 1972: 39). However, information in this sense is not derived from the syntagmatic structure of a message, i.e., the probabilities of sign combination. Every single occurrence of a sign has already an information value of its own, which is derived only from the values indicated by the code. Code values, however, are in the first place paradigmatic structures and indicate in the second place only a syntagmatic characteristic. As an alternative to syntactic information, Lyons proposes the term signal information (1977: 41). Both terms are opposed to a semantic view of information, which is also possible within a probabilistic framework.

2. The Quantification of Information

The quantification of information is based on probability calculus. The measure adopted within information theory requires the transformation of codes into systems of binary structures.

2.1 Information, Frequency, and Probability

The mathematical measurement of information depends on the complexity of the code. The number of signals, their probability, and combinatorial restrictions have to be considered.

2.1.1 Information as the Reciprocal of Probability

The amount of information conveyed by a signal increases with its rarity, and the more frequent a signal is, the less informative it is (cf. 1.2.1). These basic ideas lead to a first approximation to the quantification of information: the amount of information (I) transmitted by a signal is the reciprocal value of its probability (p). In a very first approach, we could therefore
write: \( I = \frac{1}{p} \) to express that information increases with a decrease of probability. However, in a more precise method of calculation (cf. 2.1.2), information theory has adopted the logarithmic formula

\[
I = \log \frac{1}{p}
\]

which also indicates that the value of \( I \) is higher when \( p \) is smaller.

The probability of a signal depends essentially on two factors: the number of other signals that belong to the same code and the relative frequency at which the signal usually occurs in a message. The method of calculation is relatively simple when the codes consist of equally frequent and thus equally probable signals. The mathematical laws by which this type of information may be calculated were formulated by Hartley (1928).

2.1.2 Codes with Equiprobable Signals

An example of a code with \( N \) signals occurring with equal probability in a message of the length \( m \) is a Dutch lottery. The equiprobable signals are the 10 decimals between 0 and 9 (\( N = 10 \)). The message is the lottery number consisting of \( m = 7 \) signals. This can be any number from 1 to 9,999,999. For such a code, the probability \( p_i (i = 1, \ldots, N) \) of occurrence of any particular signal \( i \) at any position of the 7-place lottery message is always

\[
p_i = \left(\frac{1}{N}\right).
\]

Every single lottery number will thus have a probability of \( \frac{1}{10^7} \) or \( \left(\frac{1}{10}\right)^7 \). More generally, the chance \( q_m \) of a particular sequence of \( m \) signals in a row is

\[
q_m = \left(\frac{1}{N}\right)^m.
\]

Instead of multiplying the quotients \( \left(\frac{1}{N} \times \frac{1}{N} \cdots\right) \), it is mathematically simpler to add their logarithms to the base of two (\( \log_2 \)) times (see also 2.2). The above probability of \( q_m \) can therefore be translated into a logarithmic form as \( m \log_2 N \).

As discussed above, the information \( (I) \) of a message is measured by the logarithm of its reciprocal probability \( (\log_2 \frac{1}{p}) \). In the case of a message of \( m \) signals, we thus obtain these formulations of its information value:

\[
I_m = \log \frac{1}{q_m} = \log N^m = m \log_2 N.
\]

2.1.3 Codes with Unequal Probabilities

Every language is a code whose signals occur with unequal probabilities. The information of the signals in such a code is the statistical average value of their probabilities, which is derived from the relative frequency of the signals. Consider the following text

\[
T = a a a a b b c d
\]

as an example of a message generated by a code according to which \( a \) is four times as frequent as \( c \) or \( d \) and twice as frequent as \( b \). The text consists of eight signal tokens (individually occurring signals), but there are only four signal types (\( a, b, c, d \)) (see Peirce 3.1 for the type-token distinction). The relative frequency \( h_i \) of any token \( x \) is the absolute frequency \( H_i \) of this token divided by the quantity \( M \), the sum total of all tokens of this text:

\[
h_i = \frac{H_i}{M}
\]

In our example, where \( M = 8 \), \( H_a = 4 \), \( H_b = 2 \), \( H_c = 1 \), and \( H_d = 1 \), the value of \( h_i \) is identical with the probability \( (p_x) \) of \( x \) in the text \( T \), so that \( h_i = p_x \). The individual values for the signal types to occur in \( T \) are \( h_a = h_c = \frac{1}{8} = 0.125 \). The probability of every signal type is thus a value from 0 up to 1, where 0 corresponds to 0% and 1 to 100%. The sum total of all token probabilities of the text will always be 1 (100%). According to the logarithmic for-
mula of calculating the information value discussed above, the information value \( I_x \) of every token \( x \) is thus:

\[ I_x = \log \frac{1}{p_x} \]

It happens that the value obtained by this calculus, measured in terms of logarithms to the base of two, is identical with the value obtained by information measurement in elementary binary units called \textit{bits} (see below, 2.2). In our example, the values are: \( I_a = 1 \) bit, \( I_b = 2 \) bits, \( I_c = I_d = 3 \) bits. Thus, the token \( d \) has three times as much information as the token \( a \).

For the theory of information transmission, it is important to know the average information associated with every individual signal occurrence. This value is obtained by weighting the \( I \)-values of each type with its probability. Thus in our message \( T \), the average information associated with every signal occurrence is:

\[ I = p_i I_i + p_j I_j + \ldots + p_m I_m \]

or

\[ I = \sum p_i \log \frac{1}{p_i} \]

Replacing \( I \) by its equivalent value \( \log \frac{1}{p} \) or \(-\log p\) (the negative sign appears because the logarithm of a fraction is a negative value), one obtains a formula of the average information value entirely in terms of \( p \):

\[ I = -\sum p_i \log p_i \]

This is the so-called Shannon-Weaver measure of information. It can be applied to calculate the economy or cost of a code, i.e., the amount of information a transmitter can send per second by using this code.

\subsection*{2.1.4 Conditional Probabilities}

Conditional probabilities are contextual restrictions on the probability and information value of a signal. In the code of traffic lights, the signal "yellow" has a 100% probability after the signal "green," and after the sequence apric-., the letters -ot have a 100% probability according to the vocabulary of English. A code which produces a sequence of signals according to certain probabilities is called a \textit{stochastic process}. The special case of a stochastic process in which the probabilities depend on the previous events is called a \textit{Markoff process} or \textit{Markoff chain} (cf. Shannon & Weaver 1949: 11).

\subsection*{2.1.5 Redundancy}

Unequal and conditional probabilities of signals are sources of \textit{redundancy}, i.e., an information surplus whose value can be predicted (or guessed) from the context. Only codes with equally probable signals generate messages without redundancy. Redundancy can then be measured as a difference between the maximum information rate which a message could possess \( (I_{\text{max}}) \) and the average of the actually transmitted information \( (I) \). The precise formula is (Cherry 1957: 185):

\[ \text{Redundancy} = I_{\text{max}} - I \times 100\% \]

\textit{Redundantia} was a technical term in ancient rhetoric, designating the stylistic defect of prolixity (cf. Dubois et al. 1970), a violation of the virtue of \textit{brevitas}. The term connotes superfluity. However, redundancy is a desirable and technically necessary feature of signal transmission since it protects the message against distortion by mistakes. Messages generated by the code of natural numbers (cf. the lottery example in 2.1.2) are nonredundant. It is impossible to correct a single cipher from its context. Natural languages have a redundancy of about 50% (cf. Moles 1958: 54), which allows the correction of a high number of transmission mistakes or errors (see also 3.1.3).

\subsection*{2.1.6 Cost and Economy}

Redundancy is a factor of cost in signal transmission because the channel, for example a telex cable, is occupied for a longer time. But in addition to the factor of material length, there is a second factor which has to be taken into
consideration by the technician interested in economy of signal transmission, namely, the effort necessary to produce the individual signals. This effort increases with the number of elementary signals to be transmitted. A transmitter who has to distinguish one hundred different signals is more expensive and requires a higher skill of operation compared to a transmitter of only two signals.

The economy of length (or redundancy) has to do with the syntagmatic dimension of the messages. The economy of effort is concerned with the paradigmatic dimension of messages. Prieto (1966) distinguishes these two dimensions as economy of quantity and economy of cost and studies their relevance to a semiotic theory of codes. For further applications of these principles in functional semiotics, see J. Martinet (1973) and Hervey (1982). For language, see 3.1.3.

2.2 Binary Codes and Binarization of Messages

For reasons of technological economy, information theory has adopted a code with only two elementary signals, for example a positive and a negative electrical impulse. In writing, these will be represented by 0 and 1. Codes such as alphabets or the system of decimal ciphers have to be translated into such binary codes. This binarization is effected by successively subdividing the sign repertoire into halves and numbering these halves by 0 or 1. An alphabet of thirty-two letters could be subdivided and the letters translated into a binary form as shown in Figure I 1.

In successive binarization, the number of choices (C) corresponds to the number of signals (N) as follows:

\[
\begin{array}{c|c}
\text{number of choices} & 1 & 2 & 3 & 4 & 5 \\
\text{number of signals} & 2 & 4 & 8 & 16 & 32 \ldots
\end{array}
\]

Mathematically, this relation is expressed by the formula

\[ C = \log_2 N \]

The resulting value expresses the number of binary selections which are necessary to choose a signal from a sign repertoire. This value has been adopted in information theory as the elementary unit of information measurement. It is called a bit (binary digit). As shown in Figure I 1, the information value of a letter from our alphabet is 5 bits. The information value of the code of the 10 decimal ciphers is 3.32 bits (= \( \log_2 10 \)), since we need more than three but fewer than four dual choices to select one number out of ten.

2.3 Information, Entropy, and Order

Information is closely related to entropy, a concept of physics which has to do with the notions of order and disorder.

2.3.1 Entropy as Disorder

In physics, entropy describes the order of particles in a closed thermodynamic system. According to the second law of thermodynamics, gas particles in a closed system move irreversibly toward a state of completely random distribution, which means complete disorder in space. This state of disorder is defined as maximum entropy. A minimum of entropy would mean a state of maximum order, for example, a state where all gas molecules are in the left-half side of the container. But gas cannot remain in such a state. Entropy always increases according to a statistical law which is similar to the Shannon-Weaver measure of information.

2.3.2 Information as Negative Entropy

Following these premises, the process of increasing entropy in physics is the reverse of the process of information increase in communication. Information has therefore also been defined as negative entropy. In the thermodynamic process, there is a steady increase of disorder, while communication is a process of bringing increasing order out of chaos. At the beginning of signal transmission, the receiver is in a high state of uncertainty about the message to be received. This state of uncertainty corresponds to disorder or maximum entropy. Since every signal is still equally probable, the receiver's "mes-
sage space" is still unstructured and thus unordered. The process of communication begins with a high amount of information transfer since every signal initially excludes a huge number of alternative messages. As the message develops, information decreases because the signals become more and more predictable from previous signals. At the end of the message, uncertainty is completely removed. Ideally, the receiver has a completely structured message space. The received signals have been integrated into a state of semiotic order. In this view, information theory presents communication as a process of decrease of information paralleled by an increase of order. A critique of this idealized and mechanistic view of text processing need not be given here, but for alternative models see Text Semiotics.

3. Information and Language

A number of information theoretical aspects of language have already been discussed above, in particular the asemantic nature of the probabilistic approach, the conditional probabilities of linguistic signals, and the redundancy of language. The following section will give a more detailed account of syntactic and semantic aspects of information in language.

3.1 Syntactic or Signal Information

The quantity of linguistic information can be calculated either at the level of first articulation, mostly in terms of words, or at the level of second articulation, in terms of phonemes or letters. The results are quite different. The in-
formation quantity calculated on the basis of word probability is much lower than the sum of the information values calculated on the basis of letters or phonemes.

3.1.1 Information Value of Phonemes or Letters

At the level of second articulation of the English language, information and redundancy values are determined by the frequency of the individual phonemes or letters, restrictions on their combination, and their position within the word. According to a frequency count of English phonemes (cf. Miller 1951: 86), the most frequent English phoneme is /I/ (8.53%) and the least frequent one is /ŋ/, /z/, and /v/ are more frequent and thus less informative in word-final positions, while /w/, /j/, /h/, and /ð/ are more frequent in initial positions.

In written English, the letter u is completely predictable after q. In this context, u has an information value of zero. After th-, e has a frequency of about 83%, i about 8%, and a about 3% (Gleason 1955: 381). Taking these and other conditional probabilities into consideration, the average information rate of letters in English tends toward a limit of only 1.5 bits per letter, while the noncontextual average value is 4.14 bits (cf. Cherry 1957: 186). The difference between the two values indicates a relatively high degree of redundancy per letter in context.

3.1.2 Information Values of Words

Information calculus on the basis of the code of words is extremely difficult because of the great amount of variation in the vocabulary of speakers and language varieties. The *Oxford English Dictionary* (OED) has about half a million (~2 × 10^6) entries. At equal frequency, every word would thus have an information value of nineteen bits, which is less than the average information quantity of five letters (5 × 4.14; see 3.1.1), although most of the OED entries are much longer words. However, the number of words which form the active or passive vocabulary of an average speaker of English is much smaller than the number of the OED entries, and also the frequencies of words vary greatly. For example, the fifty most commonly used word types make up about 60% of the word tokens of spoken and 45% of written English (Miller 1951: 89).

According to a law discovered by J. B. Estoup and G. K. Zipf (1935), the frequency distribution in any large corpus of words is (approximately) such that the frequency \( f \) of every individual word multiplied by its rank, i.e., its order in the frequency list \( r \), forms a constant \( C \):

\[ f \times r = C \]

If, for example, the most frequent word (= rank 1) occurs 10,000 times (10,000 × 1 = 10,000), the second most frequent will occur about 5,000 times (5,000 × 2 = 10,000) and the tenth word about 1,000 times (1,000 × 10 = 10,000). In addition to vocabulary size and individual frequencies, the contextual probabilities are a third factor which reduces the average amount of information associated with individual words.

3.1.3 Economy and Cost

Economy of language (cf. 2.1.6) is one of the central topics of study in functional linguistics. Martinet (1955; 1960) describes it as the effect of an equilibrium between two types of pressure on the act of communication. On the one hand, there is the speaker's tendency toward minimizing his or her syntagmatic and paradigmatic effort (or cost). This pressure goes in the direction of reducing redundancy. But an excessive reduction of redundancy is a threat to effective communication because the information of any nonredundant message will be changed and thus endangered by the slightest disturbance (noise or misprint). Since a certain
amount of redundancy is thus necessary, this necessity to secure the intelligibility of the message is the second pressure at work in every act of communication, a pressure whose direction is opposed to the force of redundancy reduction. Based on the assumption that the speaker aims at producing a maximum amount of information at a minimum effort (and redundancy), linguistic economy is thus the equilibrium between the two pressures of production and reduction of effort and redundancy. Linguistic redundancy is a major force of language change. Codes without redundancy, such as the mathematical code of numbers, cannot change in structure. In language, the sphere of redundancy is the space within which speakers can introduce linguistic changes and innovations (cf. Guiraud 1968: 165).

3.2 Semantic Information

Bar-Hillel & Carnap (1953), MacKay (1969), and Bar-Hillel (1964: 221-310) have given a first outline of an extension of the theory of information to the investigation of meaning. Instead of letters and words, the units of analysis in Bar-Hillel & Carnap's study are basic statements describing events. The probabilities under investigation are logical probabilities, calculating the uncertainty of events on the basis of given evidence. The semantic information of a statement is the class of all propositions which are logically implied by this statement. The frame of reference for the measurement of informativity, according to Bar-Hillel (1964: 224), is the universal knowledge of an ideal receiver, and this knowledge is represented by the propositions of a logical language. Carnap's calculus of logical probabilities is the instrument for the measurement of semantic information. Accordingly, logically true, and thus tautologous, propositions have a minimum amount of information, while logically false sentences convey theoretically an unlimited amount of informativity. The information quantity of synthetic sentences lies between these two extremes. This measure of semantic information reflects the idea that the knowledge obtained from a statement increases with the number of alternative state-descriptions excluded by the statement. There are no logical alternatives to a tautologous statement. For further aspects of the logical theory of information, see Hintikka (1968).

3.3 Pragmatic Information

It is doubtful whether a mathematical theory of pragmatic information may ever become possible. It would have to quantify economic, social, emotional, or ethical value expectations. Possible studies of pragmatic information would have to investigate degrees of interest and belief in messages (cf. Cherry 1957: 244), their utility and reliability (cf. Nauta 1972: 220-25, 267-71), and their innovative or confirmative impact (cf. Weizsäcker 1984).

4. Information, Communication, and Semiosis

Information theory is a neighboring discipline of semiotics insofar as it is also concerned with studying signs (as signals), codes, and communication.

4.1 Information in Semiosis and Communication

The processing of information in a probabilistic sense has been studied both in unilateral semiosis and in bilateral communication. In communication from a sender to a receiver, the measurement of information can be based on a general code or on the individual codes of sender and receiver.

4.1.1 Information in Unilateral Semiosis

Unilateral semiosis has been interpreted in probabilistic terms in the framework of information psychology (Frank 1964) and information theoretical psychology (Attneave 1959,
Klix 1971, Berlyne 1974). In this framework, every act of perception is an act of information processing. The stimuli of the exterior world are the information source. Information processing proceeds in a process of reducing the theoretically unlimited number of sensorial stimuli to the limited number of perceived sense data. The actual quantity of input and storage of sensorial information is the difference between the units (bits) of information stored by the perceiver before and after sensorial stimulation.

4.1.2 Information and General Code

Shannon & Weaver's (1949) study of information relates signals to a general code of statistical averages. In studies of language, the code values are derived from frequency dictionaries which represent a kind of statistical langue.

4.1.3 Information and Receiver's Expectations

From the receiver's point of view, information is "that which removes or reduces uncertainty" (Attnave 1959: 1). The code of an individual receiver is conceived as a store of information which generates structures of expectation. One who is very ignorant about a certain topic and thus has a low quantity of stored information in this field will be very uncertain about the possible content of a message. His or her expectation and uncertainty correspond to the number of possible alternatives which might occur as a message. Once the message has been received, the uncertainty is removed. Information is then the difference between the informational content of the message and the amount of knowledge stored in the receiver's code before the act of communication. The individual code itself expands with every informational input. This view of information processing is able to give a general account of the receiver's expectation, curiosity, boredom (cf. Berlyne 1974), surprise, tension, and suspense (for the latter see Koch 1985), but a reliable quantification of these semantic and pragmatic aspects of information is hardly possible.

4.1.4 Information and the Sender Selection

From the perspective of text production, "information is a measure of one's freedom of choice when one selects a message" (Shannon & Weaver 1949: 9). Information is thus measured as the difference between the sender's code and the produced message. Highly unpredictable choices in this process of selection characterize creativity and innovation in text production, but these modes of text production also reflect unpredictability from the receiver's point of view. Information as the probability of selection from a code is also defined as selective information (Schnelle 1976, Krippendorff 1986: 13-15).

4.2 Information Theory, Communication Theory, and Semiotics

Besides mathematics, the theory of communication is a main source of information theory. In its broad scope of possible applications, information theory is concerned with many areas of research which also belong to the semiotic field.

4.2.1 Information and Communication Theory

The original concept of information theory as outlined in Shannon & Weaver's Mathematical Theory of Communication (1949) was a research program concerned with the possibilities of maximizing the efficiency of signal transmission in terms of cost and reliability. The distinction between the theories of information and communication has never been clear-cut. Pierce (1962) considers both terms essentially synonymous. Cherry wants to "reserve the title 'theory of information' for a broader field of scientific method, including communication" (1957: 249). The extensions beyond the field of communication (including language and aesthetics; see 3., 4.2.2) lie in various applications of information theory in fields such as psychology (Frank 1964, Klix 1971, Berlyne 1974), neurophysiology (Pinsker & Willis 1980), physics (cf. Pierce 1962), and biology. A field closely associated with information theory is cybernetics. Wiener (1948) defined it as
the science of Control and Communication in the Animal and the Machine.


4.2.2 Information Theory and Semiotics

The semiotic framework of information theoretical research has been outlined by Cherry (1957), Bense (1965a; 1969; cf. Bense & Walthier, eds. 1973), Maser (1971), and Nauta (1972). Major points of contact between semiotics and information theory are in their common fields of study: language, texts, style, poetics, and aesthetics. For the fields of the fine arts, see especially Moles (1958), Frank (1959), Gunzenhäuser (1962), Pierce (1962), Bense (1965a; 1969), Marcus (1970), Maser (1970; 1971), and Aesthetics (1.2.4). It was the idea of a possible quantification of style, originality, and creativity which made information theory attractive to many scholars in this field. In language studies, the information theoretical paradigm was adopted by Miller (1951), Gleason (1955: 373-90), Apostel et al. (1957), Martinet (1960: 172-87), Jakobson (1961), Osgood & Sebeok eds. (1965), Hörmann (1967), Guiraud (1968), and Hockett (1974) (see also Mounin 1964). For points of contact between information theory and rhetoric, see Frank-Böhringer (1963) and Rosenfeld (1971).

4.2.3 An Obsolete Paradigm?

The brief chronology of information theoretical research in the fields of interest to semiotics shows that interest and progress in information theory seem to have declined since the 1960s. Partly this decline is due to the fact that the quantitative approach to the study of communication "has not so far justified all the claims that were made for it by some of its early enthusiastic proponents" (Lyons 1977: 42). Partly, it is also because scholars in the field of information research have abandoned the scientific paradigm of information theory in favor of other more powerful technological paradigms such as systems theory and artificial intelligence. For the latter field and its relationship to semiotics, see the special issue of Bulletin du groupe de recherches sémiolinguistiques 36 (1985) and Beaugrande (1986). In spite of justified critique of exaggerated hopes concerning the quantifiability of communicative processes, the basic insights which information theory has provided into the nature of meaning remain valid in semiotics. In the field of text semiotics, Beaugrande (1980) has more recently adopted a nonquantitative principle of informativity as one of the essential features of textuality.
PART III
SEMIOSIS, CODE, AND THE SEMIOTIC FIELD
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Zoosemiotics, the study of the semiotic behavior of animals, is a transdisciplinary field of research. Situated between biology and anthropology, it investigates a domain located between nature and culture. Zoosemiotics reinterprets the age-old question of the language of animals in the light of modern linguistics and animal communication studies. It has a synchronic branch studying pragmatic, syntactic, and semantic aspects of animal communication and a diachronic branch investigating the evolution of animal semiosis. The latter branch falls into the domain of ethology. Whereas there has hardly ever been any doubt about the existence of signs in the animal kingdom, the assumption of semiosis in the sphere of plants, defended by the proponents of a new branch of semiotics called phytosemiotics, is still controversial.

1. Survey of Zoosemiotics

Although zoosemiotics was not conceived of as a branch of semiotics until 1963, studies in animal communication systems have, of course, a much older tradition and are certainly not restricted to research carried out from an explicitly semiotic perspective.

1.1 The Zoosemiotic Branch of Semiotics

Zoosemiotics is distinguished from other approaches to animal communication by its specific perspective, which has its foundation in the general theory of signs. There is some degree of vagueness in the delimitation of this branch of research from other branches of semiotics.

1.1.1 Definition of Zoosemiotics

The term zoosemiotics, with the pronunciation [zoʊˈsmɪətiks] as in zoological, was coined in 1963 by Sebeok (cf. 1972: 178-81). According to its first definition, zoosemiotics is "the discipline, within which the science of signs intersects with ethology, devoted to the scientific study of signalling behavior in and across animal species" (ibid.: 178). Later, Sebeok gave this somewhat extended definition: "Zoosemiotics [ . . . ] is that segment of the field which focuses on messages given off and received by animals, including important components of human nonverbal communication, but excluding man's language, and his secondary, language-derived semiotic systems, such as sign language or Morse code" (1981: 109).

1.1.2 Zoosemiotics and Anthroposemiotics

According to Sebeok's own subdivision of semiotics, zoosemiotics is one of the three major branches of semiotics, along with anthro-
posemiotics and endosemiotics (1972: 163; 1976: 2-3; 1979: 38; cf. History 4.2.3). Sebeok adopts a very broad definition of zoosemiotics and includes paralinguistic, prosemic, and other nonverbal modes of human semiosis among the "zoosemiotic components of human communication" (1972: 133; 1979: 35). In contrast to this outline of the field, this handbook draws a different dividing line between anthroposemiotics and zoosemiotics by excluding human nonverbal communication from the scope of zoosemiotics. However, there is certainly an overlap between these two domains, especially in the field of human ethology.

1.1.3 Zoosemiotics and Biosemiotics

Biosemiotics is sometimes used as a synonym, and sometimes defined as a neighboring field, of zoosemiotics. Tembrock (1971; 1973) investigates the field of "animal information transfer" under the designation of biocommunication and considers zoosemiotics a subfield of this study. Rothschild defines biosemiotic as the study of "the psychophysical nexus within the central nervous system and in other structures possessed of psychophysical functions within organisms" (1968: 163). In the field of molecular biology, Florkin (1974) studies among other things the biosemiotics of the flux of information from DNA and the biosemiotic characters of amino acids. These biosemiotic investigations cover essentially the field which Sebeok has defined as endosemiotics (cf. Code 5.1) and which also includes the field of neurosemiotics (cf. Ivanov 1978a; 1979).

Koch describes biosemiotics as a field covering both endosemiotics and zoosemiotics, distinguishing between semiobiology (research with emphasis on the biological perspective) and biosemiotics proper (research from the semiotic perspective) (1974a: 318; 1986a). Krampen defines biosemiotics as the discipline studying the three areas of zoosemiotics, anthroposemiotics, and phytosemiotics (1981c: 187; cf. 6.). Similarly, Jander defines biosemiotics as the study "concerned with living semiotic systems" (1981: 226-27), but Jander excludes cultural semiotics from biosemiotics as a semiotic domain of its own.

1.1.4 Zoosemiotics and Ethology

Zoosemiotics is closely related to ethology, but there are different interpretations of the relationship between these two fields. Whereas ethology focuses on evolutionary aspects of animal semiosis only, zoosemiotics also studies the synchronic systems and processes of animal communication. Sebeok characterizes ethology as "diachronic semiotics on a phylogenetic scale" (1979: 260). Whereas Tembrock restricts his survey of zoosemiotics only to synchronic aspects of animal communication (1971: 39-58), Sebeok (1972; 1976) and Smith (1974) also include ethological topics in their survey of zoosemiotics. Sebeok, ed. (1986), by contrast, has two separate articles, one on ethology and one on zoosemiotics.

Sebeok explains that his coinage of zoosemiotics was "intended as a mediating concept for reconciling these two seemingly antithetical spheres of discourse, ethology and semiotics" (1976: 86). Although ethology has not simply become a branch of modern semiotics, it is true that zoosemiotics has emerged as a dominant theme in ethology and has contributed to a synthesis in the field of animal behavior (cf. Sebeok 1972: 134-35).

1.2 Systematics of Zoosemiotics

Following Morris, Sebeok (& Ramsay, eds. 1969: 202; Sebeok 1972: 124), Tembrock (1971: 39-58), and Smith (1974: 568-614; 1977) subdivide zoosemiotic research into syntactics, semantics, and pragmatics. Zoosyntactics determines the sign repertoires of animals, investigates their temporal and spatial elements, and studies the rules of their combination into messages. An example of zoosyntactic research is the segmentation and classification of bird songs into their minimal elements and their combination into strophes (cf. Tembrock 1971: 42-45). Zoosemantics deals with the meaning and modes of reference of animal signs, whereas zoopragmatics studies
the processes of propagation, the determinants of communication, and the function of animal signs. From a different point of view, the field of research can be subdivided into pure zoosemiotics, the study of theoretical models of animal signaling, descriptive zoosemiotics, the study of individual animal communication systems, and applied zoosemiotics, dealing with "the exploitation of animal communication systems for the benefit of man" (Sebeok 1972: 132).

1.3 Survey of Zoosemiotic Research

In addition to explicitly semiotic research, literature of relevance to zoosemiotics can be consulted in various domains of animal behavior studies as well as in the often speculative traditional writings on the "language of animals."

1.3.1 History of Zoosemiotic Investigations

The history of zoosemiotics has not yet been written. Elements of this history are introduced by Tembrock (1971: 6-12) and Sebeok (1979: 75ff.). Precritical observations on the nature of animal semiosis have been known since Aristotle. They culminated in Descartes's rationalist and unsemiotic equation of animals with machines (cf. History 3.1.1). As a reaction against this mechanist view, several eighteenth-century scholars, among them figures from the history of semiotics such as G. F. Meier, began to speculate on the topic of the language of animals. A milestone of zoosemiotics is Darwin's The Expression of the Emotions in Man and Animals (1872), which was the birth of ethology proper.

1.3.2 Studies in Zoosemiotics


From the perspective of nonverbal communication studies, approaches to zoosemiotics are included in Hinde, ed. (1972), Cranach & Vine, eds. (1973), Krames et al., eds. (1974), Argyle (1975), and Petrovich & Hess (1978). General animal behavior studies of relevance to zoosemiotics are Frings & Frings (1964), McGill, ed. (1965), Evans (1968), Thorpe (1974), and the studies concerning individual species discussed below (see 2.2). For approaches from the point of view of ethology, see 5. Other related fields of study are behavioral ecology (cf. Krebs & Davies, eds. 1978), the branch of ethology concerned with the study of the animal-environment relationship, hence a kind of animal proxemics, and sociobiology, the study of the biological basis of social behavior in animal societies (Wilson 1975, Barash 1981).

2. The "Language of Animals" and "Animal Languages"

The "language of animals" is a metaphor referring to a variety of animal communication systems. To what degree do these systems have features in common with human languages? Is the comparative anatomy of human and animal "languages" relevant to the question of the origins of human language?
2.1 Language, Animals, and Man


In the history of anthropology, the essence of man has been associated with various modes of human semiosis (cf. Romeo 1979d): the use of "wisdom" (homo sapiens sapiens), the use and the making of tools (homo faber or homo habilis), the use of fire (homo prometheus), the ability to laugh and play (homo ridens, homo ludens), or activity in politics (homo politicus), but the use of language (homo loquens) has always been the first candidate in the search for a feature characterizing the distinguishing feature of man. However, whether language is the exclusive property of the human species depends on the definition of language. Some philosophers and linguists have drawn the dividing line between human and animal semiosis by a petitio principii. Thus, Sapir defines language as "a purely human and noninstinctive method of communicating ideas, emotions, and desires by means of a system of voluntarily produced symbols" (1921: 8). Nonhuman semiosis is thus by definition excluded from being considered as a language.

If, by contrast, language is defined very generally as a system of communication, then obviously many species have languages. If, on the other hand, language is defined as "a system of arbitrary vocal symbols" (Trager 1950: 4), then not only very highly developed animal codes, but also human sign languages must fail to qualify as language. The standard method of determining the nature of human language in comparison to animal languages has so far been strictly anthropocentric (cf. Marler 1961: 296). The design features of language are taken as a measure for determining features missing in animal codes. Only few have so far adopted a more general semiotic perspective showing that there are features of animal communication missing in language and by which some animal codes are partially superior to human language.

2.2 Selected Animal "Languages"

Bees, birds, and apes are among the species whose systems of semiosis have been investigated most closely in comparison to human language. Other species which have been discussed as candidates for having a "language" are dolphins, horses, and dogs. For the controversial results of Lilly's (1967; 1978) claims concerning the "language" of dolphins, see Russell & Russell (1971: 173-80), Sebeok (1972: 53-61; 1981: 169-70), Sebeok & Rosenthal, eds. (1981), Herman et al. (1984), and Premack (1986). For the "language" of horses and other hooved mammals, see Schäfer (1974) and Walther (1984). A semiotic investigation of the communicative behavior of dogs is Fleischer (1987). For semiosis in other selected species, see McGill, ed. (1965), Burkhardt et al., eds. (1966), Evans (1968), Sebeok, ed. (1968; 1977), Bright (1984), and Schult (1986: on spiders).

2.2.1 The "Language" of the Honey Bee

The sensational discovery of The Dance Language and Orientation of Bees (Frisch 1965; see also Lindauer 1961) in the 1920s, for which Karl von Frisch was awarded the Nobel Prize in 1973, has attracted much attention from linguists and semioticians (cf. Benveniste 1966: 49-54, Hervey 1982: 252-59, Figge 1986). The dance of the honey bee is a semiotic means of informing the hive about places to find food (nectar or pollen), water, resin, or a nesting site.
site. The message is transmitted by the olfactory and tactile channels. Smell indicates the quality of the object to search. By repeatedly touching the dancing messenger ("scout") bee in the dark of the hive and by sensing the vibrations caused by this dance, the other bees perceive the form and content of this message. Two types of dance are performed for different purposes. The round dance indicates a location up to 50-100 m in the vicinity of the hive. The fellow bees find this source by simply following the scout bee. The figure eight-shaped waggle dance indicates sources between 0.1 and 13 km. This message, performed vertically along the honeycomb of the hive, informs about the direction and the distance of the source. The distance is indicated by the speed of the dance: the greater the distance, the slower is the dance. The direction is indicated by the angle formed between the middle axis or straight part of the figure eight (or double zero) and a vertical line crossing the center of this dance figure (cf. Fig. Z 1). This angle corresponds to the angle formed between the two lines connecting the hive with the feeding place and the sun.

From a semiotic point of view, the "language" of the bee is a code by which indefinitely many messages can be transmitted. The creativity of this code is restricted to the ecological needs of this species. There is, for example, no sign to indicate a location above or below the hive. The type of sign performed in a waggle dance is primarily indexical, since it indicates a location and a distance. However, there is also some diagrammatic iconicity due to the relation of correspondence between the distance of the source and the speed of the dance. Finally, the signs are also arbitrary and thus symbolic, since Frisch (1965) was able to discover various "dialects" in the different subspecies of *apis mellifica*. Thus, certain species indicate intermediate distances by performing a sickle dance, which has the form of a semicircle. Further "dialectal" differences relate to the exact distance indicated by a given speed of dance.

2.2.2 Birds

Sources for the study of vocal communication in birds are Thorpe (1961; 1972b), Armstrong (1963), Bremond (1963), Smith (1977b), Kroodsma & Miller, eds. (1982), and Wiener (1986). Bird vocalizations are divided into calls and songs. Bird calls consist of short notes which serve to convey messages about referential objects in the animal's environment (Thorpe 1961: 17): food, nesting places, or sources of danger. Many species, for example, have different calls for aerial and ground predators (cf. Wiener 1986: 161). Besides such referential functions, bird calls also have expressive functions (pleasure calls, distress calls, general alarm calls) and the phatic function of maintaining contact with the flock. Russell & Russell point out that the numbers of basic call units in bird calls "fall roughly into the same range as do the numbers of phonemes of human languages" (1971: 162). For example, the European finch has twenty and the white-throated warbler has twenty-five basic vocal signals. However, it is important to notice that these call units, unlike phonemes, are complete messages, and thus equivalent to elements of first articulation (words or sentences), without having a second articulation of merely distinctive elements (see Language 4.1).

Bird songs are more complex in structure and can be segmented into units such as strophes, verses, syllables or phrases, and impulses (Tembrock 1971: 160), but there is no semantic structure corresponding to these segments (cf. Smith 1977b: 563-65). Only the song as a whole is a message. Its meaning is territorial defense or mate attraction. Whereas bird calls are largely innate, bird songs have been discovered to depend on learning. Like human language, the acquisition of bird songs occurs during a certain early sensitive period. Another striking parallel between human and bird "languages" is the phenomenon of geographical dialects in bird songs. In some species, its function seems to be assortive mating. For details see Wiener (1986).
2.3 The "Languages" of Apes

Chimpanzees, gorillas, and other nonhuman primates, being the closest phylogenetic relatives of man, have early been investigated as the most hopeful candidates for true animal language. Ape communication research was greatly intensified in a number of projects beginning in the 1960s. For the state of the art of these studies, see Linden (1976), Sebeok & Umiker-Sebeok, eds. (1980), Sebeok & Rosenthal, eds. (1981), Premack & Premack (1983), Premack (1986), and Savage-Rumbaugh (1986).

In most of these recent projects, the semiotic behavior of apes has been investigated under the artificial conditions of training by interspecific (man-animal) teaching. For the "language" of apes in their natural ecology, see DeVore, ed. (1965), Altmann, ed. (1967), Ploog (1974), and Goodall (1986). In contrast to studies with artificial sign systems, the study of natural ape semiosis has given special attention to the various "nonverbal" channels (visual, tactile, auditory, and olfactory) which are often used simultaneously in ape communication (cf. Marler 1965, Goodall 1986). For facial messages and other modes of nonverbal communication in apes and their relation to human communication, see in particular Chevalier-
2.3.1 The “Speech” of Apes

Apes in captivity may be taught to respond to as many as sixty different words (cf. Russell & Russell 1971: 182). This passive language competence stimulated two early projects of teaching spoken English to two infant chimpanzees called Gua (Kellogg & Kellogg 1933) and Viki (Hayes 1951). Linguistically, both projects resulted in failure. As a result of several years' teaching, these apes were unable to articulate with difficulty more than four English words, although they attained a passive vocabulary of some one hundred words. It is now clear that the anatomy of the vocal tract of nonhuman primates is unsuited for the distinct articulation of sounds such as human phonemes (cf. Lenneberg 1967, Lieberman 1972; 1984).

2.3.2 Sign Language Learning

A breakthrough in primate language teaching was Gardner & Gardner's (1969) project with the chimpanzee Washoe. In view of the great manual dexterity of apes as contrasted with their inability to produce articulated sounds, the Gardners decided to use the English sign language ASL as a medium of language teaching. As result of three and a half years' teaching, Washoe in fact acquired an active ASL vocabulary of 132 words (cf. Terrace 1979: 11). A later project showed that a gorilla was able to learn as many as 224 ASL words in four years (Patterson 1978). For other results in the history of teaching ASL to apes, see Peng, ed. (1978), Fouts et al. (1978), Terrace (1979), Sebeok & Umiker-Sebeok, eds. (1980), and Savage-Rumbaugh (1986).

The most significant results of these projects are the discoveries concerning the degree to which apes are able to generalize and abstract in the use of signs. The ASL gestures used by Washoe were not only context-dependent indices or imitative icons (for which apes are proverbially famous), but true symbols, arbitrary signs used in the absence of the referential object, occasionally even in creative generalizations and sometimes for no other purpose than naming the object.

Although Washoe and her successors were able to combine ASL signs into utterances, the investigation of thousands of such two- and three-word utterances has made it seem questionable whether these utterances are based on a syntax in the sense of a system of word-order rules, by which grammatical sentences can be distinguished from ungrammatical sentences (cf. Terrace 1979). Another drawback in the history of ape language research was the discovery that many of the linguistic utterances of signing apes seemed to be generated in response to the teacher's signing. This raised the suspicion that much of what had been thought to be proof of ape intelligence might really be due to the so-called Clever Hans phenomenon: the solving of a difficult semiotic problem by merely responding to some undetected nonverbal cue of the trainer (cf. Sebeok & Rosenthal, eds. 1981). New generations of projects tried to avoid this source of error by investigating apes relatively isolated from human trainers.

2.3.3 The Learning of Artificial Visual Symbols

In his study of the intelligence of the chimpanzee Sarah, Premack (1976; 1986; Premack & Premack 1983) developed a special artificial language consisting of plastic tokens used on a magnetic board. These tokens are arbitrary symbols, which are distinguished by shape and color. For example, a blue triangle means 'apple' and a pink square means 'banana.' The system is thus a language without second articulation. Sarah acquired a vocabulary of about 130 such symbols. The focus of this investigation was on syntax and logic. Premack demonstrated that Sarah was able to perform rudimentary semiotic operations, such as using and understanding quantifiers, designating colors and shapes by arbitrary symbols, drawing if-then conclusions, performing metalinguistic operations, and constructing sentences and questions in correct word order.

A different artificial language, called "Yerkish," was developed for language learning.
with the chimpanzee Lana (Rumbaugh, ed. 1977, Savage-Rumbaugh 1986). The symbols of this language consist of geometric configurations embossed on the keys of a computer keyboard of 124 keys (cf. Savage-Rumbaugh 1986: 48). Each symbol (called a lexigram) corresponds to a word of human language. It represents an object, action, color, or location. To produce a message, Lana had to push the word keys in a correct syntactic order. The receiver was an experimenter outside the room who provided appropriate rewards for correct requests. The use of this type of animal-machine dialogue instead of animal-man communication was motivated by the attempt to eliminate undesired influences such as the Clever Hans phenomenon.

Technically, Yerkish is a language with two levels of articulation (cf. Hervey 1982: 263). Each lexigram consists of one, or a combination of two or three, minimal meaningless elements such as a triangle, a circle, or a vertical line. These elements are figureae and correspond to the phonemes of a language (see Code 4.2.1). However, since each lexigram has a fixed place on the keyboard, it is doubtful whether the lexigrams are decoded as a combination of elements of second articulation. They could also be decoded from their position on the keyboard, which would make the identification by figureae redundant. The semiotic capabilities of apes discovered in these projects are summarized as follows by Savage-Rumbaugh:

Apes can learn words spontaneously and efficiently, and they can use them referentially for things not present; they can learn words from one another; they can learn to use words to coordinate their joint activities and to tell one another things otherwise not known; they can learn rules for ordering their words; they do make comments; they can come to announce their intended actions; and they are spontaneous and not necessarily subject to imitation in their signs. (1986: 379)

2.4 Design Features of Animal "Languages"

The theory of the design features of language was originally developed from the comparison of human and vocal languages with various animal communication systems. Whereas the definition of these design features is introduced and discussed in the chapter on language (q.v. 3.1), the following paragraphs focus on the possible presence of these features in various animal "languages." Hockett's sixteen design features were an attempt to determine the specificity of human communication. However, many of these design features are in fact present in animal communication, and only some of them are candidates for the specificity of human language. For a survey see 2.4.3.

2.4.1 Design Features of Human and Nonhuman "Languages"

Hockett's view of language is a phonocentric one. His first three design features therefore relate to the vocal-auditory channel (DF 1). These design features not only are common to all acoustic modes of communication in animals (see 3.4.3), but also are nondefining for such human modes of language as writing and sign language. Whereas the feature of broadcast transmission and directional reception (DF 2) is not applicable to visual "languages" (since these cannot be used in the dark), rapid fading (DF 3) is characteristic of gestural, but not of written languages. Other features depending on the phonocentric definition of language are discreteness (DF 9), interchangeability (DF 4), and complete feedback (DF 5). Bird calls, for example, are also characterized by all of these features. For visual modes of communication, several modifications have to be considered. The messages of bees are interchangeable, but not immediately. While every forager bee is a potential sender and receiver, the sending and receiving activities are two different phases of their work, separated by time.

The features which have traditionally been considered to be characteristic of culture (and thus of man), in contrast to nature (and animals), are especially those of the semantic and semiogenetic dimensions of language (see Language 3.1.3–4). Only recent zoosemiotic research has shown that many of these features are also present in animal "languages." The fact that birds and bees develop regional dia-
lects testifies to the presence of tradition (DF 13) and learnability (DF 16) in these "languages." The projects in ape language research have shown that apes can even learn a "foreign language." For the design features of the semantic dimension (DF 7-8, 10, 14), see 4. The presence of these DFs in animal "languages" is a matter of degree.

2.4.2 Central Design Features of Human Language

The design features which have been isolated as central properties of human language are discussed in detail in the chapter on language (q.v. 3.2). The presence of these features in animal communication is a matter of degree and depends on whether artificial "languages" are included. Among these features, double articulation (DF 12) most certainly does not occur in natural animal communication systems. Most probably, not even the "ape language" Yerkish is decoded as a system with double articulation. Some authors who ascribe the feature of double articulation to bird calls and other animal "languages" (Thorpe 1972a) seem to take the mere segmentability of acoustic signals for a level of second articulation (see Language 4.1). However, a prerequisite of a truly phonemic patterning is that the same minimal but meaningless elements are combined to form new messages. When they are substituted for each other, the substitution results in a semantic difference. This type of patterning seems to be absent from animal communication systems.

Reflexiveness (DF 15) or the metasemiotic use of signs occurs as a feature in trained ape "languages," but it is doubtful whether this feature occurs in natural environments. Productivity and displacement (DF 10-11) are two design features whose presence in animal communication is a matter of degree. To some degree, both occur in the language of bees. Bees can indicate an indefinite number of directions and distances, but the productivity of this "language" is restricted to this one dimension. This "language" is certainly capable of referring to remote objects, but this type of displacement is restricted to objects at a local distance. It is questionable whether reference to objects remote in time is possible in animal communication. True reference to past events seems highly improbable.

2.4.3 Synopsis of Design Features in Animal "Languages"

Following Hockett (1960: 160), several other authors have given surveys of the design features of communication systems of various animal species (Altmann 1967, Marler 1969, Tembrock 1971: 35, Thorpe 1972a, Hinde 1975, Kalkofen 1983). As a summary, Figure 2.2 shows the design features of the "languages" of six selected species.

2.5 Zoosemiotics and Human Semiogenesis


2.5.1 Phylogeny of Speech

Since Darwin, it is apparent that not only the anatomy of man but also human behavior and communication must have antecedents in earlier animal species. However, it is a matter of dispute whether these antecedents can be observed in animal species still living today. With respect to spoken language, Lenneberg distinguishes two approaches to this problem, one postulating continuity, the other discontinuity in the evolution of speech (1967: 227 ff.).
Fig. Z2.

The design features of the communication systems of selected animal species, compared to the design features of the vocal language of man (adapted from Hockett 1960 and Thorpe 1972a; see text). + and - indicate relevant and absent features, p and ? indicate partly relevant and questionable features.

The continuity theory of language evolution rests on the belief that there is no essential difference between human and animal communication: human language is merely quantitatively different from animal "language," and many design features of language can also be observed in still living animal species. The discontinuity theory, defended by Lenneberg himself, argues that "no living animal represents a direct primitive ancestor of our own kind and, therefore, there is no reason to believe that any one of their traits is a primitive form of any one of our traits" (1967: 234-35). The fact that animals share certain traits with man does not prove continuity. A variant of this discontinuity thesis is the analogy theory proposed by Kainz (1961: 271). It admits "systematic analogies" between human and animal communication but rejects a genetic interpretation of these relationships.

A third approach to the problem of the evolution of speech steers a middle course between the continuity and discontinuity theories. It is the theory of parallel evolution (Wiener 1986: 170). According to this theory, similarities between features of human and animal "languages" are the result of parallel developments under similar ecological and biosocial conditions of evolution.

2.5.2 Human and Animal Semiogenesis

Glottogenesis, the evolution of a fully developed phonemic language, is now generally assumed to have begun only about fifty thousand years ago (cf. Harmad et al., eds. 1976). By contrast, semiotics in general, the evolution of nonlinguistic semiotic behavior, and with it, the evolution of culture, has a much older history (cf. Koch 1986a). The nonlinguistic modes of human semiosis have also much clearer parallels in animal behavior than language. Therefore, the study of semiogenesis depends much more closely on zoosemiotics than the study of glottogenesis. Bonner even argues that not only can the evolution of culture be explained with reference to animal behavior, but culture in fact begins in animals. In his definition, culture is already "passing information by behavioral rather than genetic means" (1980: 4).

Semiotic investigations of "sub-human culture beginnings" (see Kroeber 1928) have so far focused on various modes of nonverbal communication such as laughter, smiling (Hooft 1972), other facial expressions (Vine 1970, Chevalier-Skolnikoff 1973), gestures, body posture, and so on (cf. Eibl-Eibesfeldt 1967, Hinde 1974, Argyle 1975). In this context, the theory of the gestural origin of human language deserves special mention (see also Gesture 2.5.2). Hewes (1973), one of the main proponents of this theory, believes that pre-
linguistic human semiosis must have been a highly developed gestural sign language because human cognition is based to a higher degree on vision than on audition. Whether this assumption is right or not, it is certainly true that nonverbal communication in nonhuman primates is much more developed than vocal communication. It also appears that the shift to the vocal channel brought advantages to man which visually communicating animals do not have, namely, to communicate more quickly and across visual barriers, including darkness (cf. Valsiner & Allik 1982). In addition to nonverbal communication, the evolution of aesthetic semiosis is another topic of prehuman semiogenesis. On antecedents to art in animal behavior, see Sebeok (1981) and Koch (1984).

3. Zoopragmatics: Elements of Communication

According to Sebeok, "zoopragmatics is concerned with the manner in which an animal encodes a message, how this is transmitted in a channel, and the manner in which the user decodes it" (1972: 124). Zoopragmatics thus investigates various semiotic aspects of the relationship between the animal and its environment. Where is the beginning of semiosis in the animal-environment interaction, what are the criteria and modes of communication between animals, and what is the nature and function of the channel in animal communication?

3.1 Definition and Criteria of Animal Communication

What is communication in animals? Is it any interaction between an animal and its environment or only the intentional exchange of messages between animals of the same species? How can we verify the occurrence of an act of communication between animals? Most biologists have tried to solve the problem of defining animal communication by adopting a behavioristic position. According to Frings & Frings, "communication between animals involves the giving off by one individual of some chemical or physical signal, that, on being received by another, influences its behavior" (1964: 3). Cullen postulates that animal communication should "evoke a change of behavior in another individual" (1972: 103). Wilson defines biological communication as "the action on the part of one organism (or cell) that alters the probability pattern of behavior in another organism (or cell) in a fashion adaptive to either one or both of the participants" (1975: 176). Finally, Dawkins & Krebs argue that "communication is said to occur when an animal, the actor, does something which appears to be the result of selection to influence the sense organs of another animal, the reactor, so that the reactor's behavior changes to the advantage of the actor" (1978: 283).

Problems discussed in these and other definitions of animal communication (cf. Halliday & Slater, eds. 1983a) include the question whether mutualism (Marler 1974: 28-30), intraspecificity or sameness of sender–receiver species (Frings & Frings 1964: 4), goal-directedness (MacKay 1972), purposiveness (criticized by Marler 1961: 296-97), or even intent (Burghardt 1970: 17) should be adopted as a criterion. In contrast to many of these definitions, which postulate a clear-cut distinction between communication and noncommunicative behavior, the pluralistic approach to semiosis and communication adopted in this handbook is based on the assumption that communication and semiosis exist in various modes and at various levels of interaction between the animal and its environment. Whether all these levels of interaction should be defined as communication is a mere question of terminology.

3.2 Roots and Levels of Animal Semiosis

Models for the description of the roots of semiosis and levels of animal-environment interaction have been proposed by Uexküll and Tavolga.
3.2.1 Uexküll's Functional Circle

In his biological theory of meaning, Jakob von Uexküll (1928: 158, 1940: 32; see also History 4.2.3 and Sebeok 1979) proposes a model which focuses on the lowest possible level of semiosis, the mere interaction of an organism with its Umwelt (environment). Umwelt, according to Uexküll, is not any objective physical or biological environment of an organism, but a subjective world consisting of the organism's specific perceptual field or world (Merkwelt) and the sphere of its practical interaction, the operational field (Wirkwelt). Only those perceptual and operational factors of the environment form an Umwelt which are of significance to the survival of an organism.

Uexküll's functional circle (Fig. Z 3) represents an animal or biological organism involved in semiosis as a subject or "receiver of meaning." This animal is confronted in its environment with an object which functions as the subject's "counter-structure." The animal is connected with this object perceptually and operationally. The subject perceives the object with receptors such as eye or ear and processes the sense data (Wirkzeichen) neurologically by its inner perceptual organ. This organ is neurologically connected with the animal's inner effector organ, a neurological network which steers the muscles of the subject's effectors such as hands, paws, or the masticatory organs. By means of these effectors, the animal interacts practically with its "operational field." The object functions as a "carrier of meaning," insofar as it sends both perceptual and operational messages to the receiver (subject). As a "carrier of a perceptual signal" or "perceptual cue," such as color, light, sound, or odor, it is a potential message to be perceived by the subject's receptor. As a "carrier of an effect signal" or "operational cue," the object influences the subject.
by controlling its operational or motor behavior. As soon as the object is acted upon by the animal in some manner, the perceptual cue is thereby eliminated. More generally, the perceptual signal is terminated by the animal's operation, for example, in the act of feeding.

3.2.2 Tavolga's Levels of Interaction

Tavolga (1974: 57) proposes a hierarchical model of zoosemiosis distinguishing six phylogenetic levels of interaction between organisms (Fig. Z 4). At the lowest level of interaction, the vegetative or trophic level, organisms such as multicellular plants interact by mere physical contiguity, by growth and tropism. The tonic or organismic level of interaction involves metabolism, homeostatic regulations, and other continuous physiological processes of energy exchange of a more complex organism. At this level, relations of symbiosis become possible. At the next level, that of phasic interaction, the exchange of information between organisms is no longer permanent, but occurs at more or less regular intervals (phases) or in response to particular events. The interactions are primarily taxic.

Higher forms of semiosis, and communication in the narrower sense, begin at the signal or message level. At this level, signals are primarily intraspecific and based on a code shared by receiver and emitter. Higher forms of communication at this level occur in biosocial or even psychosocial modes of interaction. According to Tavolga, only vocal and nonverbal communication of primates has attained the next higher level of semiosis, the symbolic or goal-directed level. This level comprises further design features of communication, such as interchangeability and intentionality. The complete set of design features, however, appears only at the linguistic level. Only *homo sapiens* attains this level of interaction.

3.3 Levels and Typology of Animal Communication

Focusing on the higher modes of zoosemiosis, the various zoosemiotic forms of communication may be subdivided into proprioceptive, intraspecific, and interspecific communication. A special subtype of the latter, which lies at the lower threshold of communication, is semiotic interaction between plants and animals (see 6.).

3.3.1 Proprioceptive Communication

The processing of signals whose sender is at the same time the receiver forms the lowest level of communication, between endosemiotics (see Code 5.1) and zoosemiotics. In contrast to unilateral communication, such as observation or diagnosis, where the sender remains passive, proprioceptive or auto-communication requires the active participation of the sender-receiver in the act of semiosis. Bats and porpoises use proprioceptive communication in the form of echolocation. They emit ultrasonic sounds which are reflected by their prey, and in receiving the retransmitted sound they locate the prey. For details see Sebeok, ed. (1977: 252-62).

3.3.2 Intraspecific Communication and Mutualism

The mutual exchange of messages between members of the same species, based on a common code, characterizes a fully developed system of communication. Complete mutualism (Marler 1974: 28-30), reciprocity (Burghardt 1970: 9), or symmetry (Kalmus 1962: 15) is not attained by all animal species. The highest degree of mutualism permits true dialogic interaction. The receiver of a message must be able to give immediately a new message in reply to the former one. The "language of bees" does not attain this degree of mutualness. As Benveniste points out, "the bee's message does not call for any reply from those to whom it is addressed, except that it evokes a particular behavior which is not strictly an answer" (1966: 52).

3.3.3 Interspecific Communication

Communication is not only restricted to intraspecific exchange of signals. There are many varieties of interspecific communication (cf.
Sebeok 1981: 136-43). In natural ecology, such communication between different species occurs in various forms of predation symbiosis, territorial defense, and self-defense. Threats, protective deception (mimicry; cf. 4.2.1), and requests to perform certain desired actions are typical messages in interspecific semiosis. Interspecific communication between man and animal has developed under various conditions of domestication, taming, and training.

Some biologists prefer to exclude interspecific interaction from communication, arguing that the messages often have different meanings for the members of the two species involved (cf. Burghardt 1970: 8). Thus, the wax-eating African bird *indicator indicator* (honey guide) attracts the attention of the honey-eating badger by calling certain notes and flying toward the bee's nest (cf. Sebeok 1986b: 136-39). To the badger, this message means 'honey,' whereas to the honey guide, the same message is a request to the badger to follow the bird, destroy the bee's nest, and leave the wax for the bird. A still greater difference between the sender's intended and the receiver's decoded meaning exists in mimicry (see 4.2.1). However, there is also interspecific communication in which the message means the same to the sender and to the receiver, for example threat behavior directed at predators.

3.4 Channel and Medium

3.4.1 Chemical Communication

The most elementary and at the same time most common zoosemiotic signals are those transmitted via chemical channels (cf. Sebeok, ed. 1968: 103-126, Johnston et al., eds. 1970, Sebeok 1972: 93-105, Tembrock 1971: 96-123, Shorey 1976). The branch of biochemistry which studies substances by means of which organisms interact chemically is called semiochemistry (Albone 1984, Acree & Soderlund, eds. 1985). Chemical substances which serve as sign vehicles of communication between organisms in the shared natural environment are called semiochemicals. Semiochemicals used in intraspecific communication are defined as pheromones (cf. Shorey 1976: 3). Some species have two chemoreceptors for taste and smell; others do not distinguish clearly between the gustatory and olfactory channels (cf. Frings & Frings 1964: 12).

In contrast to acoustic signals, chemical messages have the advantage of being relatively permanent. They can act at great distances and are decodable in the future, but there is a slow variability and a high susceptibility to inferences (cf. ibid.). Chemical signals are indexical signs (see Typology 4.2). They serve to indicate territories or to identify the individuals of a group. Basically, they are nondirectional, but with a moving source they can be decoded directionally (as trails). For gustatory and olfactory signals in human communication, see Nonverbal Communication (1.2).

3.4.2 Tactile, Thermic, and Electrical Signals

Tactile signals are transmitted by direct body contact or by vibrations produced in the close vicinity of the receiver. The signals are variable in time and intensity, but cannot be transmitted at distance. Messages transmitted via the tactile channel are related to sexual contact, the raising of young, social position, group affiliation, or danger. The honey bee's use of the tactile channel for messages referring to distant places is a rarer example of the potential of tactile communication. Many tactile forms of information processing are nonmediated, and in this sense nonsemiotic, modes of behavior (see Sign 1.3.3). They are either proprioceptive, as in tactile orientation in the environment, or they represent immediate modes of social interaction, such as aggression, protection, nutrition, or sexual affiliation.

Whereas little is known concerning the potential of thermic information transfer (cf. Tembrock 1971: 123-24), the use of the electrical channel, particularly in various fish species, but also in some insects using electromagnetic fields for purposes of orientation, is well explored (Hopkins 1977). Electric fish produce signals for a variety of purposes, such as the detection of objects, indication of social status, threat, submission, or courtship.

3.4.3 The Acoustic Channel

The branch of zoosemiotics studying acoustic systems of communication is also known as bioacoustics or biophonetics (Lanyon & Tavolga, eds. 1960, Busnel, ed. 1963, Sebeok, ed. 1968: 127-53, Trojan 1975, Tembrock 1971: 147-203; 1973, Busnel 1977, and see 2.2.2). Acoustic signals are produced vocally or nonvocally. They can be transmitted and received through the media of air and water. The vocal signals of mammals are produced by vocal cords in the larynx. Birds also produce sounds in an air chamber called the syrinx, which is located at the lower end of the trachea (cf Thorpe 1961: 106-128). Nonvocal signals are produced as percussion sounds by tapping against something, by scraping comblike organs together, or by the vibration of membranes.

Some of the advantages of the acoustic channel are listed in Hockett's system of design features of language (see Language 3.1; cf. 2.4): broadcast transmission (signals can travel in the dark and around corners) and directional reception (DF 2), rapid fading (DF 3), which makes a fast continuation and response possible, potential discreteness (DF 9) due to the linear character of sounds, immediate feedback (DF 5), and specialization (DF 6), the advantage of needing little effort in signal production. Rapid fading is at the same time the main disadvantage of the acoustic channel. Man has overcome it by the invention of writing. Many
animal species explore the chemical channel for more permanent messages.

3.4.4 The Visual Channel

Surveys and studies of visual or optical systems in animal semiosis are given by Marler (1968) and Hailman (1977a; b). Most animals have to rely on reflected light for visual communication. Some species have a capacity for vision which surpasses that of man. Eagles can see small objects at several miles' distance. Bees can see ultraviolet light which remains invisible to man. Only a few species, such as lightning bugs and some fish species, have photophoric organs with which they can produce signals on their own, even in the dark. For details on communication by bioluminescence, see Lloyd (1977).

Hailman (1977a; b) distinguishes between extrinsic and intrinsic visual signals. Extrinsic signals are produced in the animal's environment. Tracks, nests, traces of feeding, or the colored objects with which bowerbirds decorate their bowers are examples. Intrinsic signals are part of the animal's body or behavior. Three main modes of intrinsic visual signaling according to Hailman are orientation toward the intended receiver, body shape and color, and movement patterns (1977a: 186). The various forms of nonverbal communication in animals (see 2.5.2) belong to the latter category of intrinsic visual signals.

Optical signals are superior to acoustic ones for the purpose of orientation in space. Visual messages can transmit a greater quantity of information than messages of other channels. The main disadvantage of the visual channel is that it requires light (except for bioluminescent signaling). Static extrinsic and intrinsic visual signals have the advantage of permanence, but only dynamic visual signals such as gestures allow flexibility and transience in time.

4. Zoosemantics

From the point of view of zoosemantics, the varieties of meanings in animal communication, the functions of animal signs, and the relationship of their meanings to the sign vehicles of animal semiosis have to be investigated. Although the difference between human and "animal" languages is also apparent in the semantic dimension of semiosis, there are few types of signs and few functions of semiosis that are completely absent in nonhuman semiosis.

4.1 Meanings and Functions of Animal Semiosis

With respect to acoustic and visual modes of animal semiosis, Tembrock (1971) and Argyle (1975: 20-27) distinguish a variety of zoosemantic functions. These belong to three major zoosemantic fields: identity, and the social and ecological environment. Signals of identity show the individual as belonging to a certain species, group, sex, or age group in contrast to rival groups or predators. These are a special class of the signals of social relationship, which include signals of courtship and mating, signals of parental care, affiliative signals between siblings and friends, play signals, threat, attack, flight, submission, and appeasement signals. The function of these signals is expressive when the focus is on identity and conative when the focus is on social interaction. In addition, there are many forms of phatic signalization which indicate the establishment and maintenance of contact between animals.

The third major semantic field represents the referential function in animal semiosis. It comprises reference to sources of food or danger, reference to territory, weather, orientation, and other environmental conditions. In addition to these main functions, bird songs and the artful constructions of the bowerbirds even testify to the presence of rudiments of the poetic function in animal semiosis (cf. Sebeok 1981). For a semantico-pragmatic classification of signs in zoosemiosis in terms of Morris's typology of signs, which distinguishes between designators, appraisors, prescriptors, and identifiors in animal semiosis, see Marler (1961: 300-302; 1965: 566-67).
4.2 Object Relation

Peirce distinguished between icons, indices, and symbols according to the semantic criterion of the signifier-referent relationship. The symbolic or arbitrary sign has often been considered a distinguishing feature of human in contrast to animal communication. However, arbitrariness is not restricted to human semiosis. There are iconic, indexical, and symbolic aspects of signs in animal semiosis (cf. Bronowski 1967: 377, Hailman 1977b: 250-61, Nöth 1977a: 20-22, Sebeok 1979: 13-19).

4.2.1 Iconic Aspects of Zoosemiotics

The most impressive examples of iconicity in zoosemiotics are found in interspecific communication. In the various modes of anti-predator adaptation, iconic imitation has developed for purposes of predator deception and self-protection (cf. Heymer 1977). In protective adaptation we find camouflage coloring and morphological resemblances to animals or objects naturally avoided by the animal's predator, thus resulting in an advantage for the potential prey species. In mimicry (cf. Wickler 1971), such imitations also develop with the result of mutual benefit between the interacting species, as with the orchid ophrys that resembles, and thus attracts, the bumblebee. Whereas most forms of mimicry are visual, there is also vocal mimicry in many bird species (cf. Armstrong 1963: 70-87). A further example of iconicity in animal semiosis is sham behavior, by which animals imitate attacks, infirmity, or even death for the purpose of deterring rival or predator species (cf. Hailman 1977b: 179ff.).

For nondeceptive purposes, iconicity is relatively rare in animal semiosis. Nondeceptive vocal imitation, as with mockingbirds, although hardly communicative (cf. Wescott 1971), is one of the rarer examples. However, animal signals often evince diagrammatic (or relational) iconicity (see Icon 1.3). In this respect, the bee's dance is iconic (cf. Hockett 1960: 144) since the speed of the dance is inversely proportional to the distance to the target location, and the angle of the dance corresponds to the angle between the line of sight to the sun and the direction toward the source of nectar. Another example of diagrammatic iconicity is alarm calls, whose loudness is proportional to the degree of threat felt by the animal (cf. Altmann 1967: 340).

4.2.2 Indexical Aspects of Zoosemiotics

The design feature of displacement is only weakly developed in animal semiosis. Animal messages are essentially dependent on the temporal presence or spatial proximity of or some material influence from their referential object. By these features, animal signals are characterized as indices. Examples of indexical animal signs are the identifiors and other group signals discussed above, territorial markers, the various behavioral indicators of direction, signal colors (cf. Hailman 1977b: 250-55), and all acoustic signals insofar as they indicate the sender's location. The bees' dance is indexical insofar as it is an indicator of direction. Except for some iconic ethological modes of semiosis, it is hard to find signs in animal communication devoid of indexicality. The degree of indexicality in animal semiosis is definitely higher than in human semiosis.

4.2.3 Symbolic Aspects of Zoosemiotics

Animal alarm calls are as unrelated to the source of danger as are human cries of alarm. The same lack of signal-object dependency occurs in most visual signals of animal semiosis. Thus, a fearful rhesus monkey carries its tail stiffly out behind, whereas in baboons, fear is expressed by a vertical tail; tail movements in a dog mean friendship, in a cat hostility (cf. Sebeok 1976: 137, 44). Based on these and other observations, zoosemioticians have concluded that there is arbitrariness and that there are thus symbols in animal semiosis (cf. Hockett 1960: 144, Bronowski 1967: 376, Marler 1974: 34-37; 1977: 51). Arbitrariness of animal signs is indeed convincing wherever there are geographical dialects in the animal signals of one species (cf. 2.2.1-2 and Sebeok 1979: 216-20).

However, the discussion of the symbolic element in animal communication is often based
on the mere ascertainment of their noniconicity. If it is taken into consideration that signs are motivated not only by similarity (see Iconicity), but also by factors of spatio-temporal contiguity (indexicality), the symbolic element in animal semiosis turns out to be much lower than maintained by those who restrict their observations to a dichotomy of arbitrariness and iconicity. By Peircean triadic criteria, there are certainly no genuine symbols in zoosemiosis, since indexicality is always involved in arbitrary animal signs (cf. Nöth 1977a: 22).

5. Ethology and Semiogenesis

Ethology, the study of the biological and phylogenetic roots of human and animal behavior, extends the predominantly synchronic horizon of zoosemiotics to a diachronic dimension (cf. 1.1.4). Only a few basic concepts of ethology which are of particular relevance to research in semiosis, semiogenesis (cf. 2.5.2), and especially the evolution of culture can be discussed in the following.

5.1 Survey of Ethological and Semiogenetic Research

With its two branches of animal and human ethology, the evolutionary study of behavior is relevant to both zoosemiotics and anthroposemiotics. The founders of modern ethology are Julian Huxley (1887-1975), Oscar Heinroth (1871-1945), Erich W. von Holst (1908-1962), Konrad Lorenz (1903-1989), Karl von Frisch (see 2.2.1), and Niko L. Tinbergen (1907-1988). For the state of the art in ethology, see Eibl-Eibesfeldt (1967), Klopfer & Hailman, eds. (1972), Wickler (1972), Bateson & Klopfer, eds. (1973-81), Hinde (1974), Thorpe (1974), Immelmann (1976), Heymer (1977), Smith (1977a; and Smith's article in Sebeok, ed. 1986: 237-45), Bonner (1980), and Halliday & Slater, eds. (1983b). Closely related fields of study are behavioral ecology, sociobiology, neuroethology (Ewert 1976), and psychobiology (Davidson & Davidson, eds. 1980). For human ethology and its branch of (human) cultural ethology, see in particular Eibl-Eibesfeldt (1967), Ardrey (1967), Koenig (1970), Desmond Morris (1978; 1985), and Cranach et al., eds. (1979). Within semiotics, Koch (1986a; b, Koch, ed. 1989a) has developed an integrated theory of cultural evolution in which the study of semiogenesis and glottogenesis (cf. 2.5) is placed in a larger framework of sociogenesis, psychogenesis, biogenesis (cf. 1.1.3), and cosmogenesis.

5.2 Basic Concepts of Ethology

The basis of ethological research in animal behavior is the ethogram, a comprehensive catalog of all behavior patterns occurring in an animal species. For the study of such behavioral patterns, the distinction between innate and learned behavior is particularly relevant. Only some of the most central concepts in the ethological study of innate behavior and of innate bodily signals of animals can be discussed below. For mimicry, which is one class of such signals, see 4.2.1.

5.2.1 The Semantics of Innate Behavior

In contrast to schools of anthroposemiotics which consider arbitrariness (q.v. 4.1) and intentionality as distinguishing features of semiosis in general (cf. Communication 2.4.2, Code 3.2-3), ethologists have a wider concept of semiosis, assuming that even innate behavior has various semantic implications. However, ethological interpretations of behavior, at least in the field of anthroposemiotics, are often concerned only with evolutionary semantic motivations, describing archaic meanings which may no longer correspond to actual meanings conveyed today. In the course of their evolution, the original meanings of behavior have been subject to many semantic changes. For example, when Eibl-Eibesfeldt (1967) interprets laughing as ritualized aggression, it is clear that the archaic meaning of 'aggression' is lost in modern human com-
munication. In a way, such ethological interpretations of behavior are similar to etymological interpretations of language. These are relevant to the origins of modern words, but often do not explain their present meaning.

5.2.2 From Stimulus to Innate Signals

In the ethological interpretation of Lorenz and his school, semiosis has an innate foundation in a process in which certain exterior stimuli cause a specific instinctive response. These occur in a fixed action pattern which the animal performs without learning. No organism responds to all stimuli in its environment. There is a central filter, called a releasing mechanism, which processes only species-specific key stimuli. In unilateral semiosis, when the stimulus is evoked by environmental objects, and in interspecific communication, these perceptual stimuli are called signal stimuli or key stimuli proper. An example of such a key stimulus is the odor of butric acid to which the tick responds by dropping from the twig onto a mammal. In intraspecific communication, when the stimulus is a morphological structure or innate behavior of a member of the same species, this stimulus is defined as a releaser. Releasers may be colors, shapes, vocalizations, or movement patterns, for example in courtship or fighting behavior. When this intraspecific stimulus is a behavior pattern and not only a morphological body feature, the releaser is defined as a signal.

5.2.3 Displacement Activity

Displacement activities are instinctive actions released in situations of excitement or indecision, particularly in conflicts between opposing drives, such as flight and attack. Displacement activities are apparently irrelevant as far as their biological survival value in the actual situation is concerned. They are, so to speak, performed by mistake. Examples are the grass-pulling of herring gulls in situations of fight or the human scratching of the head in embarrassment. The biological function of displacement behavior is uncertain.

5.2.4 Display Behavior

The term display is a central ethological concept describing certain stereotyped patterns of behavior. There are a narrower and a broader definition of this term. In the narrower sense, display behavior is "behavior which may impress or intimidate the partner or rival and which is frequently directed at a rival or rivals in the presence of the mate" (Ger. Impomierverhalten) (Heymer 1977: 91). Striking examples are parades and display running and/or swimming, which occur in birds and mammals. Human forms of display are parade uniforms or military parades. For an example of human nonverbal display behavior, see Gesture (2.5.1).

Broader definitions of display begin when the criterion of "impressiveness" of the action in question is modified or dropped altogether. Simpson replaces it with a criterion of "conspicuousness" when he defines display "as a conspicuous (to the observer) action made by an animal, whose conspicuousness led me to believe that he could, through the display, be having some effect on his companions" (1973: 230). Smith defines display behavior still more generally as behavior that deviates from immediate practical or biological needs. In his view, displays are stereotyped behavioral patterns which "often produce no obvious results, at least by acting directly on things in the environments of the individuals who perform them" (1977a: 7). In this sense, displacement activities are a subclass of display behavior. From this definition, it is only a small step to the still broader definition given by Wilson, who focuses on the evolutionary history of these signals: "Display [as a] behavior pattern that has been modified in the course of evolution to convey information. A display is a special kind of signal, which in turn is broadly defined as any behavior that conveys information regardless of whether it serves other functions" (1975: 582).

5.2.5 Ritualization

Ritualization is a key concept of ethology introduced by J. Huxley (1914; see further Blest
1961, Wickler 1975, and D'Aquili et al., eds. 1979). Its ethological definition is only loosely related to the meaning of ritual in the social and cultural sciences (for these, see Gesture 2.4.2). Ritualization is an evolutionary modification of a behavior pattern to serve a communicative function (cf. Wilson 1975: 594, Heymer 1977: 148). According to Wickler (1970: 233), this process results, through natural selection, in improved conditions of communication, since the behavioral change increases the clarity and distinctiveness of the signal for the receiver. Huxley defined ritualization as

the adaptive formalization or canalization of emotionally motivated behavior, under the teleonomic pressure of natural selection so as: (a) to promote better and more unambiguous signal function, both intra- and interspecifically; (b) to serve as more efficient stimulators or releasers of more efficient patterns of action in other individuals; (c) to reduce intraspecific damage; and (d) to serve as sexual or social bonding mechanisms. (1966: 250)

Examples of ritualizations from the phylogeny of human gestures (see Gesture 2.5.1) are the greeting etiquette of bowing as a ritualized form of submission, the man's taking off his hat in greeting as the ritualization of his taking off his helmet, military greeting as the ritualization of the lifting of the knight's visor, etc. (cf. Koenig 1970).

Sebeok gives a semiotic interpretation of ritualization, redefining it as

the semiosis of gene-dependency, in order to emphasize the fact that here we are dealing with the progressive elaboration, in the course of evolution, of instructions stored not in the memory but in the genetic make-up of animals and man, in brief, the shaping of signs according to the requirements of natural selection. (1979: 29)

5.3 The Meme and the Evolution of Culture

If culture is semiotic “behavior transmitted from one individual to another by teaching and learning” (Bonner 1980: 18; cf. 2.5.2), it is defined in opposition to the innate forms of semiosis described in ethology and to all other biological structures of an organism. From this point of view, the propagation of information by teaching and learning (culture) seems to be radically opposed to the transmission of information by genetic inheritance (nature). Nevertheless, Dawkins (1976) has postulated far-reaching analogies between the evolution of culture and nature. In analogy to the gene, the carrier of genetic messages in biological evolution (cf. Code 5.1), Dawkins postulates an equivalent for the evolution of culture, which he defines as the meme. A meme, according to Dawkins, is

a unit of cultural transmission, or a unit of imitation. [. . .] Examples of memes are tunes, ideas, catch-phrases, clothes fashions, ways of making pots or of building arches. Just as genes propagate themselves in the gene pool by leaping from body to body via sperms or eggs, so memes propagate themselves in the meme pool by leaping from brain to brain via a process which, in the broad sense, can be called imitation. (1976: 206)

Koch lists the following analogies between the gene and the meme (1986b: 11): (1) storage of information (gene: through aperiodic sequences of nucleotides; meme: through protein synthesis in the brain), (2) Self-replication (gene: within and between individuals by growth and sexual recombination; meme: within and between brains by thinking and communication), (3) capacity for mutation (gene: through alteration of nucleotides; meme: through error or misinterpretation), and (4) transfer of information. Bonner enumerates these differences between genetic and cultural evolution (1980: 19): (1) Genes can be passed only once from one individual (the parent) to another (the offspring), whereas memes can be taught by one individual to many individuals. (2) Genetic evolution is very rapid, whereas cultural evolution may be very rapid. (3) Memes are utterly dependent upon genes, but genes can exist and change quite independently of memes.

The idea of an analogy between the evolution of life and culture has also been elaborated
by Lumsden & Wilson (1981: 368,372). Their parallel to the biological gene is the *culturgen* (from *cultural gene*). These "basic units of culture" are defined as being the result of a process of "gene-culture coevolution" (cf. 6.2) in which "culturgen changes alter the gene frequencies as well."

6. **Excursus on Phytosemiotics**

Krampen (1981c; 1986) has proposed to extend the semiotic field to include the new domain of phytosemiotics, the semiotics of plants.

6.1 **Do Plants Communicate?**

Krampen argues that there is semiosis and even communication in the vegetable kingdom. The basis of this assumption is Uexküll's biological theory of meaning and the definition of biocommunication as the "seeking of confirmation of environmental information via other individuals" (Krampen 1986: 728). Krampen distinguishes three main cases of phytosemiotics, plant-plant interaction, plant-animal interaction, and plant-human interaction, such as the "green thumb" phenomenon, caring for and learning from plants. Deely (1986a) argues that these cases of interaction are only presemiotic, involving no (triadic) signification but only (dyadic) communication (see Communication 2.4.3; in Eco's terminology). An example of plant-plant semiosis is the symbiotic interaction between the rose and the lavender, which "may form an alliance for mutual benefit against mildew" (Krampen 1986: 729).

The occurrence of semiosis in plant-animal and plant-man interaction is perhaps more convincing at first sight. Examples are the coloration of many fruits which has evolved as a signal perceptible at a distance to animals which disperse them (Marler 1974: 29), the orchid which imitates and thus attracts the bumblebee, or the yucca plant which opens its flower only at nighttime when the yucca moths are active (Fring & Frings 1964: 3-4). For plant-man interaction, there is Wickler's example of mimetic weeds which are not as easily pulled by the gardener because they resemble useful plants (1971: 34-39).

6.2 **Is Coevolution Semiosis?**

These and other examples of plant-animal/man interaction are all cases of *coevolution*, that is, evolutionary selective changes "in a trait of the individuals in one population in response to a trait of the individuals of a second population, followed by an evolutionary response by the second population to the change in the first" (Janzen 1980). Count characterizes such processes of mutual adaptation as "phylogenetic learning," (1973: 157), an interpretation which also suggests a process of semiosis.

The parallels between communication and the above examples of coevolution are: a "sender" (the plant) emits a visual "message" (in the plant's own morphology) toward a receiver (animal or man) that reacts in a way which is to the sender's benefit (or disadvantage). The "message" is moreover taken from a large repertoire of morphological structures (colors, forms, etc.). However, there are two main differences between these forms of phytosemiotics and genuine bilateral communication (see Communication 2.3): (1) The morphological repertoire from which the "message" is selected is not a synchronic code, available at the moment of semiosis. The "message" is selected from a diachronic sign repertoire consisting of the morphological forms from which the present "message," the plant's present morphology, has evolved phylogenetically by natural selection. (2) The "message" does not have the same "meaning" to the "sender" and the "receiver." Whereas the plant's evolutionary "message" to the bird is to carry the berry far away, the bird will interpret it as 'food.' In mimicry, the message is not only different but even deceptive.
Communication and Semiosis

Communication is a key concept in semiotics and many of its neighboring disciplines. Yet, the meaning of this term is extremely diffuse. The concept is used to designate human and animal (see Zoosemiotics), direct (face-to-face) and indirect, intentional and unintentional, verbal and nonverbal, auditory, visual, and otherwise coded flows of information and thus exchange of signs. But while some semioticians define communication as any kind of information processing, others restrict this term to particular forms of semiosis. One of these restrictions has led to the distinction between communication and signification as two classes of semiosis.

Communicative processes are represented in models of communication. These give an outline of the semiotic dimension of pragmatics (see Morris 2.3.4). The founders of modern semiotics, however, rarely used the term communication. In the terminology of Peirce and Morris, communicative processes are generally discussed under the term semiosis.

1. Communication in Neighboring Disciplines

The following outline of neighboring disciplines in which the concept of communication is a key term does not intend to suggest a clearcut division between semiotics and nonsemiotic disciplines. While all of the following fields of communication research have at some point been subsumed under the more general framework of semiotics (cf. Thayer 1982), some have remained relatively independent of semiotics.

1.1 Various Interdisciplinary Connections

In a number of sciences, the concept of communication is basic to subfields which appear as independent areas of semiotic research in this handbook. Thus, the field of nonverbal communication is an academic branch of social psychology. The delimitation of communicative and noncommunicative forms of behavior is one of its most fundamental problems. Zoosemiotics, institutionally a branch of biology, and more particularly ethology (cf. Smith 1977a) raise the problem of the phylogenetic origin and the “design features” of communication (see Language 3.). Tembrock (1971) defines this field under the term biocommunication.

Basic research in the field is pursued by the disciplines of information and communication theory (cf. Bormann 1980). The models of communication discussed below have their origin in these theories. The discipline which imprinted its character on the earlier of these
models is communications engineering. Its further development takes place within cybernetics, cognitive science, and systems theory (cf. Nöth 1989).

1.2 Cultural Anthropology and Social Science

In a tradition initiated by anthropologists and anthropological linguists, such as Sapir, Whorf, Malinowski, Firth, Leach (1976), and Lévi-Strauss (cf. Schmitz 1975), communication has become a key term for the analysis of societies and cultures. The thesis proposed by G. Bateson (cf. La Barre 1964: 191) that "all culture is communication" epitomizes the broad scope of the concept in cultural anthropology. This tradition was particularly influential for the development of modern semiotics. Significantly, it was the anthropologist Margaret Mead who at the 1962 Indiana University Conference on Paralinguistics and Kinesics introduced semiotics as a new term for the study of "patterned communications in all modalities" (cf. Sebeok et al., eds. 1964: 5).

A branch of anthropological linguistics which has been influential for sociolinguistics is Hymes's ethnography of communication (cf. Schmitz 1975). Its objects of study are communication situations and the functions of speech. In a critical extension of Chomsky's concept of competence, Hymes (1972) develops a theory of communicative competence to study the varieties of language codes in sociological groups and the command of these codes by individual speakers.

In sociology, Habermas further extends the theory of communicative competence to cover all "general structures of possible speech situations" (1971: 102). This research is dedicated to the rule system "according to which we generate situations of possible discourse in general" (ibid.). For Habermas, communication is not restricted to verbal and nonverbal "discourse" but also includes communicative acts without actual exchange of information (ibid.: 114-15).

1.3 Journalism and Mass Media Research

In mass media research, interdisciplinary studies in propaganda analysis, content analysis, and public opinion research have formed the field of communication research. Techniques of persuasion, information transfer, and opinion leading are among the topics of this field of research (cf. Schramm, ed. 1963, Corner & Hawthorn, eds. 1980). More recently, a discipline called communication science has emerged from this field of study which "seeks to understand the production, processing, and effects of symbol and signal systems by developing testable theories, containing lawful generalizations" (Berger & Chaffee, eds. 1987: 17). For semiotic aspects of this field of research, see ibid.: 130-32, Kroepsch (1976), and Bentele, ed. (1981).

1.4 Communication Theory in Psychology

In the areas of psychotherapy, psychiatry, and psychoanalysis, Bateson et al. (1956), Ruesch (cf. 1972), Watzlawick et al. (1967), and others have developed a general theory of human behavior based on a theory of communication. Within this approach, psychopathologies, especially schizophrenia, are defined as a disturbance of communication, and their analysis and therapy are seen as a particular communication situation. As the title of Ruesch's collection of earlier papers, Semiotic Approaches to Human Relations (1972), indicates, research in this area, which was first developed within communication theory, was later placed within the framework of a semiotic theory of behavior. A key concept of this direction of research, metacommunication, is discussed below.

2. Communication and Semiosis

Before an analysis of the process of communication, the field of communicative phenomena has to be separated from the sphere of noncommunicative events. The diversity of ap-
proaches to this fundamental problem is similar to that encountered in the discussion of the delimitation of signs from nonsemiotic phenomena (see Sign 1.3). In a pansemiotic perspective, communication is any form of semiosis. In contrast to this view, there are many narrower definitions of communication which introduce additional criteria and define communication as a particular mode of semiosis. Also, the concept of the communicative function of language is used in a narrow and a broad sense.

Instead of postulating a clear-cut boundary between communicative and noncommunicative phenomena, a gradual transition may be conceived going from the more rudimentary to the more complex modes of interaction. The order of the following sections suggests such a field beginning with unilateral semiosis and continuing with simple endosemiotic interactions, bilateral, intentional, linguistic, and finally metacomunication. However, a unified integration of the diverse concepts discussed here is not intended. The discussion is resumed in the chapter on nonverbal communication. Elsewhere, within the framework of zoosemiotics, the theories of the biological levels of interaction and of the design features of communication also suggest a gradual transition from noncommunicative to communicative modes of interaction. From a different perspective, Kelkar gives an outline of the field of semiosis which distinguishes various degrees of "primitivity" of communicative events (1984: 112-14).

2.1 "Unilateral" Semiosis

A representative of a pansemiotic idea of communication, according to which the most elementary forms of semiosis are already "communicative," is Meyer-Eppler. In his definition, communication is the "reception and processing of physically, chemically or biologically detectable signals by a living being" (1959: 1). According to this theory, any information processing by individual organisms (but not by machines) constitutes an instance of communication. Active cooperation of the signal source is not required. The source can even be an inanimate object. Most semioticians would reject applying the term communication to this type of unilateral semiosis. Semiosis without any activity on the side of the signal source certainly constitutes the lowest threshold of the semiotic field. The role of the participant in this one-sided communication situation is that of an observer. Meyer-Eppler (ibid.) defines it as unilateral communication and distinguishes between observation and diagnosis as its two subtypes (for bilateral communication see 2.3). In observational communication, an observer perceives and processes signals from an inanimate source. This communicative situation is typical of semiosis in physics and chemistry. In diagnostic communication, the signals originate with an animate emitter of signals. This form of unidirectional semiosis from one organism to another is typical of observations in biology, medicine, and psychology.

The nonstandard expansion of the concept of communication to include unilateral semiosis makes communication largely synonymous with semiosis in general as defined by Peirce and Morris. When Morris defines semiosis as a "process in which something is a sign to some organism" (1946: 366), no second participant is implied in this situation either.

2.2 Bilateral Interaction between Machines or Cells

Among those who define communication as mutual interaction between two entities, some researchers propose a still very broad concept which includes entities such as machines or biological cells.

2.2.1 Systemic Interaction

In cybernetics and systems theory, communication is often the interaction between any two systems. Thus, Klaus (1969) in his dictionary of cybernetics defines communication as "the exchange of information between dynamic systems capable of receiving, storing, or trans-
forming information.” This definition of communication also includes processes of interaction between machines.

2.2.2 Endosemiotic Interaction

For other systems theorists, the origins of communication are located within the biological sphere of life. Thus, Rosnay describes the molecules of life as "informational individuals" with memory and the capability of recognition (1975: 135). The exchange of information in this chemical process of communication takes place on the basis of the genetic code (see Code 5.1). According to Rosnay (ibid.), the "history of communication" reaches from communication between molecules and biological cells to interactions between organisms and finally between human beings. This concept of communication in the biological sphere refers to the concept of semiosis which Sebeok describes as the field of endosemiotics (1976: 17), while the following concepts of communication, which define the term as interaction between two organisms, fall into the domains of zoosemiotics or anthroposemiotics. For an endosemiotic interpretation of molecular biology, see also Prodi (1988).

2.3 Bilateral Communication

The inclusion of unilateral interaction in the definition of communication is not very typical of communication theory on the whole. For the most part, communication is defined as a bilateral interaction between at least two organisms.

2.3.1 From Unilateral Semiosis to Communication

A communication theorist who objects to a pansemiotic concept of communication which includes endosemiotic or unilateral events is Cherry (1957: 63). For him, observation and diagnosis are not yet communication because "Nature as a source of information is uncooperative" and incapable of any response to semiotic stimuli. An observed signal in unilateral semiosis, according to Cherry, is only a causal sign, since "not all signs are communicative signs. For example, black clouds are a sign of rain, but we do not communicate with Mother Nature [. . . ]. The clouds do not in turn respond to us; we share nothing with them" (1980: 252).

Thus, communication is only a part of the larger field of semiosis, and causal semiosis is its other major area. However, the distinction between these two forms of semiosis is not clear-cut. Cherry himself suggests a gradual transition from semiosis by direct causation with inevitable and automatic responses (causal semiosis), to semiosis with semi-automatic responses (animal semiosis), to still more flexible and finally to free manners of response (human semiosis) (1957: 221). For a more recent proposal to distinguish between (unilateral) semiotic events and (bilateral) communicative events, see Kelkar (1984).

2.3.2 Bilateral Interaction between Organisms

A very broad concept of communication based on the criterion of mutual interaction between organisms is represented by Shannon & Weaver. They define communication as "all the procedures by which one mind may affect another. This, of course, involves not only written and oral speech, but also music, the pictorial arts, the theatre, the ballet, and in fact all human behavior" (1949: 3). Any form of nonverbal behavior can thus become communicative. Ruesch describes this process of transformation from behavior to communication as follows:

An action becomes a message when it is perceived, either by the self or by other people. In other words, signals in transit become messages when there is a receiver which, at the destination, can evaluate the meaning of these signals. Such a definition includes communication between human beings and animals, as well as between animals. As a matter of fact, all biological organisms, including plants, receive, evaluate and send messages. In brief, communication is an organizing principle of nature. (1972: 82-83)
2.3.3 Congruence in Bilateral Interaction

Bilateral semiotic interaction as defined by Shannon & Weaver or Cherry does not yet imply any congruence between the sender's message and the receiver's interpretation. But this feature of congruence is an additional distinctive criterion set up in some definitions of communication. It is a feature which is already suggested by the etymology of the word, which implies "a common sharing of information." A clear formulation of the criterion of congruence is given by Richards, who writes: "Communication [. . . ] takes place when one mind so acts upon its environment that another mind is influenced, and in that other mind an experience occurs which is like the experience in the first mind, and is caused in part by that experience" (1928: 177). However, Richards has to admit that congruence in communication is a matter of degree: "The two experiences may be more or less similar, and the second may be more or less dependent upon the first" (ibid.).

2.4 Intention, Communication, and Signification

A still stronger criterion for the definition of communication is intentionality. This criterion has been used to divide the semiotic field into two large areas, semiotics of communication and semiotics of signification. But it has to be pointed out that other differentiations between communication and signification have been made in semiotics.

2.4.1 Intentionality

Intention involves volition and goal-directed activity. In communication, intention is the addresser's conscious attempt to influence the addressee by means of a message, and the addressee's response is a reaction based on the assumption of intentions on the part of the addressee. Most visible bodily expressions of emotion are unintentional. For a more detailed discussion of intentionality and awareness, see also Nonverbal Communication (3.2).

In a semiotic tradition reaching from Buysens (1943) to Prieto (1966; 1975a) and Mounin (1970c; 1981), intentionality has been discussed as a distinctive feature of communication. For Prieto (1966: 20; cf. Hervey 1982), every communicative act presupposes an intention on the part of the sender, which has to be identifiable on the part of the receiver. Only under these conditions are signs—in Prieto's terminology signals—transmitted. Without a sender's intention, information observed by the receiver is not a signal but only an index. While the transmission of signals is defined as communication, the transmission of indices is called signification (Prieto 1975c).

2.4.2 Semiotics of Communication and of Signification

Both communication and signification are described as parts of the semiotic field in this tradition. The two areas of research are discussed as semiotics of communication and of signification. While semiotics of communication studies only intentional semiosis, semiotics of signification includes processes of observation and diagnosis (see 2.1). However, there are many difficulties with the criterion of intentionality in semiotic research. For the psychological and philosophical problems with the determination of intentionality, see Kalkofen (1983: 149–54).

2.4.3 Other Concepts of Communication and Signification

The terminological differentiation between communication and signification in the sense of Prieto has not become generally accepted in semiotics (cf. also Rey 1978a, Culler 1981b). Remarkably, Eco gives an almost opposite definition of the two terms. For Eco, any flow of information from a source to a destination is a process of communication, even the passage of a signal from machine to machine (1976: 8–9). But signification is the higher form of semiotic interaction, where the destination must be a human being and "the signal is not a mere stimulus but arouses an interpretive response in the addressee" (ibid.: 8). This process also presupposes a code.

Thus, for Eco the semiotics of communica-
tion is the more comprehensive field which includes the semiotics of signification. Communication is possible without signification, but signification presupposes communication. The relationship between communication and signification for Prieto is thus quite the reverse of that for Eco. But for the latter, the criterion of intentionality is irrelevant.

2.5 Communication and Language

Language use is evidently always a process of communication according to all definitions discussed above. Yet, when linguists discuss the communicative function of language, they often imply that language may also be used with noncommunicative functions. For some linguists, verbal interaction is communication, and communication is the general cover term for all functions of language. In this sense, Jakobson speaks of the six functions of verbal communication (see Function 3.2).

Other linguists restrict the term communication to only one of several functions of language, generally the most important one. In this sense, Martinet defines communication as the central function of language, which refers to "the necessity of making oneself understood" (1960: 18). Other functions include the expressive and the appellative function, and these are explicitly defined as being noncommunicative (François 1969: 75). For another important distinction between the communicative and other functions of language which has been proposed by Leont'ev, see Gröschel (1983: 25). See also Function (3).

2.6 Appendix on Metacommunication

The concept of metacommunication was first developed in the context of psychopathology. In the form of the metacommunicative axiom it was expanded to be an inevitable factor in any act of human semiosis. Yet, for the semiotic relevance of this principle, the difference between actual and only potential semiosis should be taken into consideration.

2.6.1 Metacommunication

In their theory of schizophrenia, Bateson et al. first introduced the term metacommunication to refer to "the ability to communicate about communication, to comment upon the meaningful actions of oneself and others" (1956: 208). Thus, metacommunication is not scientific metalanguage (cf. Schlieben-Lange 1975) but a principle of everyday social interaction. Metacommunication is often not a verbal message (for the latter see Jakobson's metalinguistic function in Function 3.2) but a form of nonverbal communication. For example, by winking at the hearer, a speaker may turn the meaning of his or her verbal message into its ironic opposite.

2.6.2 Metacommunicative Axiom

Bateson et al. (1956) argue that the ability for metacommunication is an essential factor of social interaction and that its loss may be the cause of schizophrenia. Watzlawick et al. go further and claim that metacommunication is omnipresent in any instance of social interaction. With their metacommunicative axiom, Watzlawick et al. postulate the thesis of the impossibility of not communicating (1967: 48-51). After emphasizing the fact that communication occurs verbally and in many nonverbal modalities, the inventors of this axiom argue: "Behavior has no opposite. There is no such thing as nonbehavior. . . . One cannot not behave" (ibid.: 48).

Thus, any form of behavior in social interaction is of semiotic relevance. "One cannot not communicate" (ibid.: 49). Even silence and "nonbehavior" have the character of a message.

2.6.3 Actual and Potential Metacommunication

The metacommunicative axiom of the impossibility in any situation not to communicate gives an incomplete account of communicative processes. It describes the act of communication primarily from the perspective of the emitter of signals and does not reflect adequately the receiver's activity. A permanent process of message transmission, as suggested by Watzlawick et al., presupposes a receiver with a permanent
attention to those messages. Such a receiver is evidently an idealistic abstraction. At most, it may describe the attention of an ideal psychotherapist. In everyday situations, however, no receiver is capable or willing to register all messages which an analyst might be able to discover. Since it is doubtful whether unintentional signals which are not perceived by anybody should be described as communicative processes at all, the metacomunicative axiom should be reduced to a potential factor in communication according to which all behavior may have a communicative function.

3. Models of Communication

Communication models are graphic representations of the elements of communication and the process of their interaction. The totality of these elements and their interrelation constitutes a communication system. Most traditional models represent communication as a sequence of semiotic events. Functional models of communication, as discussed by Bühler and Jakobson (see Function 3.), are alternatives to sequential representations. The following survey of communication models begins with the traditional linear model, continues with circular models, and finally discusses models that reject the concept of information flow and emphasize the autonomy of the interacting organisms. Only the most basic elements of communication will be discussed. For an attempt to incorporate neurological, psychological, sociological, referential, and many other factors into a comprehensive model of communication, see, for example, Meier (1969) and Dingwall (1980). For further determinants of communication, see also Firth's "context of situation" (Meaning 3.4).

3.1 Basic Elements: the Communication Chain

The basic elements of a communicative process can be illustrated from Shannon & Weaver's (1949) model. This communication model is deficient because of its linear character (cf. Thayer 1972, Köck 1980). But in the history of communication theory, Shannon & Weaver's model has been so influential that it cannot be ignored in a handbook of semiotics.

3.1.1 Shannon & Weaver's Communication Chain

Shannon & Weaver (1949: 7) represent a communication system in the linear form of a communication chain (Fig. C 1). They emphasize that this model is restricted to the technical process and excludes semantic aspects and the pragmatic aspect of effectiveness (ibid.: 4). Taking the example of vocal communication, the stations of the information flow in this chain are as follows: The information source is the speaker's brain. His or her vocal organs are the transmitter. The signals are the sound waves of the voice. Their channel is the air. On the way to their destination, the hearer's brain, the signal is received by the hearer's organs of hearing. They are defined as the receiver. Undesired distortions of sound may come from a noise source.

3.1.2 Signal, Message, and Sign

From a semiotic point of view, Shannon & Weaver's model and most other communication models do not represent signs as one of their elements. Not signs but signals are transmitted in the process of communication. Signals are only the energetic or material vehicles of signs, their physical form. In this sense, a signal is a physical event, while a sign is a mental process (see Sign 1.1.2).

Implicitly, however, signs do appear in Shannon & Weaver's model, namely, as an element of the message. The message (ibid.: 10) is defined as a sequence of elementary symbols (where symbols in this terminology refer to signs; see Sign 1.1.3). Thus, the message is equivalent to a text (see Text Semiotics 3.1). Messages are associated with meanings and require the mental process of encoding and decoding (see Code 2.1.2), and this is why the message in Shannon & Weaver's model appears between source and transmitter and be-
3.1.3 Channel and Medium

According to Shannon & Weaver (1949: 7), the communication channel is defined as the physical or technical medium of transmission, in which the signal moves from the transmitter to the receiver. Examples of such channels are the air in speech or the wire in telephony. Later models of communication define the channel in terms of the physical characteristics of the signal instead of its medium. Thus, for example, the channel in telephony would be defined more generally as "electrical," not as "the wire." In this sense, Sebeok (1976: 30) gives the outline of a typology of communication channels distinguishing between material (gases, liquids, or solids) and energetic (chemical or physical) channels with optical, tactile, acoustic, electric, thermal, and other channels as the major subtypes of the physical channel (see Zoosemiotics 3.4). For further discussion of this typology of channels, see Wulff (1979). Other typologies of channel are based on the organs of perception with which the destination receives the signals. This leads to a classification into visual, auditory, tactile, olfactory, thermal, and gustatory channels (e.g., Scherer 1970: 3-4).

Closely related to the concept of channel is the term medium. (For a discussion of this concept see Posner 1985a.) With many authors the two concepts are interchangeable in meaning. Thus, Tembrock uses the term medium in the sense of channel as discussed above (1971: 135). In terms of the general theory of signs, the medium has been equated with the expression-form (see Hjelmslev 3.) of a sign system (cf. Wulff 1979). Less appropriate is the use of medium as a term to designate a code. This sense is implied when some authors refer to the written or spoken language as a medium (e.g., Maser 1971: 9).

A much extended definition of medium is common in media research, where the concept refers to the distinctive features of radio, film, television, photography, the comics, the book, news magazines, or other mass media (cf. Knilli 1979). A medium is here broadly defined as the technical and socioeconomic apparatus of the propagation of messages (which comprises Shannon & Weaver's transmitter, channel, and receiver). For the semiotics of the mass media, cf. also Bentele, ed. (1981).

3.1.4 Sender-Receiver, Addresser-Addressee

Many communication models do not represent the distinction between the mental and the physiological (or technical) processes in communication which Shannon & Weaver (Fig. C 1) make in their dichotomies of source/transmitter and receiver/destination. When within each communicating organism no such dis-
tinctions are made, a different terminology is used. The most neutral concepts for the two communicating organisms were suggested by Morris (1946: 360), namely, *communicator-communicatee*. These terms, however, are rarely used. The terms introduced by Jakobson in his model of communicative functions (see Function 3.2), *addresser-addresssee*, have been very successful.

The word formations chosen by Morris and Jakobson for the designation of the receiver/destination side, *communicatee* and *addresssee*, suggest, with their suffixes -ee, a somewhat passive participant in the communication process. This connotation is avoided by the next most frequent terminological alternative, which is the dichotomy *sender-receiver*. These terms for the two participants in the communication process should not be confused with Shannon & Weaver's terminology, where the "receiver" refers only to half of the second participant's activities. A survey of other terms used to designate the two organisms in communicative interaction (cf. Stappers 1966) gives the following dichotomies which will be listed without further comment:

- *communicant A-communicant B*  
  (Cherry 1957)

- *communicator-recipient*
  - emitter-receiver
  - source-receiver
  - source-destination
  - encoder-decoder
  - speaker-listener/hearer

- *writer/author-reader*

### 3.1.5 Sign Repertoire

An important expansion of the linear communication chain is the sign repertoire, often also identified with the code (q.v. 2.2). The first models with this element were introduced by Moles (1958: 163) and Meyer-Eppler (1959: 2). Figure C 2 is a modification of the version given by Meyer-Eppler, whose terms are adapted here in accordance with the above terminological discussion (but Shannon & Weaver's *receiver* has been replaced by the term *receptor* to avoid confusion with the term chosen for the addresssee).

According to this model, both sender and receiver have their own individual sign repertoires SR₁ and SR₂. The sender performs a selection of signs from his repertoire SR₁ in order to form a message. The receiver performs a correlation of the received signals with elements of his sign repertoire. Both the sender's selection and the receiver's correlation are processes of understanding. Thus, the semantic dimension appears in the communication model. Communication as a process of mutual understanding is possible only where the sender selects signs from his repertoire (SR₁) which are also elements of the receiver's repertoire (SR₂). This common repertoire SR₃ is represented as the intersection of the sets SR₁ and SR₂ in Figure C 2.

### 3.2 Circular Processes in Communication

In communication theory, the linearity of the technological model was soon criticized as being an inadequate representation of the process of communication. Linearity suggests simple causality. The sender's activity appears as a cause which has a calculated effect on the receiver's mind. This suggests the interaction of an active with a passive participant. Thus, the semantic dimension appears in the communication model. Communication as a process of mutual understanding is possible only where the sender selects signs from his repertoire (SR₁) which are also elements of the receiver's repertoire (SR₂). This common repertoire SR₃ is represented as the intersection of the sets SR₁ and SR₂ in Figure C 2.

#### 3.2.1 Saussure's Model of the Speech Circuit

A first circular communication model was outlined by Saussure (1916a: 28). His model of the speech circuit is represented in Figure C 3. Saussure described the path of acoustic signals (sound waves) as an information flow in two directions from a speaker to a hearer and back to the speaker. This is the model of a dialogue.
As Figure C 3 shows, this circularity is still only the connection of two simple linear communication chains. However, Saussure also suggested a second circularity occurring in the mental process. It is indicated by the two arrows within the circles standing for the speaker.
and the hearer. These go both from c (the concept) to i (the sound-image) and from i back to c. It remains unclear, however, whether this circularity represents only a consecutive linearity occurring with the change of roles (speaker/hearer) in dialogue or whether it represents the simultaneous process of feedback, where the outgoing signal is checked by its sender for accuracy and efficiency.

3.2.2 Feedback Loops

With cybernetics and systems theory, new concepts of circularity were introduced into the model of communication. Feedback, the sender's monitoring and adaptation of his or her own message by observation of its effects on the recipients, became a key term of systems theoretic communication theory (cf. Watzlawick et al. 1967, Nöth 1975a; 1977a: 83ff.; 1989). Feedback loops in communication models show that the information flow not only leads away from the sender but also is "fed back" into his or her own information-processing system. Several major types of feedback loops can be distinguished in communication. One classification concerns the path, the other the quality and effect of information.

With respect to the path of the information flow, three feedback loops are distinguished in the expanded communication model in Figure C.4. The first path is located in the participant's neurological system: The effects of the transmitter's activity (the muscular movements in writing or speaking, e.g.) are reported back to its source, the central nervous system. This process is called proprioceptive feedback. Exteroceptive feedback reports the signal output back to the sender's receptors and from there back to the source. It describes, for example, the sender's acoustic or visual self-control of his or her own speech or writing in a constant process of self-adaptation and self-correction. Communicative feedback occurs when the sender observes a reaction of the receiver and adjusts his or her message accordingly. The receiver's reaction is then a message, which is "fed back" as a signal to the original sender. This message can be verbal but is often also nonverbal. The receiver's reaction can actually be observed (and thus cause corrections with the sender) or it can be anticipated. For the latter case of influence on the signal production by the sender's assumptions about potential effects, the term feedforward has also been suggested (cf. Mysak 1970).

With respect to the quality and effect of the message, the distinction between positive and negative feedback is relevant. Negative feedback influences the sender to correct or change the message because of observed undesired effects. It thus contributes to communicative homeostasis, the maintenance of a steady state. Positive feedback reinforces existing structures of the message and can thus, by uncontrolled repetition, lead to disturbances of communication or, if successful, to a change of the sign repertoire or code.

3.3 Aspects of the Receiver's Autonomy

In the course of the development from linear to circular models, communication theory has overcome the misleading idea of communication as an almost undisturbed flow of signals from a source to a destination. Yet, the improvements introduced by cybernetics and systems theory have attracted new criticism. Two objections are most notable in the field of semiotics. The first has to do with the concept of control, which is implied in the systems theoretical model, and which suggests a process of optimization, efficiency, and the goal of congruence between sender and receiver (cf. also Laszlo 1972: 251). Closely related is the second objection, which criticizes the still inadequate representation of the role of the receiver. To overcome these objections, models have been developed which emphasize the receiver's autonomy in communication processes first in text semiotics, and more recently also in communication theory.

3.3.1 Autopoiesis in Communication

The theory of autopoietic systems (see System 1.2.4) was originally developed within the framework of a biological theory of cognition.
Communication, according to this theory, is not a transfer of "in-formation" and implies neither instruction nor representation as a mapping of the environment (Varela 1981: 21). Communication is rather seen as a process of interaction between structurally coupled autonomous organisms in which "the domain of possible states of the emitter and the domain of possible states of the receiver must be homomorphic, so that each state of the emitter triggers a unique state in the receiver" (Maturana 1978: 54). Congruence of the cognitive domains of sender and receiver is thus not the goal, but so-called consensual domains are a prerequisite of the process of communication. Cognition here coincides with re-cognition, presentation becomes representation: "The verbal description of a colorful sunset transmits nothing of the real experience, if not by way of remembering a comparable experience of one's own" (Jantsch 1980: 203). Thus, autopoietic systems behave self-referentially. They form semiotically closed systems (Uexküll 1978; 1981b, Köck 1980: 100), since their cognition takes place only as the triggering of neural processes that are specified by the system's own structure.

This solipsistic account of communication as interaction between two closed systems appears to be revolutionary. It seems to conflict radically with the traditional circular paradigm according to which dialogic exchange, conversation in the etymological sense of a "turning around together," appears as the prototype of communication. Yet, on closer examination this apparently revolutionary account turns out to incorporate elements of the traditional theories of communication. Evidently Maturana's and Varela's concept of closure refers, in the
last analysis, to the dependence of communication on a common code, which is the semiotic equivalent of the "consensual domain." Semiotics, too, claims that only those signals can be emitted by the sender and understood by the receiver which were previously internalized in the communicators' codes. Thure von Uexküll (1981b: 14) demonstrates that both Jacob von Uexküll's biosemiotic functional circle (1940: 8; see Zoosemiotics 3.2.1) and Wiener's cybernetic control system already have this feature of autonomous closure: both the biological and the cybernetic systems react to their environment only according to their inner needs, that is, their desired state.

But how are processes such as creativity and learning compatible with the principle of autonomous closure? The difficulty of this aspect of the theory of autopoiesis is partially of a terminological nature. These processes are eminently communicative phenomena in terms of information theory. However, Maturana defines creativity and dialogical exchange (expansions of consensual domains) as "pre- or anticommmunicative interactions" (1978: 54-55). Nevertheless, these phenomena are dealt with in the theory of autopoiesis. Maturana and Varela describe them as strictly state-determined processes of self-generation and -transformation of the autonomous system: The autonomous organism develops in "an endless sequence of interactions with independent entities that select its changes of state but do not specify them" (1972: 35, 51).

3.3.2 The Text Semiotic Role of the Receiver

Aesthetics, semiotics of literature, and text semiotics have a longer tradition of theories which emphasize the autonomous role of the recipient (or more traditionally the interpreter) in textual and aesthetic processes of communication. With growing skepticism about the "intentional fallacy" of focusing on the author as the hermeneutic key to the work of art, text semiotics and the theory of reception have turned to the reader (or viewer) in the process of interpretation (cf. Eco 1979; for a survey of reception theory see Warning, ed. 1975; Fokkema & Kunne-Ilbsch 1977). Textual openness has become a key term which presupposes the potential autonomy of the recipient in this process (see Aesthetics 4.1.2, Literature 4.2).

A text semiotic communication model which is based on this assumption of an autonomous receiver is the one developed by Koch (1971b: 112). In its core it shows a reversal in the direction of the arrows which traditionally indicate the flow of information which leads to the constellation sender text receiver. Instead of information flow, the arrows here represent the participants' focus, their attention and selective behavior in view of the a priori undetermined potential of semiotic structures in the text. For a theory of literature which analyzes literary texts as a social system with autonomous agents in communicative interaction, see Schmidt (1980) and System (3.1.4).
Function

*Function* is a key term in the study of texts, communication, and semiotic structures and systems. However, definitions of the term are often vague or quite divergent, ranging from a strictly formal concept to a quasi-synonym of *meaning*. This broad semantic spectrum is paralleled by definitions given to the term in mathematics, linguistics, and the social sciences. In this chapter, two main concepts of semiotic function will be distinguished: *structural functions* and *functions of use or pragmatic functions*. The former are functions in language, the latter are functions of language and communication. Both concepts are central to a direction or even school of semiotics which has been designated as *functional semiotics* (Hervey 1982). Main proponents of functional semiotics are the Prague School semioticians, Jakobson, Buysens, Martinet, Prieto, and Mounin.

1. The Concept of Function

Definitions of function, as established in various sciences, are based on criteria such as relation, purpose, and instrumentality. They range from a purely formal or structural notion to a pragmatic, use-oriented concept.

1.1 Function as Instrumentality and Finality

Function in a general sense is the specific contribution of a part to a whole. The term connotes instrumentality, utility, or even finality and presupposes the holistic framework of a system. The particular contribution of a function to the system is often defined as a purpose, but the latter concept is occasionally criticized for its teleological and vitalistic connotations (cf. Stegmüller 1969b). An example of this general notion of function is its definition in physiology, where the function of an organ is defined as the normal and specific performance which the organ fulfills within and for the body as a whole.

1.2 Function in the Social Sciences

*Functionalism* was a trend in sociology (R. K. Merton), anthropology (A. Radcliffe-Brown, B. Malinowski), and psychology (W. James, J. Dewey) in the first half of this century. By functions, these approaches to the social sciences understand structures which fulfil a task for the maintenance of the social system. According to Stegmüller, a functional analysis wants to explain the existence of structures, processes, or features of the system by specifying their tasks or functions for the adequate functioning of the system (1969b: 558). The effect of a function on a social or psychological system can be intended by or
unconscious to the individual or group. The former are called manifest functions, the latter are called latent functions. For a semiotic functionalism in ethnography, see Bogatyrev (1937).

1.3 Mathematical and Logical Functions

In mathematics, a function is a relation between two variable quantities, a set of arguments ($A$) and a set of values ($B$) for every argument (cf. Klaus & Buhr, eds. 1964: 437). If $x$ is an element of $A$, and $y$ an element of $B$, the function $y = f(x)$ indicates that to every $x$ there is a relation of correspondence that associates a value $y$ to $x$. Set theoretically, functions are also defined as operations of mapping by which the elements of $A$ are mapped into the class of $B$.

In symbolic logic, expressions such as "the capital of" can be defined as standing for a function which, for a country as argument, gives a city as its value. Thus, Reichenbach (1947: 81-82) interprets the function $f(x)$ as a proposition consisting of function-name (or propositional function, $f$) with a certain syntactic relation to an argument-name ($x$).

1.4 Linguistic Functions

The concept of function in linguistics has been investigated by Gardiner (1932: 141), Verburg (1952), Mounin (1967), François (1969), Helbig (1969), Pelc (1971), Busse (1975), Holenstein (1978a), Martinet (1978), Jachnow (1981), and Gröschel (1983). For function as a key term in systemic linguistics, see Joia & Stenton (1980: 27-55) and Ellis (1987). Although by no means a homogeneous school of research, functionalism in linguistics generally defines itself in opposition to formalism. However, linguists have not only adopted "functionalist" definitions of function, as in the social sciences, but there is also a "formalist" definition, as in mathematics and logic.

1.4.1 Hjelmslev's Formalist Concept of Function

Hjelmslev defined function in a logico-mathematical sense as a relation of dependence between language entities called functives (1943: 33-41). Such functions exist within the text and within the system. An entity has a function insofar as it "has dependences with other entities." An entity functions in a certain way, insofar as it fulfills a certain role or assumes a certain position in the text (cf. ibid.: 34). A sign function (ibid.: 47-48) is a relation between two functives called expression and content (cf. Hjelmslev 3.1).

1.4.2 Functional Approaches to Language

According to Martinet, "a linguistic functionalist is one who tries to determine how speakers manage to reach their communicative ends by means of a language and who is ready to classify and hierarchize facts accordingly, even at the expense of formal identities" (1979: 142). Functional as opposed to formalist or autonomous theories of language explain linguistic form or structure in relation to meaning, situational use, text, or context and its role within the system. There are functional approaches to phonology and morphology (cf. Martinet 1962), syntax (Kuno 1987), grammar in general (Dik 1978, Halliday 1985), semantics (cf. Coppieters & Govaerts, eds. 1978), text or discourse analysis (cf. ibid. and Halliday 1973; 1978; 1985), and linguistic change (Martinet 1955). The study of language function as language use merges in many respects with linguistic pragmatics (cf. Beck 1980). For the functionalism of Prague School linguistics, see also Structuralism (1.1).

1.5 Structure and Function

Form (or structure) and function as well as structuralism and functionalism are occasionally opposed in a false dichotomy: structures are seen as merely static, while functions are seen as dynamic entities (but see Structure 1.1.2). However, as Koch points out (1983: 40), there are no forms or structures without function and there is no function without structure. All semiotic structures are defined by their functions in text, system, and communication, and functions can only be described as relations between structures. Benveniste even defines structure in terms
of functions: "That which gives the character of a structure to the form is that the constituent parts serve a function" (1966: 20–21). Thus, both in synchrony and in diachrony, structures and functions are interdependent.

2. Structural Functions

The role which a semiotic element or relation has for the constitution, maintenance, and adequate functioning of the sentence, text, or semiotic system is its structural function. Ultimately, every structural function also depends on communicative functions, i.e., the use of signs and texts in communicative situations.

2.1 Functions within the System

A semiotic system functions adequately as long as its elements and structures remain sufficiently distinct or differentiated. The semiotic principle which guarantees this functional differentiation is called the principle of pertinence (or relevance). It was first established in linguistics and later also applied to the study of nonlinguistic systems.

2.1.1 Pertinence in Linguistics

The principle of pertinence was first formulated in the framework of functionalist phonology (see Structuralism 1.1.3). It was later extended to other levels of linguistic analysis from the morpheme to the texteme (cf. Koch 1971a). In phonology, pertinence is the property by which a speech sound (a phone) is structurally opposed and thus distinct from another speech sound of the same system. This property is called the distinctive feature of the phoneme. Phonological distinctiveness has a phonetic basis (the difference must be audible), but the decisive test of distinctiveness inphones, the commutation test (see Structuralism 1.1.2), has to relate the difference in sound to a difference in meaning, which is a feature of a higher level of linguistic analysis, the morpheme. Structural function is thus "the link between a unit of a lower level and a unit of a higher level of analysis" (Buyssens 1967: 8).

In the opposition between /b/ and /p/, the feature 'voiced' is the distinctive feature which constitutes the pertinence of the English phoneme /b/ in opposition to /p/ because it has the function to distinguish between words such as pin and bin. From this primary phonological function, which is related to the paradigmatic axis of language, Martinet distinguishes a further function, related to the syntagmatic axis of language (1960: 53). Its purpose is to differentiate sounds as successive elements of the phonetic chain of sounds. This function of phonetic demarcation is called the function of contrast.

The principle of pertinence is related to Pike's (1967) emic-etic dichotomy (for which see Structuralism 1.1.3), but emic is not a synonym of pertinent. An emic unit, such as a phoneme or morpheme, is an invariant form obtained from the reduction of a class of variant forms to a limited number of abstract units. The etic unit, the phone or morph, consists of individual and contextual variants of this abstract unit. Thus, the emic unit comprises a whole class of pertinent features.

2.1.2 Structural Functions in Other Semiotic Systems

Prieto extends the principle of pertinence to the study of nonlinguistic codes (1966: 63–71; 1975b). In his analysis, there are distinctive features differentiating structures of the level both of expression (signifier) and of content (signified). Taking the example of the traffic sign "No Cycling," he shows that the features 'white disk' and 'red circle' are distinctive at the expression-plane. Their function is opposed to the 'blue disk' of the traffic sign indicating "Route for Cyclists." Nondistinctive features of the expression-plane are features such as '172 cm high' vs. '180 cm high.' At the content-plane, the instruction 'for cyclists' is distinctive as opposed to the instruction 'for motor vehicles,' while the contextual information 'for this road going south' would be a nondistinctive content element of this traffic sign.
The principle of pertinence has been applied in the search for emic structures in a variety of semiotic codes. Among the functional units which have been postulated in various fields of semiotics are the *choreme* in architecture (q.v., 3.2.2), the *chereme* in sign languages (q.v., 2.3.2), the *kineme* in kinesics, the *proxeme* in proxemics, more generally the *figura* as the distinctive feature of second articulation in nonverbal codes (q.v., 4.2.1), and the *narreme, motifeme, or mytheme* in narrativity (q.v., 2).

2.2 Functions in Syntagmatic Structure

In the syntagmatic structure of language, structural functions have been described at the level of syntax and text.

2.2.1 Syntactic Function

In traditional grammar, the function of a word was opposed to its nature (cf. Martinet 1979: 143). While *nature* refers to the value of a word by itself (for example, verb or noun), irrespective of its context, *function* describes the role and the additional values of this element within the sentence, for example, its being predicate or subject. *Function* is thus a purely relational term. Syntactic function is the relation between two or more elements of a sentence. Syntactic functions in this sense have also been studied under other designations. Fillmore (1968) speaks of cases (Agent, Object, etc.) as playing "roles" in sentences. For further approaches to functional syntax, see 1.4.2.

2.2.2 Structural Functions in Texts

The term *textual function* (cf. Lotman & Pjatigorskij 1977), similar to *stylistic function*, is often used in the pragmatic sense of function as use. In a syntagmatic sense, function is a key concept in the text linguistic theory of *Functional Sentence Perspective*, in Halliday's functional text linguistics, and in a different sense in the theory of narrativity. The theory of Functional Sentence Perspective studies the function of textual elements by setting the knowledge they activate into a 'perspective' of textual importance or *informativity* (cf. Beaugrande & Dressler 1981 for a survey). Halliday (1970: 143; 1973; cf. Ellis 1987) uses the term *textual function* in a partially syntagmatic-relational sense, defining it as follows:

Language has to provide for making links with itself and with features of the situation in which it is used. We may call this the *textual* function, since this is what enables the speaker or writer to construct "texts," or connected passages of discourse that is situationally relevant [. . .]. One aspect of the textual function is the establishment of cohesive relations from one sentence to another in a discourse.

In Propp's theory of narrativity (1928: 21-23), a function is understood as "an act of a dramatis personae defined from the point of view of its significance for the course of the action of a tale as a whole." Function is thus an element of meaning defined in its narrative context. For details see Narrative (2.2).

3. Pragmatic Functions

While structural functions refer to the functions of elements within the code or message, pragmatic functions refer to the use of messages in communicative situations. Such functions are occasionally called *communicative functions* (cf. Uhlenbeck 1978, Kolsehanski 1984), but this term is also used in a narrower sense (Mounin 1967), in which it is a primary function of semiotic interaction opposed to other secondary or even noncommunicative functions (see Communication 2.5).

Three theories of pragmatic functions have been especially influential in semiotics, Bühler's *organon model*, Jakobson's *functions of verbal communication*, and Mukarovsky's *system of semiotic functions*. The theory of language functions developed partly on the basis of Jakobson (Hymes 1962, Leech 1974: 47-68), partly on the basis of a critique of Jakobson (Leont'ev 1969, Beck 1980, Gröschel 1983), and in part on the basis of additional independent proposals for taxonomies of speech functions (Halliday 1970; 1973; 1978,
Robinson 1972, Condon 1977). In contrast to Bühler and Jakobson, the taxonomic approaches to speech functions seem to be less fundamental. Thus, Robinson (1972: 50) distinguishes fourteen and Halliday, in various phases of his work, distinguishes no fewer than twenty-five language functions (cf. Joia & Stenton 1980: 27-55).

3.1 Bühler's Organon Model

Plato was the first to discuss an instrumentalist definition of language. In his quotation of Socrates' words, "a name is an instrument (ὀργανὸν) of teaching and of separating reality" (Cratylus 388b). From this theory of language as an instrument, "an organum for one person's communicating with another about things," Bühler derives the name of his schema of language functions (1933b: 147, 164): the organon model of language (Fig. F 1; Bühler 1934: 28, and for further discussions see Hörmann 1967: 18-23, Wunderlich 1969a, Busse 1975: 213-16, Beck 1980: 164-76; Veltruský 1984, and various other papers in Eschbach, ed. 1984).

Bühler's organon model distinguishes three characteristic functions of language, which are also functions of signs in general: representation, expression, and appeal. These functions are determined according to the dominance of one of the three relata of the sign in a given situation of communication. The function of representation dominates whenever the focus of the message is on the referential object. When the focus is on the sender and the sign expresses his or her "interiority," the function is expression. The function of appeal dominates when the message focuses on the hearer "whose outer or inner behavior it directs just as other traffic signs do" (Bühler 1934: 28). The dominance of the function is also the criterion of a typology of signs. The sign is symbol when there is a predominantly representational function, it is symptom (or index) when the dominant function is expression, and it is signal when the dominant function is appeal.

Bühler's principle of dominance precludes a monadic view of sign and communication (1934: 30-33). Every factor of the organon is to some degree present in any act of communication. Although he does not dispute the general dominance of the representational function of language, Bühler restricts its functional relevance, emphasizing that the sign does not always refer to objects or states of affairs:

Rather, the opposite is true, namely, that in the structure of the speech situation a special position is occupied just as much by the sender [. . .] as by the receiver [. . .]. They are not simply a part of what the communication is about, but they are the partners in the exchange, and therefore, in the last analysis, it is possible that the medial sound product indeed exhibits its own specific sign relation to the one and to the other. (1933b: 153)

3.2 Jakobson's Functions of Verbal Communication

Jakobson extended Bühler's organon model to a model of six "constitutive factors of verbal communication" (1960: 355), to which he correlated six corresponding functions of language (Fig. F 2). For further discussions of this model see Hymes (1962), Busse (1975), Holenstein (1975: 153-63), Beck (1980: 197-208), Coseriu (1981: 56-65), and Veltruský (1984). For applications of the model in other areas of the semiotic field, see Architecture (2.1), Advertising (4.), Zoosemiotics (4.1), and Poetry (1.2). Jakobson's six factors of speech events constitute a model of verbal communication, of which he gave the following outline:

The ADDRESSER sends a MESSAGE to the ADDRESSEE. To be operative the message requires a CONTEXT referred to ("referent" in another, somewhat ambiguous, nomenclature), seizable by the addressee, and either verbal or capable of being verbalized; a CODE fully, or at least partially, common to the addressee and addresser (or in other words, to the encoder and decoder of the message); and, finally, a CONTACT, a physical channel and psychological connection between the addresser and addressee, enabling both of them to enter and stay in communication. (1960: 353)
Bühler's organon model of language: "The circle in the middle symbolizes the concrete sound phenomenon. Three variable moments on it are capable of raising it in three different ways to the rank of a sign. The sides of the drawn-in triangle symbolize these three moments. The triangle encompasses, in one respect, less than the circle (principle of abstractive relevance). In another direction, however, it surpasses the circle, in order to indicate that the sensibly given constantly experiences an apperceptive enlargement. The bundles of lines symbolize the semantic functions of the (complex) language sign" (1934: 28; cf. 1933b: 164).

Fig. F 2.
Jakobson's model of the constitutive factors and the corresponding functions of verbal communication (1960: 353, 357).

The functions of messages corresponding to each of these basic elements of communication are determined according to the communicative "orientation," the predominant focus on the respective factor of the communicative situation. In this respect, Jakobson followed Bühler's principle of dominance: every message may have several functions, but one function is often predominant or primary, while other functions play only a secondary role. A message with "a set (Einstellung) toward the referent, an orientation toward the context," has a predominantly referential function. Its information focuses on the cognitive aspect of language. This is Bühler's function of representation, but Jakobson's situational correlate is
not an "object" but the context (see Meaning 2.3.1).

The emotive or expressive function focuses on the speaker's own attitude toward the content of the message. Interjections and emphatic speech are examples of language use with a predominantly emotive function. The conative function, Bühler's function of appeal, is oriented toward the addressee. Its purest grammatical expression is in the vocative and imperative (see also Isacenko * 1964). The phatic function was discovered by Malinowski (1923: 315), who defined phatic communion as "a type of speech in which ties of union are created by a mere exchange of words" without conveying meaning (see also Laver 1975, B. Schmidt 1984). Jakobson adopted the term to describe "messages primarily serving to establish, to prolong, or to discontinue communication, to check whether the channel works (Hello, do you hear me?), to attract the attention of the interlocutor or to confirm his continued attention (Are you listening?)" (1960: 355).

The metalinguistic function is exemplified by language referring to language and communication. Here, Jakobson resumed the distinction drawn by logicians between two levels of language use: object language is discourse about the nonlinguistic world, and metalanguage is discourse about language, grammar, or questions of terminology. Every definition fixing the usage of a term and every spelling rule is metalinguistic. Questions such as "What do you mean?" or "I don't follow you" exemplify the metalinguistic function in everyday communication. For Jakobson's poetic function, see Poetry (1.2).

3.3 Mukarovský’s* Semiotic Functions

Mukarovský* develops his structuralist aesthetics within the framework of his functional theory of action (see Prague School Semiotics and Aesthetics 3.2). According to Mukarovský, "a function is the mode of a subject's self-realization vis-à-vis the external world" (1942: 40). Such behavior toward reality can be either direct or indirect, i.e., "by means of another reality" (ibid.). Mukarovský defines the direct modes of interaction with reality as immediate functions and distinguishes among these the practical and the theoretical functions:

In practical functions the object is in the foreground, because the subject's self-realization is directed at a reorganization of the object, that is, reality. In the theoretical function, on the other hand, the subject is in the foreground, because its general and ultimate goal is the projection of a reality into the subject's consciousness.

In opposition to these immediate functions, the mediated modes of "self-realization" are defined as semiotic functions (ibid.: 41):

These also divide spontaneously for us if we apply to them the duality of orientation according to subject and object. A function in which the object is in the foreground is a symbolic function. In this case attention is focused on the effectiveness of the relation between the symbolized thing and the symbolic sign. [...] The semiotic function foregrounding the subject is the aesthetic function.

Elsewhere, Mukarovský had characterized the aesthetic sign as being represented by an autonomous and noncommunicative message (see Aesthetics 3.2). How is this aspect of autonomy compatible with the aspect of subjectivity (cf. Fietz 1982: 61-69)? By "focus on the subject" (1942: 42), Mukarovský does not refer to an emotional or expressive sign in the sense of Bühler and Jakobson. In his definition, the subject "is not an individual, but man in general." Therefore he can substantiate his view of aesthetic subjectivity as follows: "An aesthetic sign [...] is not an instrument [...] It does not affect any particular reality as does a symbolic sign, but instead it reflects in itself reality as a whole [...]. Reality reflected as a whole is also organized in an aesthetic sign according to the image of the subject's organization" (ibid.). Reflection of reality is thus a reflection of collective consciousness, and from this point of view, the aesthetic function focuses on the subject in the sense of man in general.
Magic

Magic is a form of semiosis. Its origins are closely connected with the early history of semiotics. Its semiotic structure is determined by general semiotic principles. But according to the criteria valid for normal communicative acts, magic is based on a semiotic fallacy, a misjudgment of the pragmatic effect of signs and their semantic object relation. Viewing magic as a semiotic fallacy, however, is inadequate without taking the complementary perspective of magic as a potentially effective form of communication, according to which it may be seen as a semiotic therapy.

1. Origins of Semiotics in Magic

In the earliest beginnings of culture, magic was closely associated not only with science in general (Thorndike 1923, Hansen 1986) but also with semiotics in particular. The etymology of several basic semiotic concepts indicates that the origin of the science of signs may be found in the context of magic rituals. The English word spell still means both 'to name or print in order the letters of (a word)' and 'a spoken word believed to have magic power.' The old Germanic rune is not only a sign from the code of the runic alphabet, but the word also means 'charm,' 'magic incantation.' Another interesting case is the etymology of glamour, in the original sense of 'a magic spell,' 'bewitchment.' This word is a derivation from the word grammar, from the popular association of semiotic erudition with occult practices. The etymology of the German word Bild ('image') also contains a magic element, namely, the Germanic etymon *bil-, 'miraculous sign.'

This etymological evidence indicates that in the origins of our cultural history, the knowledge and use of letters, writing, and later also grammar was closely related to acquaintance with magical practices. Evidently such a connection continued to be assumed for many centuries. The cultural origins of pictures and art in general (cf. Kris 1952: 47-56, Koch, ed. 1982) are also to be found in the sphere of magic.

2. Magic as a Form of Semiosis

Magic practices operate by means of signs, and these signs are motivated by the same general principles valid for other forms of semiosis. For further aspects of magical semiosis see Lange-Seidl, ed. (1988).

2.1 Examples of Magical Semiosis

An Old English charm prescribes the burning of a dog's head as a remedy for a headache (cf.
Nöth 1977b). A more recent folkloristic formula (cf. Nöth 1986) recommends the utterance of the following conjuration as a therapy against fever: "Fever, fever, stay away. / Don't come in my bed today." These examples show that magic is a form of semiosis. In the first case there is a nonverbal icon representing the destruction of the disease. In the second case there is the speech act of a request, addressed to the disease. In both cases there is an addresser communicating a message to an unusual addressee.

2.2 Semantic Motivation of the Magical Sign

Magical signs are often semantically motivated by the kind of effect they are assumed to have. Frazer distinguished between magic according to the "law of similarity" (homeopathic magic) and magic based on the "law of contact" (contagious magic) (1922: 16). Jakobson reinterpreted these "laws" in terms of the metaphoric and metonymic poles of semiosis (1956: 258; cf. Rhetoric 2.3.1; see also Leach 1976: 29). In the semiotic categories of Peirce these types refer to iconic and indexical signs. Besides these two types of magic semiosis, there are also arbitrary, i.e., symbolic, magic signs (cf. Nöth; 1977b; 1986).

The forms of motivation of the magical sign have often been interpreted as the result of semantic fallacies. The magical icon has been interpreted as a case of the sophism *similia similibus evocantur* (like produces like). The magical index has been associated with the fallacies *post hoc, ergo propter hoc* (after it, therefore because of it) and *pars pro toto* (part for whole). This iconic or indexical motivation of signs, however, is so universal that it cannot be regarded as a specific feature of magic.

2.3 Forms and Typology of Magic

The following typology of magic from semiotic points of view gives only a general survey of the field.

2.3.1 Black and White Magic

According to the criterion of the assumed magic effect, folklorists distinguish between black and white magic. With white magic the agent calls for a positive event or wants to prevent a negative one. Black magic aims at negative effects or wants to avoid positive ones.

2.3.2 Nonlinguistic Magical Signs

There are linguistic and nonlinguistic magical signs. Nonlinguistic magical signs have the form of nonverbal acts, visual images (magic icons), semiotic artifacts such as iconic amulets and talismans, and natural signs (indices), especially indexical (*pars pro toto*) amulets.

2.3.3 Verbal Magic

Verbal magic can be explicit or implicit. The former is the overt use of language for magical purposes. The latter appears as the avoidance of language because of magical beliefs. Charms are examples of explicit magic. They either contain a speech act of conjuration or they are mere descriptions of nonverbal magical practices like instructions for magico-medical therapies. Another form of explicit verbal magic is the "magic of names." It is based on the assumption that the adoption, the knowledge, and the use of a name have an influence on the person bearing it. The major forms of implicit verbal magic are linguistic taboo and euphemism (cf. Bruneau 1952, Todorov 1973). Taboo is the avoidance of words because of the fear of their effect in use. Euphemism is the corresponding substitution for a tabooed word.

2.3.4 Mantic Codes

Related to natural magical semiosis are the signs of *mantic codes* (cf. Guiraud 1971: 59-65), divination by the constellation of stars (*astrology*) or of earth (*geomancy*; cf. Jaulin 1970), by playing cards (*cartomancy*; cf. Lekomceva & Uspenskij 1977, Aphek & Tobin 1986), by the migration of birds (*auspices*), by water (*hydromancy*) and coffee reading, by the examination of the hand (*chiromancy*), or by other natural phenomena and artifacts. While magic semiosis aims at an active, although supernatural, in-
fluence on the world, mantic semiosis operates in the reverse direction. Mantic signs are interpreted as an index of supernatural forces determining the world. Unlike magic, the semiotic anomaly of mantic is not so much in the pragmatic dimension of the effect of signs but in the anomaly of a mantic addressee (the star, the hand, etc.) and the correspondence between the message and events in the world.

3. Magic as a Semiotic Fallacy

Since the end of the nineteenth century, several schools of anthropology have attempted to give an explanation of the phenomenon of magic (cf. Petzoldt, ed. 1978). With some simplification, two major approaches may be distinguished. The first approach, taking the "exterior" perspective of a scientific observer, wants to explain magic as a semiotic fallacy. The second approach, taking the "interior" perspective of the magic agents, describes magic as a potentially successful act of communication. Beginning with the first perspective, magic acts appear as forms of semiosis which in comparison to normal communicative acts show anomalies in their pragmatic and their semantic dimension.

3.1 Pragmatic Anomaly in the Magical Act

The specific pragmatic feature of magic is the magician's attempt to use signs with the goal of obtaining an immediate effect on the nonsemiotic world. An additional anomaly concerning the addressee is observed in magic conjurations, where the signs are addressed to entities which are normally not potential partners in communication at all, e.g., a material object, a disease, or an absent person (cf. Todorov 1973: 41, Nöth 1986).

3.1.1 Anomaly of the Immediate Effect

The anomaly in the magician's attempt to attain an immediate effect on the world by means of signs can be elucidated with reference to the normal conditions under which a speaker may influence the nonsemiotic world of objects or organisms. The normal effect of signs is always a mediate one. Signs are a means or a tool (see Function 3.1) for influencing the world. Semiosis, according to Morris's early definition, is a "mediated-taking-account-of" (1938: 4). Thus, the communicator must first direct a message to a receiver before a successful act of semiosis can result in an act with any influence on the world. While in normal semiosis only a mediate practical effect on the world is possible, magic semiosis is expected to have an immediate practical effect. The magic sign, says Maritain, "not only makes men know, it makes things be; it is an efficient cause in itself" (1957: 96). (On the similarities and differences between magic and everyday practical acts, see also Leach's discussion of "techno-magic in the home" [1976: 32]).

3.1.2 Scientific Impossibility

According to Tylor, the magician "attempts to discover, to foretell, and to cause events" (1871, vol. 1: 104). In genuine magic these effects must neither be the result of a practical act nor be caused by a natural event, which would seem to occur independently of the magician's action. This prerequisite has led many anthropologists to postulate an opposition between science and magic. Magic depends on the belief that its assumed effect cannot possibly be obtained by nature and science. Thus, magic depends on the limits of the scientifically possible, as Todorov (1973: 41) pointed out. Morris even considered factual inefficiency the specific feature of magic in general: "What is often called 'magic,' " he writes, "is the persistence of techniques when there is evidence that the practices do not in fact influence the attainment of the goal, especially when these practices are symbolic in nature" (1946: 221).

3.2 Semantic Anomaly and the Theory of Word Magic

Considered from the semantic point of view, the anomaly in magic consists in a fallacious as-
sumption about the relation between sign and object (cf. Nöth 1977a: 65). Frazer, for example, evaluated this semantic anomaly as follows (quoted by Freud 1913: 83): "Men mistook the order of their ideas for the order of nature, and hence imagined that the control which they have, or seem to have, over their thoughts, permitted them to exercise a corresponding control over things." In contradistinction to normal communication, where signs can at most be motivated by their object, the magician assumes that the manipulation of a magic signifier can influence the object to which the sign refers.

The semantic anomaly of the assumed direct or even causal relation between sign and object is a central topic of the theory of "word magic" developed by Ogden & Richards (1923) in collaboration with Malinowski (see also Ogden 1934). The further elaboration of this principle with extension to everyday language and to the mass media is of central concern to Korzybski's General Semantics (1933; cf. Semantics 1.5). The assumption of an immediate connection between sign and object in magic has also been defined as a denotative fallacy (Tambiah 1968: 187). A much expanded generalization of the principle of magic thinking was proposed by Izutsu (1956). This author's connotative theory of word magic argues for the omnipresence of magical thought in all spheres of discourse.

4. Magic as a Semiotic Therapy

After Tylor (1871), the "exterior" view of magic from the scientific point of view reached its climax with Frazer's work. In his judgment, magic was an "erroneous system" or even "one great disastrous fallacy" (1922: 26). From the "interior" point of view, however, magic is a communicative act which is potentially successful for the magic agents. This perspective was opened up by authors such as Mauss (1902), Malinowski (1925), Evans-Pritchard (1937), Lévi-Strauss (1958), and Boesch (1983). Malinowski, for example, interprets magic action as a semiotic activity with the function of bridging gaps in the pursuit of practical activities in life (1925: 79, 90). This view of magic as an escape from and alternative to practical deadlocks leads to more recent psychotherapeutic interpretations of the phenomenon (cf. Schmidtauer 1971, Hsu 1983). Also in this perspective, magic has no immediate effect, but there is an indirect influence of the sign on the unconscious of the magic agents. Thus, the effect of magic is a semiotic therapy for the body or for practical actions of the participants.
Structure

The concept of structure has a static and a dynamic dimension. In semiotics, there are a "minimalist" and a holistic definition of the term. In the static sense, structure is often opposed to function. In the holistic sense, structure is closely related to the concept of system. Structure has become a basic concept in mathematics, biology, sociology, psychology, linguistics, and philosophy (cf. Bastide, ed. 1962, Piaget 1968, Naumann, ed. 1973, Robey, ed. 1973). The relevance of the concept to the theory of sign systems becomes apparent with regard to the roots of semiotics in structural linguistics (see 2., Saussure, Hjelmslev) and more generally in structuralism (q.v.). The analysis of structures in sign systems raises the question of the ontological status of these structures.

1. General Definitions of Structure

Since its origins, the concept of structure has experienced a semantic expansion which, besides various precise scientific definitions, has also resulted in a conceptual degeneration to a vogue word (cf. Lévi-Strauss 1958: 278). In its current use in semiotics, two versions of the term can be distinguished, a minimalist and a holistic one. While the minimalist definition reduces structure to a relation between two entities, the holistic definition describes structure as an organic whole, which brings this concept very close to that of system.

1.1 Origins and Dimensions of the Concept

Structuralism has often been criticized for its allegedly static way of thinking. But, although it is true that the term structure is often used in a static sense, a dynamic interpretation of the concept has a considerable tradition. Structure is opposed to chaos. It refers to the order of entities (in the static sense), or to the regularities in their development (in the dynamic sense). The minimalist and the holistic views of structure have both received static and dynamic interpretations.

1.1.1 The Static Paradigm

The static paradigm derives from the etymology of the concept: Latin structure first refers to the 'construction of a building,' the ordered arrangement of materials to build up an architectonic whole. Structure in this sense implies statics and synchrony. Today, this connotation is particularly evident when architectonic frameworks or crystalline and geological formations are referred to as structures. Besides this material sense, there is also an early conceptual sense of the term structure. Thus, in ancient grammar and rhetoric and in medieval hermeneutics (cf. Scholz 1969), structure is the
organization of sentences or the composition of speeches and texts. An example of a modern version of a static and synchronic conception of structure is the definition given by Kröber:

When we analyze the structure of a system we generally not only disregard the concrete material of its elements but also the movement, change, and development of the system. Structure in this respect is the relatively invariable side of the system; it is curdled dynamics, a cross section through the development of the system at a given point of time \( t \).

(1968: 1314)

1.1.2 The Dynamic Paradigm

The dynamic paradigm has its origins in biology and physiology, where the term *structure* has been used in an organic-functional sense since the eighteenth century (Nykrog 1968). Dynamic structures refer to regularities of processes and evolutions. Cybernetics and systems theory have developed structural matrices and other models for the formalization of dynamic structures (cf. Klaus 1969: 625-28). With his criteria of transformation and self-regulation, Piaget (1968) raises dynamics to a constitutive factor of structures in general. Thus even history has been studied as a science of dynamic structures (cf. Born 1973). In text semiotics, this dynamic dimension of structural analysis was particularly propagated by the Czech School of Semiotics (cf. Günther 1972). For the genetic and evolutionary aspects of structure in other disciplines, see especially Gandillac et al., eds. (1965).

1.2 The Minimalist Definition

The minimalist definition of structure has its roots in mathematics. There, a structure is essentially a net of relations.

1.2.1 Structure as Systemic Relations

The mathematical definition of structure has been developed within the theory of sets (cf. Wunderlich 1971, Figge 1973). In set theoretical terms, a structure is "the set of relations connecting the elements of a system" (Klaus 1969: 625). A system in this context is both a set of objects or elements and the set of relations between these elements. Thus, system is clearly differentiated from structure. The system has objects as its constitutive elements, while these objects are disregarded in the analysis of structure. Nevertheless, a structure presupposes a system. Structure is always the structure of a system. In the critical assessment of Wald, structuralism "idolizes the structure at the cost of its components" and considers the elements, which support the structure, to be simple illusions (1969: 20). What is the analytic status of those elements which are neglected by the structuralist? Elements are entities which are irreducible, not further analyzable by criteria of the system (cf. Klaus 1969: 173).

Since objects can be analyzed within the framework of several systems and subsystems, the analytic status of an element depends on the systemic perspective. Thus, for example, a morpheme is a linguistic element which is irreducible within the linguistic subsystem of morphology. No segments of the English morpheme *soon* have any morphemic relevance. (*Soon, e.g., is not the combination of *so* + *on.*) Thus, the whole morpheme is an irreducible element of the morphological system. But, of course, within a different system, that of phonology, further analysis is possible and new (phonemic) elements and structures become apparent. Thus, both the irreducibility of elements and the structural relations depend on the system within which they are analyzed.

1.2.2 Opposition, Difference, and Structure

The most fundamental structural relation within a semiotic system is that of opposition. Following Saussure's theory of value, elements of a semiotic system are constituted only by the "differences that make it possible to distinguish [them] from all others, for [only] differences carry signification" (Saussure 1916b: 118). Oppositions thus have a negative characterization. They refer to what an element is not. More precisely, they refer to the feature(s) of other elements from which they are distinguished within the system: "In language there
are only differences \textit{without positive terms}" (ibid.: 120).

In structuralism, opposition and difference have become the fundamental principles for the explanation of cognitive processes. "When we perceive differences," writes Greimas, "the world 'takes form' in front of us and for us" (1966: 19). Thus, to structure is to perceive differences and oppositions. The perception of differences is possible only according to cognitive schemata in the perceiver's mind. To structure is therefore to correlate elements and relations with perceptual schemata. This means that structuring is a process of creating order (cf. Koch 1971b: 7). With this idea of structure as order (vs. chaos), the concept of structure approaches that of information, being a measure of order (vs. entropy as disorder).

1.2.3 Elementary Structures

\textit{Elementary structures} are the basic components of Greimas's structural semantics (1966: 20). Within this theory, the concept of structure is reduced to its absolute essentials, the "presence of two terms and the relation between them." In a typically structuralist way, Greimas further argues for the priority of the relations before the elements within a structure (Greimas & Courtés 1979: 314): Elements "are not knowable in themselves." The property of an element or the meaning of a term becomes apparent only by its opposition to the other element with which it forms an elementary structure (cf. Greimas 1.1).

1.3 The Holistic Definition

The holistic and the minimalist definitions of structure are not necessarily mutually exclusive. The difference is often only one of emphasis. Holistic definitions generally accept the minimalist criteria, but in addition they postulate criteria such as wholeness or totality. With these criteria, the definition of structure comes very close to that of system. Often no difference between the holistic definitions of structure and system is made (but see 1.2.1). Three typically holistic definitions of structure, from Dilthey to Piaget, will be discussed.

1.3.1 Dilthey's Concept of Structure

In the context of \textit{Geisteswissenschaften}, the introduction of the concept of structure is generally attributed to Dilthey. Within his \textit{Strukturlehre}, Dilthey developed a holistic concept of structure in opposition to earlier atomistic schools of psychology. His idea of structure is based on the dialectics of the part-and-whole relation: "Structure […] is an order in which psychic facts are connected by inner relations. Any of those correlated facts is part of the structural connection. Thus, the regularity exists here in the relation of the parts within a whole" (1905: 15). Thus, structure is the holistic organizing principle which determines the interpretation of its constituent elements. But at the same time, both element and structural wholeness are in dialectic interaction within a \textit{hermeneutic circle}: in structure, the part becomes meaningful only within the whole, but the whole can derive its significance only from its parts.

1.3.2 Lévi-Strauss's Definition

In a definition adopted and discussed by many structuralists (cf. Sperber 1968: 237-49), Lévi-Strauss defines structure as a model and postulates the following holistic criteria which leave little difference between structure and system:

1. First, the structure exhibits the characteristics of a system. It is made up of several elements, none of which can undergo a change without effecting changes in all the other elements.

2. Second, for any given model there should be a possibility of ordering a series of transformations resulting in a group of models of the same type.

3. Third, the above properties make it possible to predict how the model will react if one or more of its elements are submitted to certain modifications.

4. Finally, the model should be constituted so as to make immediately intelligible all the observed facts. (1958: 279-80)
1.3.3 Piaget's Criteria

Piaget's genetic structuralism develops the concept of structure further in a systems theoretic direction (1968: 8). In his definition, structure has the three characteristics of totality, transformation, and self-regulation. Totality is the holistic factor by which structure is differentiated from an unordered agglomeration of elements. Second, structure is defined by the set of transformations which determine its invariance. This invariance of a structure consists of the features which remain constant in a range of permissible transformations (cf. Laszlo 1983: 102). Third, self-regulation is the process of the maintenance of a structure against disturbances from outside. The means of self-regulation is usually that of feedback (see System 1.2.3). With these systems theoretical criteria, Piaget departs considerably from the minimalist concept of structure. In his definition, a structure is identical not only with a system, but also with a particular type of system, namely, the dynamic system.

2. Structure in Linguistics

In linguistics, the concept of structure is also used in a minimalist and in a holistic way (cf. Hudson 1968). The holistic concept of structure dominates where gestalt, form, design, organization, or pattern is used as a synonym of structure and even more so when Piaget's criteria are postulated as constitutive of structure in language (as with Dubois et al. 1973). Since structure in these definitions is a synonym of system, these structural aspects of language are discussed elsewhere (see System 2.). The following discussion focuses only on minimalist definitions of structure in language.

2.1 Saussure's Concept of Structure

The fact that Saussure hardly ever used the concept of structure (cf. Benveniste 1966: 79) is merely a matter of terminology. The idea of structure was in fact fundamental to his concept of language as a system of values (see System 2.2.1). He expressed this idea in his metaphor of chess. Saussure pointed out that only two things matter in chess: the values of the pieces according to the rules of the game, and their positions on the chessboard. Likewise "each linguistic term derives its value from its opposition to all the other terms" (1916b: 88). With this metaphor, Saussure argued for the priority of the relations before the elements of a structure. Elsewhere (1911, in Engler 1968: 20), Saussure concluded: There are no signs, there are only differences between signs.

Besides difference and opposition, Saussure distinguished two more special types of structural relations in language, namely, syntagmatic and paradigmatic relations (which he called "associative relations"). Paradigmatic relations exist between linguistic elements which may structurally occupy the same position within the same context. Substitution is the test for this potentiality of occurrence. For example, the phoneme /g/ may be substituted for /s/ in go so that in the context of -o, /s/ and /g/ are in a paradigmatic relation in English. Whole classes of words can be related paradigmatically, e.g., the adjectives horrible and dreadful, which may be mutually substituted in Horrible Harry! Thus, paradigmatic relations are relations of equivalence. They form the vertical axis of sign system.

Syntagmatic relations are the relations between elements in the sequence or combination, e.g., the relation that holds between Horrible and Harry or between /g/ and /o/ in go. Owing to the linear character of language, syntagmatic relations form the second major dimension of linguistics, so to speak, the horizontal dimension. Jakobson (1960) later called the paradigmatic dimension the axis of selection and the syntagmatic dimension the axis of combination.

2.2 Hjelmslev's Concept of Structure

Linguistic structuralism reached a climax in the work of Hjelmslev (q.v.). According to
Hjelmslev, language is not only an object of structural investigation, but language is "a mere structure" itself (1948: 33; 1957: 100). With reference to Carnap (1928: 15), Hjelmslev defined structure as "a purely formal and purely relational fact" and claimed that "a scientific statement must always be a statement about relations without involving a knowledge or a description of the relata themselves" (1948: 32). In language, these relata are the sounds, letters, or words, and it is not the substance of these elements, but only their relationships which are studied in structural linguistics. Hjelmslev emphasized the minimalist concept of structure, but had a holistic component in his definition:

Structure is an autonomous entity of internal dependencies. [Following A. Lalande], structure is used "to designate, in opposition to a simple combination of elements, a wholeness formed by interdependent [solidary] phenomena, so that every element depends on the other ones and can only be what it is in and by its relation to them." (1957: 100)

3. Ontology of Structures

Structuralists have questioned not only the "objective reality" of the elements within a structure, but also the reality of the structure itself. Do structures exist in reality or only within a scientific model? This question about the ontological status of structures divided the philosophers of the Middle Ages into two camps, the realists and the nominalists. While the realists believed in an objective reality and thus in structures beyond the investigator's mind, the nominalists refused to accept this idea of an objective reality. (For a more complete survey of structuralist views about the ontology of structure, see Petitot-Cocorda 1985: 23-26).

3.1 "Realist" Concepts of Structure

A typically "realist" answer to the question about the existence of structures is given by the American linguist Hockett: "For a scientist, then, 'linguistic structure' refers to something existing quite independently of the activities of the analyst: a language is what it is, it has the structure it has, whether studied and analyzed by a linguist or not" (1948: 280).

3.2 Reality vs. Structural Model

European structuralists have shown more reluctance concerning the ontology of structures. An influential position with respect to this problem is that of Lévi-Strauss. His answers to the question of the objective reality of structures are based on the distinction between reality and model. Structures in his view are not part of reality, but they constitute models of reality. In his discussion of social structures, Levi-Strauss argues that "structure' has nothing to do with empirical reality but with models which are built after it'" (1958: 279). Thus, social relations are also only "the raw materials out of which the models making up the social structure are built" (ibid.).

3.3 Methodological Concept of Structure

A modified thesis of the reality of structures is defended by semioticians who, according to Eco, represent a methodological structuralism (1968: 361). This structuralist position dispenses with any claim concerning the ontological status of structure but considers structures a useful and necessary instrument of thought. Eco himself favors this position in his book on the "absent structure" (see Eco 2.). One of its central theses is:

A structure is a model constructed according to operations of simplification which allow the unification of different phenomena from a single point of view. [ . . . ] From this perspective it is useless to ask whether the thus identified structure exists as such. Structure is a technical means to designate different objects in a homogeneous way. (1968: 63)

A quite similar position is proposed within Greimas's structural semantics (q.v.). For
Greimas & Courtés, "structure is an entity [. . .] whose ontological status does not need to be questioned. On the contrary, it must be put between brackets, so as to render the concept operational" (1979: 313). With this argument, structural semantics rejects the question "whether structures are immanent to the object examined or whether they are constructions resulting from the cognitive activity of the knowing subject" (ibid.).

3.4 Potential Reality of Semiotic Structures

Within text semiotics, Koch poses the question of the reality of structure with respect to the participants in the communicative process (1976: 26). According to Koch, a text has no semiotic structure without a receiver who structures its message. Irrespective of the interpreting receiver, the text may at most have structures which are universally perceptible (such as phonic or graphic signals) or structures which only indicate the probability and the potentiality of a semiotic structure. Hence, the analyst in semiotic research can discover only potential semiotic structures. These are based on assumptions about possible interpretations of potential recipients. While the activity of the analyst is concerned with potential structures only, actual structures occur in the (primary) processes of text production and reception. Thus, the ontology of actual structures depends on parameters of the communicative situation. The reality of structures is the reality of semiotic activities in processes of semiosis.
The concept of system most generally implies the idea of elements forming an ordered whole. The relations among these elements form the structure of the system. The elements may have common features, but their systemic character appears only in their function within the system. Etymologically, the word system refers to somewhat less coherent entities. Gr. *sýstema* (σύστημα) means 'that which is put together,' 'a composite whole,' 'an assembly.' Most scholars agree that sign systems are the major object of semiotic research. While the systemic character of language is generally acknowledged, there is less agreement about texts and nonlinguistic phenomena being systems. Terminologically, the concept of (sign) system is often not clearly differentiated from the concepts of structure and code.

1. General Characteristics of Systems

General characteristics of systems have been studied in the theory of science and especially in the interdisciplinary research of systems theory (cf. Bertalanffy 1968, Laszlo 1972, Nöth 1989). The definition of system has to be specified particularly in relation to the concept of structure. The complexity of systems increases as systems theoretical research is extended from physical to biological, sociological, and even metaphysical systems.

1.1 Definition of System

An attempt to reduce the characteristics of a system to a minimum of features has been made in the mathematical theory of sets. But this definition neglects the important feature of wholeness which has been elaborated within the framework of gestalt psychology.

1.1.1 Elements, Relations, and Structures

One of the most frequently quoted definitions of systems was proposed by Hall & Fagen: "A system is a set of objects together with relationships between the objects and between their attributes" (1956: 18). In pure terms of the theory of sets, Klaus gives an even more reduced characterization of the minimal features of a system. In his definition, a system is a "set of elements and [the] set of relations existing between these elements" (1969: 634). If structure is defined as "the set of relations connecting the elements of a system," the only distinguishing criterion between system and structure is "the set of elements," which is part of a system but not of a structure.
1.1.2 Wholeness and Order

Both system and structure are characterized by the feature of unity or wholeness (cf. Strombach 1983). This characteristic evidently escapes the possibilities of a set theoretic formalization. At most, it is referred to as one of the "relations existing between the elements" in the set theoretic definition. The concept of wholeness was elaborated within the framework of gestalt psychology in opposition to atomistic and mechanistic views of the sciences. Wholeness is that relation which makes a system "more than the sum of its elements." But this structural "more" cannot be derived from the elements. The holistic approach postulates an analysis which has to consider the level of wholeness in order to determine the elements and their function within the structure. This principle can be illustrated with a simple example from linguistics, where it has always been acknowledged in practice: A sentence ('the whole') is more than the sum of its lexemes ('the elements'). Its structure (such as subject + predicate) cannot be determined from the lexical information alone.

The negative characterization of systems by 'the impossibility of reducing its wholeness to the sum of its elements' is avoided when the unity of a system is described as its permanence in dynamic change. This criterion appears in Laszlo's definition of order, a concept closely related to that of wholeness: "Order in a system refers to the invariance that underlies transformations of state, and by means of which the system's structure can be identified" (1983: 28).

1.2 Complex Systems and Their Typology

With the increasing complexity of systems, further features appear, from which a typology of systems (cf. Boulding 1968, Laszlo 1972: 36ff.) can be derived.

1.2.1 Static and Dynamic Systems

Static systems occur in the world of objects in material structures that are relatively resistant to change, e.g., in crystals or in technical constructions. An example of a conceptual static system is Linnaeus's taxonomy of plants. Static systems are stable and in equilibrium. The stability of a system is its capacity to keep its variables unchanged within defined limits. The state of a system in which its variables remain unchanged by any perturbation is called equilibrium. A good steel construction has a stable equilibrium. Children's building-block constructions usually have an unstable equilibrium. In dynamic systems, the structure changes with time. There are various degrees of complexity of dynamic systems. The simplest dynamic systems are predetermined in their mechanical motions, as is the case with clockworks. The dynamic complexity increases from closed to open systems.

1.2.2 Closed and Open Systems

Closed systems are physically isolated from their environment. All static systems are closed systems, but there may also be dynamical processes within closed systems. According to the second law of thermodynamics, isolated physical systems having no exchange of matter and energy with their environment tend to a state of thermodynamical equilibrium, in which eventually all mechanical processes come to a stop. This state of the closed system is determined by maximum entropy, i.e., the most probable distribution and thus maximum disorder of its molecules. In opposition to this concept, information is defined as negative entropy, a measure of improbability and thus unpredictability of signals.

Open systems exchange energy and matter with their environment. There are many degrees of complexity in open systems. Flames and rivers are very simple physico-chemical systems, which maintain themselves in a constant throughput of atoms (cf. Boulding 1968: 7). In biological organisms, the property of self-maintenance in constant exchange with the environment becomes dominant. Such open systems evade decay to the state of entropy by "feeding on negative entropy" through metabolism and by drawing information from their environment (Schrödinger).
Open systems are capable not only of self-stabilization but also of self-organization.

1.2.3 Self-Stabilizing and Self-Organizing Systems

Self-stabilization is the distinctive property of all cybernetic systems. These systems are capable of counteracting perturbations of the system by means of control processes. These processes require the transmission and evaluation of information within the system. Negative feedback signals (see Communication 3.2.2) give information to counteract and eliminate a perturbation and restore the desired state of a system. Maintaining a constant desired state is thus the goal of such a system.

In open organic systems, the capability for dynamic self-stabilization of given desired states is called homeostasis (Cannon 1932). These systems are in a flow equilibrium or steady state (Bertalanffy 1975: 127) since after absorbing environmental influences (e.g., in metabolism), they do not return to their former state but attain a new state of equilibrium. When the self-stabilization is directed at variable desired states prescribed by a genetically determined developmental path, such as in biological growth, this process is called homeorhesis (Waddington 1957: 43).

Self-organization and morphogenesis are the more general processes of system change in the evolution of open systems (cf. Maruyama 1963, Laszlo 1972, Jantsch 1980). While self-stabilization maintains the system in a desired state by means of negative feedback (morphostasis), self-organization proceeds basically by means of positive feedback: The system develops (morphogenesis) by amplifying inner changes or adapting to outer perturbations of its former equilibrium, thus attaining new stages of development. In each phase of this process, there are nonequilibrium states requiring an enforcement of the mechanisms of self-stabilization (cf. Laszlo 1972: 42-45). Self-organization necessarily involves an open system that has multiple equilibria and thus several strata of potential stability (Laszlo 1983: 32).

1.2.4 Autopoiesis and Dissipative Self-organization

Autopoiesis emphasizes the autonomy of living systems in their interaction with the environment (Varela 1981). In the process of their self-maintenance, autopoietic systems (e.g., biological cells) are capable of continuous self-renewal. Since such a system fulfills only functions given by its own structure, it is also called self-referential (Maturana & Varela 1972). Autopoietic systems are the opposite of allopoietic systems (example: machines), the functions of which are determined externally.

Classical systems theory focuses on processes of equilibration in the context of perturbations and increasing entropy. A new systems paradigm is Prigogine's theory of nonequilibrium dynamics and dissipative self-organization in open systems (Prigogine & Stengers 1979) and Haken's (1981) theory of synergetics. Their work led to the discovery of spontaneous processes, which originate in higher states of order and stability out of fluctuations and disorder far from equilibrium. Prigogine, whose research was first concerned with chemical processes, calls the resulting processes dissipative structures, since their stability depends on the use (dissipation) of energy and matter.

With this discovery of the emergence of order out of nonlinearity, instability, and fluctuation, the emergence of order out of chaos (Prigogine & Stengers 1979), the theories of nonequilibrium dynamics and synergetics set up a new paradigm of systems evolution overcoming the thermodynamical principle of progressive deterioration to the entropic state of disorder. Both the loss and the gain of structures of order consequently occur in the processes of systemic evolution (cf. also Makridakis 1977). From the point of view of this new systems theoretical paradigm, the goal of stability and equilibrium maintenance is supplanted by the goal of permanence of dy-
namic nonequilibrium states giving rise to self-organizing evolution.

2. Language as a System

The history of modern linguistics has long been dominated by structuralist paradigms which developed some rather static concepts of system. Some linguists restrict the concept of system to the very elementary idea of a paradigm, although a more holistic view of the language system has already been developed by Saussure. Only in diachronic linguistics was language early referred to as a dynamic system. But characteristics of a dynamic system can also be observed in language from a synchronic perspective.

2.1 System as a Paradigmatic Structure

Two very different schools of structuralist linguistics, Hjelmslev's glossematics and Halliday's systemic linguistics, have developed a rather minimalist and static concept of system. Hjelmslev defined a system as a hierarchy of either-or functions between language elements (1943: 38-39, 132). In language use such either-or relations exist whenever a choice between different elements is possible in one and the same context. Phonologically, for example, after an initial s-, the speaker of English has the choice between vowels (as in so) and some consonants (as in slot or spot, but g, r, and other consonants are not possible choices (no English word can begin with sr- or sg-). Hjelmslev defined these relations of choice as the paradigmatic relations within a language and opposed them to the syntagmatic relations which exist in the combination of linguistic elements in a given (con)text. Thus, system and text are two fundamental and complementary categories of language in glossematic linguistics. The system exists in the paradigmatic and the text exists in the syntagmatic dimension of language. The text is the semiotic process which becomes possible because of the possible choices inherent in the system of language.

Also in Halliday's systemic linguistics (cf. Berry 1975: 142), systems refer to the paradigmatic axis of a language. They are defined as "lists of choices which are available in the grammar of a language" (ibid.). Thus, the categories of number, person, and tense are examples of systems in English. System in this sense refers to the potentiality of structures but does not yet imply any holistic ideas such as totality or gestalt.

2.2 Holistic Views of the Language System

While a language has innumerable systems in the minimalist definition of the term, holistic conceptions refer to the totality of language as a system. Following the set theoretic model, the language system is described holistically as the class of elements and structures of a language, and the class of rules which generate these structures is called the rule system.

2.2.1 Saussure's Holistic Concept of System

The adoption of the concept of system in structural linguistics is largely due to Saussure. While in the nineteenth century Wilhelm von Humboldt preferred the biological term organism to refer to language (cf. Gipper 1978: 62), Saussure's view of language as a system was a new paradigm which was more closely related to logic than to biology.

Although it was the term structure which became the key concept of the new paradigm of linguistic structuralism, Saussure almost always used the term system to describe the "mechanism" of language. In his theory, language is a sign system. Its elements are signs, and its structure is a network of oppositions, differences, and values. Saussure speaks of a tight system (système serré), "characterized by the precision of the values, the multiplicity of the kind of values, the immense multiplicity of terms or units of the system, and their strict reciprocal dependence" (Godel 1957: 71). The holistic view in Saussure's idea of a semiological system becomes apparent in this char-
acterization of the place of the linguistic sign within the language system:

To consider a term as simply the union of a certain sound with a certain concept is grossly misleading. To define it in this way would isolate the term from its system; it would mean assuming that one can start from the terms and construct the system by adding them together when, on the contrary, it is from the interdependent whole that one must start and through analysis obtain its elements. (1916b: 113)

2.2.2 Systemic Autonomy in Subsystems

The holistic conception of the language system also acknowledges that a language is a complex system with various subsystems. Standard versions of linguistics distinguish subsystems such as the phonological, the graphemic (see 2.2.4; Writing 4.), the morphological, the lexical, the syntactic, and the semantic subsystems of language. In extension of this standard division, text linguistics and text semiotics have explored the text as an autonomous level of analysis. The idea of wholeness in the definition of these subsystems of language is represented by the criterion of their relative autonomy. For example, the structures of the phonological system are relatively independent of the syntactic subsystem of a language because the phonemes are practically unaffected by the structures of syntax. But there is no total autonomy of the subsystems. The language system as a whole integrates its subsystems in two characteristic ways, hierarchy and simultaneity. Hierarchical integration exists between subsystems which are included in other subsystems; for example, the lexical subsystem includes the morphological one. Simultaneous or parallel integration exists between the semantic and the other subsystems except for phonology.

2.2.3 System and Norm

Coseriu (e.g., 1973: 44) extends the concept of language system and introduces a new distinction between system and norm. Accordingly, the system is not only the sum of all actually occurring structures of a language, but also the class of all potential structures which could occur according to its general rules. In actual language use, however, not all those potential structures occur. The class of those structures of the language system which are actually used by its speakers constitutes the language norm. For example, the phonological (sub)system of English allows a word such as [səm] (possible spelling: "soom"), but no such word occurs in the norm of the English language.

2.2.4 Homogeneity and Heterogeneity

In his analysis of alphabetic writing systems, Watt (1983) discusses the more general question of the distinctive characteristics of a semiotic system. He argues that such a system is constituted by the homogeneity of its elements. In this view, the homogeneity of a sign repertoire and, with it, its "systemhood" increase in proportion to the increase of the number of elements in agreement over those in discord between the sign elements. In this interpretation, the basically synchronic fact of homogeneity is only diachronically affected by the opposing forces of inertia, facilitation, and heterogenization.

Although homogeneity may be a significant factor in the structure of relatively closed semiotic systems with a limited sign repertoire, it cannot be accepted as a distinctive criterion of systems analysis in semiotics (cf. Posner et al. 1983). Systemhood cannot be determined from the (visual) features of semiotic elements alone. Also in a phonemic system, the phonemes cannot be determined merely on the basis of their acoustic properties. Their function within the higher context of meaning must be taken into consideration. Thus, what constitutes a systemic whole is necessarily more than the sum of the distinctive features of its elements. Posner thus argues that semiotic functions, and not the structures of the elements, constitute the unifying factor of a semiotic system, which may consist of quite heterogeneous elements (ibid.: 402).

2.3 Dynamics of the Diachronic System

Language change was the first field of linguistics to be described in dynamic categories of
systems theory. Central to the first interpretations is the cybernetic model of self-stabilization (see 1.2.3; for a critical survey see Schweizer 1979). From a synchronic perspective, every language change is a systemic perturbation. The acceptance of a diachronic innovation as a new language norm occurs through a process of positive feedback (cf. Näth 1975a; 1983b). This process, however, must not lead to a loss in the functional requirements of the language system. Otherwise, perturbation compensating mechanisms of negative feedback in the form of new linguistic changes will be the homeostatic reaction of the system. Since this process results from the system's own needs, it may also be termed self-organization and autopoiesis. When new systemic stability arises irreversibly from linguistic nonequilibrium states, an interpretation in categories of nonequilibrium dynamics is also suggested (cf. Mottron & Wildgen 1987: 86-215). In contradistinction to the general application of this model in the general theory of evolution, the development of historically documented languages does not show examples where language change can be said to have resulted in systems of a higher stage of evolution. Even if the prehistoric phylogensis of language makes the assumption of a development from the simple to the complex imperative, such processes cannot be documented from known histories of languages.

2.4 Dynamics of the Synchronic System

Language shows the features of a dynamic system not only from the point of view of language change (diachrony) but also in ahistorical processes of language use (synchrony). The synchronic dynamics of language, however, requires the perspective not of a static but of a dynamic synchrony. Although already postulated by Jakobson (1959b: 275), this perspective has not yet become a dominant paradigm of current linguistics. First approaches to this perspective were determined by the systems theoretical paradigms of information theory and statistics, mathematical catastrophe theory, and the model of dissipative self-organization. For a more detailed discussion see Näth (1989).

3. Texts as Semiotic Systems

The histories of literature and the arts have already been interpreted from structuralist points of view in terms of the dynamic evolution of systems (cf. Güntner 1972 on the Prague structuralists, and Guillén 1971). The new paradigms of systems theory have mostly been applied to the analysis of aesthetic texts and their evolution.

3.1 Textual Synchrony

The study of texts as synchronic systems is still in its beginnings. Systems theoretical paradigms which have been applied in this field are information theory, general systems theory, mathematical catastrophe theory, and the theory of autopoietic systems.

3.1.1 Order and Chaos

Information theory provides a new framework for the question, already much discussed in traditional aesthetics (cf. Peckham 1965), whether order or chaos is the essence of art. Some theoreticians of information believe in the statistical calculability of aesthetic states of order (see Aesthetics 1.2.4). Arnheim (1971), however, shows that aesthetic perception cannot be described in categories such as information, entropy, equilibrium, or homeostasis alone. A more differentiated semiotics of texts based on information theory is developed by Lotman (1970) (cf. Soviet Semiotics). Art is here described as being "capable of transforming noise into information" (ibid.: 75).

3.1.2 Equilibrium, Homeostasis, and Stability

According to the paradigm of general systems theory, Oomen (1972) outlines a systems theory of texts. The author defines texts as complex systems of subsystems controlled by communicative functions and in which the system tends to a holistic equilibrium integrating
the various equilibrium states of the subsystems. Also for the text linguist Beaugrande (1980: 17; 111), the cybernetic paradigm of the self-stabilizing system is the model of textuality. Nöth (1977a; 1978b) interprets narrative texts as homeostatic processes but also shows from the examples of a literary epoch the possibility of the dominance of phases of instability in texts.

### 3.1.3 Textual Catastrophes

On the basis of René Thom's mathematical catastrophe theory, Wildgen (1983) studies the dynamics in textual systems. His applications of this systems theoretical model are concerned with narrative and dialogical texts.

### 3.1.4 Texts as Autopoietic Systems

A systems theoretical theory of literature based on the theory of autopoietic systems is being developed by S. J. Schmidt (1984; cf. Hauptmeier & Schmidt 1985). Within this new paradigm, literary communication is no longer considered a unilinear process but a process of social interaction in which the autonomy of the interacting subjects plays a decisive role (see Communication 3.3).

### 3.2 Textual Diachrony

The evolution of literature and the arts occurs in dynamic processes which can be interpreted in systems theoretical categories of self-organization and nonequilibrium dynamics. In the cyclical process of literary and artistic evolution (cf. Nöth 1977a: 145; 1983b), any aesthetic innovation represents a perturbation with respect to established styles and "ways of seeing." The propagation of the innovation means positive feedback and self-organization when it leads to a new style. The establishment of the new style then leads to the self-stabilization of a new system by means of negative feedback (cf. also Laszlo 1972: 225). In every new phase of innovation, order arises out of fluctuation. As in language evolution, however, in spite of cyclical oscillations, no evolution to higher stages of development can be discerned. (Joyce's *Ulysses* is not more highly developed, not a more "valuable" work of art, than the Old English *Beowulf* epic.) And yet, there is a basic difference between language change and literary evolution (cf. Nöth 1977a: 146; 1983b): While the degree of innovation and hence systemic perturbances can be much more important for literary and aesthetic evolution. Disequilibrium can become the systemic goal of the arts.

### 4. Nonlinguistic Semiotic Systems

In the field of nonverbal and visual communication, systems have also been defined according to the criterion of paradigmatic relations between semiotic elements (cf. 2.1). But some semioticians deny the idea that all visual and nonverbal signs are elements of semiotic systems. Since semiotic systems are often referred to as codes, their systematicity is discussed in the section on code structures.

#### 4.1 Cultural Systems as Paradigms

Barthes (1964a) discussed various cultural phenomena as systems: the garment system, the food system, the car system, the furniture system, and the architecture system. The concept of system in this discussion is a minimalist one. System here refers to a paradigm, and the paradigmatic axis of analysis is, in Barthes's terminology, the systematic plane, which he opposed to syntagmatic relationships. For example, in the garment system, the system is "the set of pieces, parts or details which cannot be worn at the same time on the same part of the body and whose variation corresponds to a change in the meaning of the clothing: toque—bonnet—hood, etc." (ibid.: 63). Here, the rules for the combination of these elements (in
syntagms) are not included in the garment system.

4.2 Systematic and Asystematic Sign Repertoires

Saussure was the first to refer to phenomena such as military signals, symbolic rites, or the sign language of the deaf as semiotic systems. Although he did not elaborate on the structure of these systems, his concept of language system suggests a holistic view of such nonlinguistic semiotic systems. But can any nonverbal act of communication be traced back to signs which constitute a semiotic system?

Buyssens denies this and argues that sign repertoires (sémes, in his terminology) can be systematic or asystematic (1943: 34–36). For Buyssens, a sign repertoire is a system only when it is constructed out of complex semantic units (sèmes) which can be further decomposed into a constant and stable set of smaller meaningful components (which he calls signes; cf. Code 4.1.2). A nonlinguistic systematic sign repertoire in this sense is the code of traffic signs, where the recurrent forms, colors, and pictures are meaningful components which combine into the individual road signs.

Asystematic sign repertoires in this conception are made up of uncombinable and unanalyzable units (sèmes without signes). The system of the traffic lights is asystematic in this sense because its elements (e.g., "red light" = 'stop') are not further decomposable (cf. Hervey 1982: 160). More complex examples for asystematic sign repertoires given by Buyssens are art, advertising, and codes of politeness (1943: 37). For further research in the systematicity of nonlinguistic sign systems, see also Mounin (1970a: 17-39).

4.3 Sign System or Code?

The concepts of semiotic system and code are often used interchangeably. Buyssens calls a systematic sign repertoire a system or a code (1967: 52). Prieto (1966) discusses nonlinguistic sign systems as codes. Eco, however, differentiates between systems and codes. (For a more detailed discussion, see Language 4.2.) Whenever sign systems are differentiated from codes, the concept of system emphasizes the ideas of order, wholeness, and structural potentiality, while a code has the additional characteristic of the correlation or correspondence between sign repertoires or signs and their meanings.
The term code was adopted as a key concept of semiotics under the influence of information theory. A large field of diverse phenomena, from phoneme systems (cf. Language 4.2) to aesthetic conventions, was soon studied under the designation of code, but this terminological expansion did not remain without criticism. The semiotic concept of code has inherited a fundamental ambiguity from its presemiotic usage. Accordingly, a code is defined either as an autonomous system of signs or as a mere instruction for the translation of signs from one to another system of signs. The search for code structures in the nonlinguistic field of sign phenomena was an important step in the development from Saussurean linguistics to a general theory of signs.

1. Two Meanings of Code

The polysemy of the semiotic term code has its roots in the general history of the word, which has its origins in two quite opposed domains: the public sphere of laws and the secret sphere of cryptography. The two meanings have different semiotic implications.

1.1 Institutional Codes

From the language of law, codes are known as sets of rules prescribing forms of social behavior. Originally, such codes had the form of a book (a codex). Examples are the Napoleonic Code or the Code of the Laws of the United States. Later, unwritten traditional rules of social conduct were also called codes, for example the code of decorum or the fashion code. From a semantic point of view, codes of social institution are autonomous semiotic systems. In contrast to cryptographic codes, they generate a system of social signs and meanings which do not exist except by this very social convention. From a pragmatic point of view, institutional codes belong to deontic semiotics (cf. Greimas & Courtès 1979: 73) since they influence behavior by prescription, prohibition, permission, and optionality.

1.2 Cryptographic Codes

Cryptographic codes, by contrast, are only secondary sign systems. They are instructions for translating a message of a given, primary code into a secret message. The secret code is then a correlational device for substituting the signs or sign elements of the primary code, usually a natural language, into a secret code.

1.2.1 Cryptology and Cryptography

Cryptology has two branches (cf. Kahn 1966, Friedman 1974). The first branch, cryptography, is concerned with the task of developing secret codes and of encoding or enciphering.
messages in a way that guarantees signal security against interception. The second branch, cryptanalysis, develops methods of "code breaking," that is, discovering keys to secret codes. A person who is in legitimate possession of this secret key is said to decipher or decode the secret message. The message to be encoded is called the plaintext. It may be transformed by steganography, that is, methods of concealing the plaintext—for example, by using secret inks—or by cryptography proper, either by transposition, the disarrangement of plaintext signals in their serial order, or by substitution.

1.2.2 Ciphers and Cloaks

There are two basic substitutional systems for cryptographic encoding, called ciphers and cloaks. A cipher is a system which replaces plaintext letters with equivalent secret letters or numbers. The key or code book which gives the equivalences between plaintext letters and cipher letters is called the cipher alphabet. Several language substitutes, such as the Morse and the Braille code, have the structure of a cipher alphabet. A cloak is a code that replaces plaintext elements of the extension of words, phrases, or sentences. The code book consists of a plaintext lexicon correlated with secret code words or code numbers (see also Language Substitutes 2.2). The early universal languages were devised on the principle of word substitution. In the terminology of cryptology, cloaks are usually defined as codes proper and distinguished from ciphers, which are not termed codes. In nontechnical usage, however, cloaks and ciphers are both called codes. Notice that the Morse alphabet is usually called Morse code, not Morse cipher.

2. Code, Information, and Communication

The two historical meanings of the term code have also influenced the terminology of information theory, where the concept is defined either as a correlational device or as a sign repertoire.

2.1 Correlational Device

Defined as a correlational device in the process of encoding and decoding, the code is a secondary sign system, developed for reasons of economy in signal transmission.

2.1.1 Signal Transformation and Correlation

In the definition of the German Industrial Norm DIN 44 300 (Berlin, 1972), a code is "a rule for the unambiguous correlation ('coding') of the signs of one sign repertoire to those of another sign repertoire." This correlational definition of code presupposes a primary sign repertoire, such as numeral ciphers or the letters of the alphabet, and a secondary sign repertoire into which the primary signals are translated. Coding is thus a process which occurs after messages are already expressed by means of signs. In the definition of Cherry, a code is then "an agreed transformation, usually one to one and reversible, by which messages may be converted from one set of signs into another. Morse code, semaphore, and the deaf-dumb code represent typical examples" (1957: 8).

2.1.2 Encoding and Decoding

Shannon & Weaver's communication chain (Fig. C 1) does not yet represent codes and coding as elements and processes in communicative events. For example, Shannon & Weaver describe a telephone conversation as communication without coding, since the telephone merely transforms the audible voice signal into equivalent electrical impulses (1949: 17). Only when the message is enciphered into a different form, such as Morse code, does communication occur via a process of encoding and decoding.

Later, however, communication theory considered a code to be a constitutive element of any process of communication, not only in the sense of a sign repertoire, as shown in Figure C 2 (see Communication), but also in the sense
of signal transformation. Neurolinguists, for example, describe language production and reception as involving various phases of coding (cf. Crystal 1980: 56). At first, there is neurological coding. The message is encoded in signals capable of being sent through our nervous system. Then there is physiological coding. The neurological signals are transformed into physiological signals which control the movements of the speech organs. Finally, anatomical coding is the phase of actual speech production or reception, which involves the performance of articulatory movements and the receptive transformation of acoustic or visual signals in the human ear or eye. The programs which control these processes are the neurological, physiological, and anatomical codes.

2.1.3 The Sign in Indirect and Direct Semiosis

According to Shannon & Weaver's account of coding, there are uncoded and coded messages. From a semiotic point of view, the uncoded message is a mode of direct semiosis, while the coded message is a mode of indirect or substitutive semiosis. In the evolution of codes, however, a shift from indirect to direct semiosis can develop. Writing, for example, was substitutive of speech in the age of oral communication. With the advent of the Gutenberg galaxy, it has become a mode of direct semiosis.

In indirect semiosis, every element of the sign repertoire of the code is a sign, even if it represents only letters or phonemes of the direct code. For example, the Morse signal “-“ whose signified is ‘A’. This mode of substitutive semiosis is metasemiotic: every indirect signal is a secondary sign of a direct or primary one.

From the point of view of the Morse message, however, the Morse letters are not signs, but only sign elements. The Morse letter S O S, do the Morse signals acquire direct meaning ('Help!'). From this perspective of direct semiosis, the Morse alphabet consists only of sign elements. (For more details see 5.3.3-4.) To the degree that a substitutive code becomes independent from being transformed into spoken or written language, the code acquires semiotic autonomy (cf. Writing 3.2, Language Substitutes 3).

2.1.4 Economy in Coding and Binary Codes

The technical advantage of transforming linguistic messages into a different code consists in the economy of transmission (see Information 2.1.6). Technically, the most economic code is a binary code. It employs only two distinguishable sign elements. All computer signals, for example, are coded binarily. They consist of innumerable combinations of the two elements "electrical impulse" and "no impulse" (cf. Information 2.2). Neurological coding is also based on binary coding (cf. Cherry 1957: 35): "The electrical signals which pass along the nervous systems of animals and men, both from the sense organs (receptors) and to the controlled organs and muscles (effectors), take the form of triggered pulses which are either on or off; there is no half measure."

2.1.5 Analogic and Digital Coding

Pictures and alphabetically written messages illustrate two different principles of coding, analogic and digital coding. Analogic coding generates messages in a continuous space, such as images, models, or nonverbal signs. Digital coding generates messages with discrete signals in a linear but segmented form, as in the form of letters, numbers, or binary signals.

Many scholars have described the distinction between analogic and digital coding as fundamental in semiotics (cf. Ruesch 1972, Verón 1970; 1973a). However, the difference may be less crucial than has been maintained. It may be argued that ultimately every act of semiosis involves a digital transformation of messages, namely, at the neurologic level. Technological evidence of the decreasing importance of the difference between analogic and digital coding has been the invention of
digital recording of music. While sound was formerly believed to be codable in the analogic form only, it can now be recorded digitally. Even at higher levels of semiosis, the distinction cannot be maintained as fundamental. Written language, for example, is often quoted as the prototype of digital coding, but handwriting shows many points of convergence between digital and analogic coding. While spoken language has, at its lowest level, the digitally analyzable system of phonemes and distinctive features, the perception and transmission of speech is, at the perceptive level, largely analogic. The transmission of sound waves by telephone, for example (cf. Flechtner 1966: 146), is based on a process of the analogic transformation of continuous sound waves into continuously modulated electric current.

2.2 Sign Repertoire and Semiotic System
Whenever the code is defined as a sign repertoire, there is a shift of analytic focus from the secondary nature of the coded signals to their own systemic properties.

2.2.1 The Code as a Semiotic System
Greimas & Courtés quote Wiener with the naive (perhaps only ironic?) statement that Chinese is only American coded into Chinese (1979: 32). Jakobson, by contrast, proposed to study language as a code (cf. Language 4.). These two positions characterize the terminological shift from the code as a correlational device to the code as a sign system.

In the expanded version of Shannon & Weaver's model of communication (see Communication 3.1.5, Fig. C 2), communication is represented as a process in which the sender encodes and the receiver decodes signals on the basis of a common sign repertoire or code. In this sense, the code is no longer a rule for the transformation of signs, but a sign system in its own right. In this sense, not only the Morse alphabet, but also language, is a code. To study Morse code as a sign system is to investigate the structure of its minimal units and the rules for their combination. In spite of the essential difference between the correlational and the systemic definitions of the concept of code, there is a common denominator in the fact that sign systems may also be said to correlate two semiotic structures, namely, those of expression and those of form (in the sense of Hjelmslev).

2.2.2 Significant and Nonsignificant Codes
The information theoretical study of codes distinguishes between significant (or representative) and nonsignificant (or selective) codes (cf. Elias 1958: 16–05, Nauta 1972: 134). This distinction corresponds to the semiotic distinction between codes with or without the level of first articulation. The principles according to which a garment may be registered in a warehouse catalog can serve as an example: if the code number consists of groups of decimal digits, the first group denoting the type of garment, the second the size, and the third the color, there is significant coding. A code that assigns only simple serial numbers to the items of the catalog is called nonsignificant. Such a number does not give any information about the listed item. It only selects it from the catalog (therefore: selective code).

3. Semiotic Definitions
The introduction of the term code in semiotics had a terminological "landslide effect" (cf. Eco 1984b: 166). Only few scholars adhered to the narrower definition of code as a correlational device. Mostly, the term became a synonym of sign system. The original concept from the field of information technology became widely adopted in the field of text semiotics and aesthetics and even with respect to the sphere of natural semiosis. This expansion of the term did not remain without criticism, at least in the field of language studies (cf. Kurz 1976, Gipper 1978: 173–77).
3.1 Correlational and Narrower Definitions

Among those who adhere to a correlational definition of the term *code* are Mounin and Prieto.

3.1.1 Code as a Substitutive System

Buyssens (1967: 46–47) and Mounin (1970a: 83) define codes as secondary or indirect semiotic systems (with the function of substituting for a primary semiotic system; cf. Language Substitutes 3.). Codes are thus opposed to languages, which are direct semiotic systems. While spoken language is not a code in this sense, writing is a coding of spoken language, and the Morse alphabet is a substitutive code of the Latin alphabet.

3.1.2 Prieto’s Correlational Definition of Semiotic Systems

Prieto (1966) also adopts a correlational concept of code but extends his definition to include not only secondary but also primary semiotic systems. According to Prieto, “the code which is used in a semiotic act is that semiotic structure on which the sender's and receiver's knowledge of the signals is based” (1975b: 129). In Prieto's definition, codes consist of correlations between two "universes of discourse," called the *semantic field* (the field of signifiers) and the *noetic field* (that of signifieds) (1966: 43–45). In the code of traffic signals, for example, the red, green, and amber lights form the "semantic field," and the corresponding stop-go commands belong to the "noetic field" (cf. Hervey 1982: 72). Only intentional signals can form codes, according to Prieto (1966: 44–45; cf. Communication 2.4). Indices of natural semiosis are not elements of codes.

3.1.3 Prieto's Criteria of Nonlinguistic Codes

Although Prieto extends the concept of code to include language, his definition of nonlinguistic codes is a narrow one, which comes close to the technological definitions of information theorists. Nonlinguistic codes, in Prieto's definition (1975b: 130–31), are codes with signs (in his terminology: *sèmes*) whose meanings (*signifiés*) are always in a relation of logical exclusion. Language, by contrast, is a code with signs whose meanings are in a relation of either logical exclusion, inclusion, or intersection. In other words, Prieto studies only simple, highly conventional systems with strictly unambiguous signs as nonlinguistic codes. His examples include such codes as traffic signs and numerical codes, but most of the field of nonverbal communication does not belong to his field of semiotic codes.

3.2 Codes and Semiotic Systems

In the sense of a semiotic system, the term *code* has its origins in the development of semiotics from the Saussurean theory of language to a general theory of signifying systems.

3.2.1 From Langue and Parole to Code and Message

Saussure only briefly used the term *social code* with reference to the language system (*langue*) (1916d: 41). It was Jakobson who, under the influence of information theory, adopted the dichotomy of *code* and *message* to replace the Saussurean *langue* and *parole* (for details see Language 4.2). As summarized by Martinet, the code is "the organization which permits the composition of the message. It is to this code that each element of a message is referred in order to elicit sense" (1960: 34). After Jakobson, Lévi-Strauss (1962) adopted the concept of code as a key term in his semiotic anthropology (cf. Structuralism 2.) to describe the underlying rules of culture and social behavior (see also Eco 1984b: 167-68).

3.2.2 Code as System of Constraints

Ducrot & Todorov use a very narrow concept of code, defining it as a mere "system of constraints," whose elements do not have to be meaningful (1972: 104). "Thus, music is a code: all the elements of a composition are interrelated, but they do not signify." In contrast to such elementary codes, sign systems fulfill the additional criterion of having signs associ-
ated with meanings. Finally, language is a sign system with additional properties of "secondness," by which the authors understand various modes of metalinguistic functions. Most signifying systems are described as being of a mixed type. Literature, for example, "illustrates the imposition of a second code on a language (for example, the formal constraints of poetry or the narrative)." Most other semiotic definitions of code include the feature "system of constraints" as a minimum criterion, but usually additional criteria are postulated by which languages are included in the category of code.

3.2.3 Conventionality

One of the most common criteria in semiotic definitions of code is that of conventionality. Focusing on this criterion, Guiraud defines a code as a system of explicit social conventions (1971: 41). Guiraud opposes codes in this sense to "systems of implicit, latent and purely contingent signs," which he calls hermeneutics. Guiraud's field of semiotic codes covers a broad spectrum including aesthetic and poetic codes. Therefore, his distinction between the criteria explicit-implicit seems somewhat questionable. The evolution of the arts, for example, is certainly not made by explicit conventions. There are conventions in the arts, but these are rather implicit than explicit. Guiraud therefore admits that codification is ultimately a matter of degree:

Signification is more or less codified, and ultimately we are left with open systems which scarcely merit the designation "code" but are merely systems of hermeneutic interpretation. Here, too, we have the frontier between logic and poetics; though it is true that certain poetic systems are, as we shall see, highly codified. What is fundamental is the notion of a more or less codified sign or system of signs. (1971: 24)

3.3 Eco's Definition of Codes

Eco developed his influential semiotic theory of codes in several phases (Eco 1968; 1973b; 1976; 1984b). Cultural convention is the basic criterion of his definitions. Although this theory is characterized by an extraordinary expansion of the field of phenomena studied as codes, Eco excludes systems from his definition of codes. For Eco's delimitation of the semiotic field, see 3.4.2.

3.3.1 Culture and Convention

Conventionality is Eco's basic criterion of codes. As a first approach, Eco (1968: 19) accepts Miller's (1951: 7) definition of codes as "any system of symbols that, by prior agreement between the source and destination, is used to represent and convey information." More specifically, Eco defines the code as a system of significant units with rules of combination and transformation. In sum, a code is "a system of rules given by a culture" (1968: 130, 134).

3.3.2 Eco's Expansion of the Semiotic Field of Codes

Eco gives an outline of the semiotic field which comprises codes of various degrees of conventionality and complexity (1968: 20-27; 1976: 9-14). This semiotic field is symptomatic of an extremely broad concept of code. It comprises "codes" from zoosemiotics, tactile communication, paralinguistics, medical semiotics, kinesics, music, languages, visual communication, including architecture and paintings, systems of objects, narrativity and other branches of text semiotics, cultural codes such as systems of etiquette and primitive religions, aesthetics, mass communication, and rhetoric. In contrast to the narrower definitions of codes, Eco (1973: 171) includes in his definition vague codes, weak codes (changing rapidly), incomplete codes (with few signifiers associated with large complexes of content), preliminary codes ("soon to be replaced") and even contradictory codes. He mentions the fashion code as one that is imprecise, weak, incomplete, and preliminary.

3.3.3 Codes vs. Systems

Eco distinguishes between codes and systems by pointing out that every code comprises two correlated systems of paradigmatic structures,
one of content structures and one of expression structures (1973: 85-86). The code of traffic lights, for example, consists of a system of visual expression elements in which "red" is opposed to "green," "amber," and "red plus amber." It is arbitrarily correlated to the system of content elements 'stop,' 'go,' 'prepare to stop,' and 'prepare to go.' A code is thus a rule coupling elements from an expression system with elements from a content system. Since this distinction between codes and systems is not generally accepted in semiotic terminology, Eco later proposes the equivalent terms code (proper) and s-code ("or code as system") (1976: 37-38; 1984b: 169). In linguistics, the so-called phonological code is an example of an s-code since it is merely a system of expression elements (distinctive features with rules of combination) without a correlated system of content elements (phonemes have no meaning).

3.3.4 Overcoding and Undercoding

According to Eco, "the mobility of semantic space makes codes change transiently and processually" (1976: 129). The interpretation of messages therefore requires continuous extra-coding, the challenging and hypothetical modification of existing codes. Eco distinguishes two modes of extra-coding in text interpretation, overcoding and undercoding (ibid.: 133-36, 155). Overcoding is the interpretative process of modifying a preestablished code by proposing a new rule which governs a rarer application of the previous rule. Stylistic and ideological conventions are examples of such rules used in overcoding. According to Eco, overcoding proceeds in a twofold direction:

- It may be that, given a code assigning meaning to certain minimal expressions, overcoding will assign additional meanings to more macroscopic strings of these expressions. Rhetorical or iconological rules are of this sort. But it may also be that, given certain coded units, overcoding will analyze these units into more analytical entities, as when, given a word, paralinguistics establishes that different ways of pronouncing it [. . .] correspond to different shades of meaning. (1976: 134)

Undercoding, according to Eco (1976: 13536), is a kind of rough, imprecise, and hypothetical coding, a "movement from unknown texts to codes." The discovery of meanings in the acquisition of a foreign language or culture is an example:

So undercoding may be defined as the operation by means of which in the absence of reliable preestablished rules, certain macroscopic portions of certain texts are provisionally assumed to be pertinent units of a code in formation, even though the combinatorial rules governing the more basic compositional items of the expression, along with the corresponding content-units, remain unknown. [. . .]

Thus, overcoding proceeds from existing codes to more analytic subcodes while undercoding proceeds from non-existent codes to potential codes.

3.4 Codes and the Semiotic Field

The field of phenomena which have been studied as codes has an enormous breadth extending from the genetic code to codes of painting and music. While this field can be only summarily surveyed in this section, special attention will be given to codes that demarcate its "lower threshold."

3.4.1 Codes in the Semiotic Field

Eco introduces the term semiotic field as a metaphor for the plurality of codes which are possible subjects of semiotic research (1968: 20-27; 1976: 9-14). For his own, rather unsystematic, list of codes in the semiotic field, see 3.3.2. One of the most ambitious attempts at a taxonomy of semiotic codes is Fabbri et al. (1976: 167, 203. 222). Based on the writings of Barthes, Jakobson, Lévi-Strauss, Lotman, and Bernstein, it distinguishes up to one hundred types of codes. A less ambitious subdivision of the semiotic field is the following one proposed by Guiraud (1971 and modified 1973: 478-83):

I. LOGICAL CODES

—language-based (substitutive) codes including language substitutes and
speech-related nonverbal communication.

—practical codes: signals and programs to coordinate action by means of injunctions, instructions, notices, or warnings.

—epistemological codes including scientific codes (taxonomies, algorithms, symbols of chemistry, etc.) and mantic codes (astrology, etc.).

II. SOCIAL CODES

These codes use signs to establish social status or relations, such as

—insignia: signs of social identity, such as flags, totems, uniforms, decorations, tattoos, names, shop signs, trademarks.

—protocols and etiquettes including various codes of politeness.

—rituals, fashions, games—and one should add to Guiraud's list legal codes; cf. Seibert, ed. (1980) and Text Semiotics (1.2).

III. LANGUAGE AND AESTHETIC CODES

For the study of these phenomena as codes, see Language (4.), Language Substitutes (2.-3.), Aesthetics (4.), and Literature (3.1).

3.4.2 Eco's Semiotic Thresholds

Eco delimits the semiotic field by setting up a lower and an upper threshold beyond which the topics of research fall into the domain of sciences other than semiotics (1972: 31-39; 1976: 16-28). From his standpoint of cultural semiotics, only communication based on codes and conventions is studied within the semiotic field. Roughly, the lower threshold of semiotics is "that which separates signs from things and artificial signs from natural ones" (Eco 1972: 19). Physiological stimuli, most natural indices, physical information, neurophysiological and genetic "codes" are below his semiotic threshold, since they are not based on social conventions. But this threshold is not a sharp boundary. Zoosemiotics, for example, is included in the semiotic field insofar as it provides evidence "that even on the animal level there exist patterns of signification which can, to a certain degree, be defined as cultural and social" (ibid.: 9).

Eco's upper threshold of semiotics is that between the semiotic and various nonsemiotic points of view. Women (in anthropological studies of marriage rules), tools, and commodities (cf. Objects) do not function primarily as signs although they may be studied sub specie semioticae (cf. Eco 1976: 27). When studied as signs, these phenomena belong to the semiotic field. When studied from other (biological, mechanical, or economic) points of view, they are beyond the upper threshold of semiotics.

3.4.3 The Decoding of Natural Semiosis

Although phenomena of natural semiosis are below Eco's lower threshold of semiotics, Eco nevertheless considers the interpretation of medical symptoms to be based on a code and thus to belong to the semiotic field (1976: 10, 17). In Eco's view, this semiotic transformation of nonsemiotic phenomena occurs as follows:

The first doctor who discovered a sort of constant relationship between an array of red spots on the patient's face and a given disease (measles) made a [nonsemiotic] inference: but insofar as this relationship has been made conventional and has been registered as such in medical treatises, a semiotic convention has been established. There is a sign every time a human group decides to use and to recognize something as the vehicle of something else. (ibid.: 17)

What Eco describes is not really culture in nature, but the shift from natural semiosis to its cultural interpretation, which is a shift between two levels of semiosis. While events of natural semiosis remain unaffected by cultural conventions, their interpretation changes with time and culture. Even that mode of interpretation which comes closest to the reality of the facts of natural semiosis, namely, scientific explanation, is still affected by culture, as the changes in the world models of physics show. In archaic times, for example, lightning was once understood as the gesture of a supernatural being. Modern meteorology explains it as an
electrical phenomenon. These two modes of explanation exemplify the shift from a mythic code to a scientific code as the basis of the interpretation of natural semiosis (cf. Scholes 1982: 143). For other approaches to determine the threshold from the nonsemiotic to the semiotic, see Sign (1.3).

4. Code Structure and Typology

There are several criteria according to which codes can be classified. One possible criterion is the channel of communication (see Communication 3.1.3). Accordingly, Guiraud distinguishes between visual, auditory, tactile, olfactive, and gustatory (or culinary) codes (1973: 460-64). Other typologies focus on the semantic dimensions of the signs of a code and distinguish between arbitrary, iconic, indexical, and other types of coding (cf. Verón 1970; 1973a). Two of the most influential typologies of codes, those by Buysens and Prieto, are based on structural principles. Both authors are concerned only with highly conventional codes, based on intentional communication. These types of code allow an analysis in close analogy to the structure of language.

4.1 Buysens's Typology of Codes

Buysens's (1943; 1967) contribution to the history of semiotics has been outlined by Mounin (1970a: 18-20, 235-41), Caprettini (1980: 180-93), Hervey (1982: 155ff.), and Martin (1986). His studies in functional semiotics were an important step in the realization of the Saussurean program of extending structural linguistics to a general theory of sign systems. His direct successor in this project was Prieto.

4.1.1 Seme And Sémie

Buysens studies codes under the designation of sémies; later he also uses the terms "system or code" (1967: 52). A sémie is a system of sèmes (semes). A seme, according to Buysens, is a semiotic unit which can function as a message in a "semic act" of communication. Basically it corresponds to a message at the level of a proposition, a combination of a subject plus a predicate. Semes must be conventional and intentional, and they are members of a set of equivalent semes, the sémie. Buysens distinguishes three dimensions in the classification of sémies or codes.

4.1.2 Systematic vs. Asystematic Codes

The first class of codes is divided into systematic and asystematic or articulated and unarticulated codes (cf. Buysens 1943: 34-37; 1967: 50). In systematic codes, the semes can be segmented into elementary semiotic units, called signs. Buysens defines a sign as the "indivisible element common to several semes with respect to both form and signification" (1943: 37). A sémie is not a system of such signs, but a system of sèmes. Words and morphemes in language, being only elements of messages, correspond to the level of signs. Asystematic codes produce messages which cannot be segmented in this way.

4.1.3 Intrinsic and Extrinsic Codes

Intrinsic and extrinsic codes are distinguished by the criterion of the conventionality of their elements (Buysens 1943: 44-46; 1967: 6365). Codes whose semes are iconic or indexical are called intrinsic (because "the link between signifier and signified is inherent to the nature of the signifier"). Codes with arbitrary semes are called extrinsic.

4.1.4 Direct and Substitutive Codes

Buysens's distinction between direct and indirect codes (1943: 49-52; 1967: 45-48) is relevant to the theory of language and language-related codes (see Language Substitutes 3.1.1, Writing 3.). In Buysens's view, only the spoken mode of language is a direct code. Writing, being derived from speech, is thus a substitutive code. Morse code, being derived from writing, is classified as substitutive to the second degree. Direct coding also occurs in the field of nonlinguistic communication. More generally
defined, direct codes "directly link perceptible facts to facts of consciousness," while indirect codes "regularly substitute certain perceptible facts for other perceptible facts which are used as a form for another sémie" (Buyssens 1943: 49). For a different perspective of substitution in coding, see 2.1.3 and 5.3.1.

4.2 Prieto's Theory of Code Articulation

Prieto (1966; 1968; 1975a; b), followed by Eco (1968: 236ff; 1976: 231ff), Moulin (1970a; 1985), J. Martinet (1973; 1982), and Hervey (1982), develops a theory of codes whose basic concepts are derived from the model of language.

4.2.1 Code with Double Articulation

The basic principle of Prieto's theory of codes is derived from the model of double articulation in language (see Language 4.1). The structure of the nonlinguistic codes is compared to this model and, accordingly, various types of code are distinguished: some have no articulation; some have only the first, others only the second articulation. Since Prieto deals with nonlinguistic signs, he uses general semiotic terms for the description of the levels and elements of codes. His terminology is derived partly from Hjelmslev and partly from Buyssens. Accordingly, messages of codes with two levels of articulation are structured into figurae, signs, and semes. Figure are the distinctive, but not yet meaningful, units, corresponding to phonemes or graphemes in language (cf. Hjelmslev 3.3.2). Signs and semes are meaningful elements corresponding to words and complete sentences (cf. 4.1.1). A message consists of one or several semes.

Codes with two levels of articulation other than language can be found in the domain of cataloging and registration. In section 2.2.2, an example of a warehouse catalog was given in which garments were indicated by three groups of code numbers. To specify this example, let us assume the number is "28/40/07" and means 'shirt,' 'size 40,' color 'yellow.' This total information is the seme. The three semantic elements are its signs, which proves that there is first articulation. If "28" is one of 65 possible garments, "40" one of 12 possible sizes, and "07" one of 18 possible colors, these three code groups prove that there is second articulation. Each of the three two-digit numbers is composed of figurae, the single numerals which in themselves are unrelated to the meaning of the sign. The figura "8" in the group "28" is as unrelated to the meaning of 'shirt' as is the letter s to the word shirt of which it is a grapheme. Structurally, the message "28/40/07" is similar with its two levels of articulation to the verbal message "yellow shirt of size 40," which can be segmented into 4 words (first articulation) and 23 graphemes (including spaces) (second articulation).

The principle of single or double articulation represents a principle of coding, which Prieto describes as economy (cf. 2.1.4). The coding is economic because it reduces the number of minimal elements necessary to generate a message (cf. Information 2.1.6). Instead of sixty-five different symbols to designate sixty-five garments, we only need the ten numerals from zero to nine, combined in groups of two.

4.2.2 Codes without Articulation

Codes without articulation exemplify a code structure which is uneconomical: there are as many signs as there are semes. No seme is further decomposable into elements which occur elsewhere. In praxis, such codes are used only in very restricted domains or situations of communication. The "language of flowers," as described by Billig & List, eds. (1974), is a code without articulation. Its signifiers are about five hundred flowers, each of which is ascribed a different meaning (such as "red rose"—"victory is yours" or "salad"—"give me advice").

Eco (1973: 10) and Martinet (1982: 170) refer to traffic lights as a code without articulation. The messages "red-green-amber" cannot be segmented into smaller components, neither signs, which compose a seme, nor figures. However, if the "yellow + red" combination is taken into consideration, which in some countries signalizes 'prepare to go,' there is at least
one seme composed of two signs. Prieto discusses codes with only one seme as a special case of an unarticulated code (1966: 49, 158). Examples are the white walking cane of the blind or the emblem of the Olympic rings.

4.2.3 Codes with Second Articulation Only

Any cataloging system registering items consecutively with arbitrary numbers, for example a code which identifies 843 books with numbers from 1 to 843, is a code without first, but with second articulation. A nonnumerical example of a code with second articulation only is an international maritime flag code quoted by Büehler (1933b: 138). It combines three elementary but meaningless figuae, a round ball, a triangular pennant, and a square flag, into messages such as:

- △ ○ ○ You are in danger.
- ○ △ ○ Shortage of food. Suffering hunger.
- ○ △ △ Fire or leak. In need of immediate help.
- ○ ○ △ Aground. In immediate need of help.
- △ △ △ Stop or heave to. Important messages.
- ○ ○ △ Do you have telegrams or news for me?
- ○ △ △ Yes.
- △ △ △ No.

Each of these eight messages represents one or two semes, but there are no signs, only the three figuae: triangle, circle, and square.

4.2.4 Codes with First Articulation Only

In this type of code, the messages (or semes) can be segmented into smaller meaningful signs, but there are no figuae. Prieto's example is the code of traffic signs. For example, the circular traffic sign with the profile of a cyclist against a white background with a red edging is a seme which has two signs, "white circle with red edging" (meaning 'interdiction') and "profile of a cyclist" (meaning 'for cyclist'). The code does not combine smaller and nonsignifying elements into signs.

4.2.5 Codes with Mobile Articulation

Eco extends Prieto's typology of codes by postulating codes with mobile articulation (1976: 233). In these codes, there are both signs and figuae, but with flexible functions. The signs can become figuae and vice versa. The figuae can even assume the value of a seme. His examples are tonal music, where the timbre of a melody can be either figura (in distinction from other variants of the same melody) or sign, bearing cultural connotations ("such as rustic bagpipe-pastoral"). Another example is the code of playing cards. The units of the suits such as "hearts" or "clubs" are figuae. They are combined into signs, such as "the seven of hearts," and these in turn are combined into semes, such as "full" or "royal flush." But there are also signs without figuae, such as "king" or "queen," and moreover, there is a general flexibility of the figuae, whose value can change from game to game: "Thus, in a game in which hearts are of greater value than spades, the figuae are no longer without meaning, but can be understood as signs" (ibid.). For other aspects of the semiotics of playing cards, see Magic (2.3.4). It should be added, however, that a certain degree of mobility of articulation is also characteristic of language, since there are phonemes which can become semes, as in the exclamations "ah!" or "eh!"

4.2.6 Third Articulation

Prieto doubts the possibility of a code with three articulations, in which the third level consists of structural units without correspondence to the first and second levels (1966: 99–100). Eco considers the film to be such a code with a third level of "hyper-unites" (1968: 257ff.; 1976: 233–34). This third articulation of cinematographic language lies in the dynamic (or kinetic) dimension of film. Double articulation, according to Eco (1976: 234), is already characteristic of the structure of the static image (see Image 3.3.2-3). When the pictures begin to move, there is a third articulation:
In passing from the frame to the shot, characters perform gestures and images give rise, through a temporal movement, to kinesic signs that can be broken into discrete kinesic figurae, which are not portions of their content (in the sense that small units of movement, deprived of any meaning, can make up diverse meaningful gestures). (ibid.)

4.2.7 The Text as a Level of Articulation

Martinet's model of language considered only two levels of articulation to be basic, the level of distinctive and the level of meaningful units. With the levels of figura, sign, and seme, Prieto and Eco distinguish three levels of message analysis. Koch (1971a; b) postulates further levels of articulation and analogies between language and nonlinguistic codes. In his theory, five autonomous levels of language articulation have to be distinguished, (1) the phoneme, (2) the morpheme, (3) the word, (4) the sentence, and (5) the text. He distinguishes analogous levels in the study of messages of visual and nonverbal communication.

5. Survey of Code Structures and Sample Analyses

The following discussion is restricted to the semiotic field which Guiraud classifies as logical and social codes (see 3.4.1; see ibid. for references to codes from other areas of the semiotic field). It is intended as a survey of semiotic studies in this area and in part as an illustration of the semiotic principles of code analysis discussed above. For specialized semiotic research in this field, in addition to the studies quoted earlier and below, see Lucas (1974, on practical codes in work and industry), Mestrallet (1980, on chemical symbolism; cf. Mounin 1985: 177-88), and Tounajian (1986, on numerical codes and computer languages).

5.1 The Genetic Code


The most striking parallelism between language and the genetic code is **duality of patterning** (see Language 4.1-2). As Jakobson has shown (1973: 49-51; and Jakobson & Waugh 1979: 69-71), both codes have discrete minimal components, devoid of meaning. In language, these elements of second articulation are the phonemes or graphemes. In the genetic code, the corresponding units are the nucleotides or nucleic letters. There is an "alphabet" of four different nucleic letters, by which meaningful genetic "words" are formed. Each genetic code word (or "triplet") consists of three letters. All possible combinations of these letters generate a lexicon of sixty-four genetic words. Sixty-one of them have individual meanings. The three remaining triplets fulfil the "syntactic function" to demarcate the beginning or ending of a message. Genetic messages are transmitted in sequences of words (the chromosomes). Further homologies exist at a level below that of the phonemes or nucleic letters; both are composed of distinctive features forming pairs of binary oppositions.

5.2 Numerical Codes

The semiotic study of numbers is a part of the larger field of **semiotic mathematics** (cf. Hermes 1938, Zellmer 1979, Bense 1981, Pogorzelski & Ryan 1982, Ard 1983, and Thom & Marcus 1986). In addition to its relevance to the foundations of mathematics, the topic has semantic, linguistic, and cultural dimensions. For the study of number words and other numerical symbols, see Menninger (1958), Lamizet (1984), and Posner (1984). In this section, only the code structure of numerical systems
can be discussed (see also Prieto 1966, Metz 1967, Martinet 1974, and Toumajian 1986). The semiotics of numerical codes has two branches, the study of the system of natural numbers as a primary code and the study of derived or secondary numerical codes, which have a semantics of their own.

5.2.1 Numerals as a Primary Code

As a primary code, the system of decimal numbers, written in Arabic or Roman number signs (numerals), is a code with first articulation only (cf. Prieto 1966: 105-108). From 0 to 9, the system of numerals is still unarticulated, unless one accepts proposals which have been made for a segmentation of numerals into distinctive features (Holenstein 1980). The level of first articulation begins with the two-digit numerals. Every element of multidigit numerals is twice signifying, first by its numerical, second by its positional value. The same that is composed by multidigit cardinal numbers is a set; in the case of ordinal numbers, it is a position in a sequence. In spite of its relatively limited number of elements, the code of natural numerals is a code which can generate an unlimited number of semes (cf. Prieto 1975b: 137-38). Thus, the code of numerals is characterized by the design feature of creativity or productivity, which is often ascribed to language (q.v. 3.1.5) only.

5.2.2 Secondary Numerical Codes

Secondary numerical codes are used for the purpose of registering and cataloging. There are significant and nonsignificant numerical codes. An example of a nonsignificant code is the code of book acquisition numbers which are assigned daily and consecutively to the newly acquired titles of a library. Since every acquisition number signifies a different book, the user interprets this code as one without first articulation. At the level of content, it is unstructured, since there is only one seme for every message, without smaller signs. At the expression level, however, the numbers are structured. They have as many figureae as there are digits in the number. Thus, there is second articulation. Notice the difference between the semiotic value of numbers in nonsignificant codes and the numerals in the primary code, which is a code with first articulation.

The acquisition numbers discussed above are nonsignificant only from the ordinary perspective of the library user. From the librarian's perspective, there may be some degree of first articulation if he or she interprets it as indicating the place in which the book is registered in the acquisition book (for example, numbers beginning with a 4 are registered in vol. 4 of the acquisition book). Similarly, the number may also be indicative of the date of the acquisition of the book (high numbers indicating recently acquired books). A special case of a nonsignificant code is one that consists of fewer than ten numbers, for example the code of bus line numbers in a smaller town. Such a code is one without articulation (cf. Eco 1976: 232).

Significant codes have either double articulation or only first articulation. Hotel room numbers are often of the latter type (cf. Prieto 1966: 98-108), if their first digit indicates the floor and the second digit the serial number of the room on that floor, for example: 53 = third room, fifth floor.

5.3 Substitutive Codes of the Alphabet

Figure Cd 1 shows three alphabetical codes which are usually interpreted as substitutive codes of the alphabet. However, it is possible that some of these alphabets may also serve in situations of direct semiosis.

5.3.1 Substitutive Coding

Considered substitutes of letters (cf. 2.1.3), the elements of the three substitutive codes are signs, consisting of signifiers whose signifieds are Roman letters. As substitutive codes, all three alphabets have no first articulation since no further semantically relevant segmentation of the substitutive letters is possible. However, there is a difference as to the second level of articulation. The naval flag code has no second articulation. There are no recurrent minimal
units by which the signal flags are distinguished from each other. The Braille and Morse alphabets, by contrast, have a level of second articulation, consisting of distinctive features: dots and dashes (Morse), or dot size and position within a pattern of six dots (Braille).

5.3.2 Direct Coding

An experienced blind reader of Braille does not transliterate the Braille letters into Roman letters while interpreting a Braille message. To him or her, the Braille letter has the same function as the grapheme in writing for seeing language users. To the reader of Braille, the single Braille letter is a figure, an element of second articulation. It is a nonsignifying element of Braille words, and these words are the signs which form messages at the level of first articulation of the Braille language code. Only in its origin is this code a substitutive one. (For the substitutive interpretation of this code, see 2.1.3).

5.3.3 Morse Code

Morse code was developed by Samuel F. B. Morse in 1832. With its dots and dashes, which are the figurae of this code, it seems to be a binary code. However, Morse code is not a truly binary code because there are two additional distinctive elements (figurae): a pause of two-dot length, to mark the limits between letters, and a five-dot pause, to mark word boundaries. Without these pauses, it is impossible to decide whether the message • • • • • means FE, EAE, or EED (cf. Fig. Cd 1).

Thus, Morse code is a digital code with four figurae. The signs are made up of combinations of one to four, the numbers of five, and punctuation marks of six figurae. While this code is essentially without first articulation, there are a few code-specific semes which testify to a partial first articulation. Among these are:

```
• • • • • Wait
• • • • • • Error
• • • • • • • Understood
```

5.3.4 Code Economy

Morse code was devised according to principles of code economy. The length of the Morse signs was determined in consideration of the frequency of the letters in English texts. The most frequent letters in English, E and T, are transliterated by only one figura: . . . . . . Rarer letters have up to four figurae (cf. Cherry 1957: 367). Thus, the economy of Morse code is a syntagmatic one (cf. Information 2.1.6), since with the shortness of frequent letters the total length, and with it the costs, are reduced.

The disadvantage of Morse code consists in its lack of paradigmatic economy, since it requires four figurae instead of two. A binary coding is much more economical (cf. 2.1.4). As Figure 1 (see Information 2.2) shows, a genuinely binary coding of the alphabet (including space and punctuation marks) requires signs of five digits. The loss in syntagmatic economy (5 instead of 1-4 figurae) is compensated by a gain in paradigmatic economy (2 instead of 4 figurae).

5.4 Systems of Graphic Symbols

The so-called graphic symbols (which include iconic and indexical signs) are a semiotically still largely unexplored field of research. Sources for the study of religious, botanical, astrological, or folkloristic symbols, marks, brands, signets, and logos are Koch (1930),
Lehner (1950), Bühler-Oppenheim (1971), Croy (1972), Dreyfuss (1972), Schwarz-Winkelhofer & Biedermann (1972), Kuwayama (1973), and Frutiger (1981). See also the bibliographical references in Symbols (1.1). For the development of graphic symbols for universal communication or at least international public orientation, see Krampen (1965), Modley (1966), Aichler & Krampen (1977), and Krampen (1983: 162-94). See also the pictographic languages discussed in Universal Languages (3.2). A study in the semiotics of diagrams, networks, and maps, especially in the field of cartography, is Bertin (1967).

Many of the signs in question, in particular trademarks and signets, do not form a system of recurrent units. They can be interpreted either as codes with one seme (every symbol is a new code; cf. 4.2.2) or as a global but unarticulated code (comprising the class of all signets, for example). However, there are some special areas of graphical symbolism, such as the Olympic sports pictograms, which have partially recurrent meaningful elements and thus elements of a first articulation. Another example of a graphic code with first articulation is the symbols for textile care (cf. Martinet 1973: 215-17).

5.5 Traffic Signs

The study of traffic signs has been approached from various semiotic perspectives. From semantic and syntactic points of view, Studnicki (1970) and Droste (1972) have studied the grammar and the normative function of traffic regulations. The basis of these studies is verbal paraphrases of the meaning of traffic signs. A comprehensive pragmatic analysis of the code of nonverbal (gestural) and visual signs (such as light signals) used by drivers on public roads is Savigny (1980).

On the basis of Peircean semiotics, Kiefer studies theoretical and typological aspects of traffic signs (1970: 64ff.). Mounin investigates traffic signs from the perspective of French semiology (1970: 155-68). A comprehensive historical and comparative semiotic study of international road signs is Krampen (1983). Prieto (1966) describes traffic signs as a code of a mixed type: there are some groups with first articulation, some (using words) with second articulation, and some (pictorial ones) without articulation.

5.6 Coats of Arms and Flags

Semiotic aspects of coats of arms have been studied by Mounin (1970a: 103-115; 1986) and, under the guidance of Karl Bühler, by Klanfer (1934; 1935). Semiotic studies of national flags are Firth (1973: 328-67), Weitman (1973), and Pasch (1975). Both coats of arms and national flags are clearly codes since they form classes of substitutable signs. In their code structure, both codes have a mobile articulation (cf. 4.2.5).

The code of coats of arms has been subject to historical changes. It is more strongly conventionalized in its syntax, the rules for the combination of its elements, than in its semantics. In the course of the history of heraldry, the symbolic value of the elements of coats of arms was interpreted in many different and sometimes quite arbitrary ways (cf. Klanfer 1934: 122ff.). Some epochs of heraldry developed certain dominant paradigms of interpretation (for example Christian genealogic, political, or even "realistic" ones). National flags constitute a system of recurrent units (colors, forms, and emblems) of an extremely variable semantics (mobile articulation). Thus, the single color "red" in fifty-one national flags of the UN is ascribed no fewer than thirty different meanings, according to official sources (cf. Weitman 1973: 349).
Teaching

The semiotics of teaching and the teaching of semiotics are the two areas of research which intersect in the broader field of semiotics and education. Only a brief survey of research activities in this field can be given in this chapter.

1. Semiotics and Education

The state of the art in semiotic research in education shows a growing interest in a broad spectrum of topics, ranging from the theoretical foundations of education to methodological and practical aspects of teaching in the classroom.

1.1 State of the Art

The general relationships between semiotics and education have been investigated in a number of programmatic articles and state-of-the-art reports (Bense 1977b, Imbert 1980, Bettetini 1986, Cunningham 1987a; b, Sebeok et al. 1988), in anthologies (Brög, ed. 1977, Bernard, ed. 1983), and in the special issues of the journals Bulletin du groupe de recherches sémiologiques 7 (1979), Degrés 38 (1984), Langue Française 61 (1984), Zeitschrift für Semiotik 7.4 (1985), and American Journal of Semiotics 5.2 (1987). For contributions of semiotics to individual subjects of the curriculum, see 2.

1.2 Semiotics of Teaching

The semiotics of teaching studies educational interactions as processes of semiosis. Investigations into these communicative processes belong to the foundations of pedagogy. The results of these investigations are relevant to the choice of methods and media in teaching.

1.2.1 Teaching as Semiosis

Bense argues that semiotics is fundamental to pedagogy because it develops cognitive faculties at all levels of perception and provides the general theory of communication and of the media necessary to the methodology of teaching (1977b: 23). For the contributions of semiotics to the study of media in the methodology of teaching, see also Schanze (1974) and Suhor (1984). Similarly, Regan (in Sebeok et al. 1988: 1-2) considers semiotics to be fundamentally relevant to education insofar as semiotics is a theory of "mind, meaning, learning, and information" and provides a broader perspective by extending interest "beyond the verbal into the nonverbal." Semiotic foundations of the theory of learning are further investigated by Rossi (1987) and by Cunningham (1985; 1987b: 214), who argues that "education based upon semiotic insights" influences our conceptions of curriculum by regard-
ing knowledge "as a process, not a static structure to be learned and remembered."

Bense (1977b), Zellmer (1979), and Houwer (1987) investigate teaching as a process of semiosis in terms of Peircean semiotics. Zellmer describes education as a "guidance to semioses" in a process involving communication, cognition, and behavior. He further considers the Peircean triad of firstness (cognition of elements), secondness (cognition of structures), and thirdness (influence of elements on structures) to be constitutive of three successive phases of learning (1979: 43, 18).

1.2.2 Teaching as Communication

Teaching is a highly asymmetric mode of communication (cf. Dobni-Jülich et al. 1981). The ideological force of the subject, particularly in the natural sciences (cf. Lemke 1987: 221), and the teacher's own authority characterize the situation in the classroom as an interaction between unequal partners. From the point of view of linguistic pragmatics, these and other aspects of verbal classroom interaction have been outlined by Wunderlich (1969b) and Zarcadoolas (1984). The role of nonverbal behavior in classroom interaction is described by Ward & Raffler-Engel (1980) and Smith (1984). For the semiotics of the visual media in teaching, see Metz (1970b) and Jacquot (1977). Focusing on text semiotic features of educational interaction, Greimas (1979) and other members of the Paris School of Semiotics investigate the persuasive strategies in teaching and describe semiotic didactics as a "normative meta-discourse." Greimas envisions the semiotics of teaching as a future branch of semiotics which, "once constituted, will essentially be a maieutic" (that is, a Socratic method of eliciting and clarifying the ideas of others) (ibid.: 8).

2. Semiotics in the Teaching of School Subjects

The role of semiotics in the curriculum of secondary schools has been investigated by Imbert (1980), Suhor (1984), and Cunningham (1987b). Topics and results of applied semiotics have been introduced in the teaching of primary language, secondary language, and a number of other subjects.

2.1 Language Teaching

Apart from the proposal for teaching elements of applied semiotics in the framework of language courses and with the exception of a few semiotic approaches to topics such as vocabulary development (cf. Brög, ed. 1977: 79-104, Zarcadoolas 1984), the main proposals for introducing elements of semiotics in language teaching have been in the field of text semiotics, particularly in literary semiotics (cf. Schuh 1977, Spinner 1977, Mariani 1980: 14-16, Landowski 1980, Kiefer 1982, Fontanille, ed. 1984, and Zarcadoolas 1984). The semiotic theories of literature adopted in these approaches range from Greimas's structural semantics (Landowski 1980) to structuralist theories of aesthetic openness (Spinner 1977) and Derrida's theory of deconstruction (cf. Structuralism 4.3) (Kiefer 1982). In addition to providing models for the teaching of literary text analysis, semiotics contributes to the broadening of the scope of language teaching by offering analytic tools for the study of language in the context of visual communication (cf. Image 3.-4.) and for the study of texts from the mass media, such as advertising, the comics, or film and television (see also Brög, ed. 1977, Bernard, ed. 1983, Bettetini 1986).

2.2 Foreign Language Teaching

There are three main areas of contact between semiotics and the theory of foreign language teaching: nonverbal and visual communication, cultural semiotics, and the methodology of vocabulary teaching. A general review of these and other aspects of foreign language teaching is Baur & Grzybek (1989).

2.2.1 Nonverbal And Visual Communication In The Foreign Culture

Communicative competence in a foreign culture requires more than the correct use of the
foreign language grammar. To explore the relevance of nonverbal communication to the understanding of communication in the culture of the target language, research in kinesics (cf. Hayes 1964) and in the semiotics of gestures has begun to lay the foundations of a contrastive theory of nonverbal behavior (see especially Gesture 2.2.2). For the role of visual communication in foreign language learning, see also Corder (1966), Réthoré (1978), Faber (1981), Brown (1984), and Bettetini (1986).

2.2.2 The Semiotics of Culture in Foreign Language Teaching

Foreign language teaching should pursue the goal of providing the learner not only with a linguistic, but moreover with an intercultural competence (cf. Baur & Grzybek 1989). To attain this goal, the teaching of a foreign language must also be the teaching of a foreign culture. Proposals for adopting cultural semiotics as a foundation in the domain of cultural and area studies in foreign language learning have been made by Köhring & Schwerdtfeger (1976), Melenk (1980), and Baur & Grzybek (1989).

2.2.3 Semiotic Foundations of Teaching Methodology

The two major methods of foreign language teaching, the indirect (or translation) method and the direct method, with its variants, the audiolingual and the audiovisual methods, make use of a variety of semiotic strategies in teaching verbal signs (cf. Nöth 1985: 314–17). Whereas the traditional indirect method taught words of the foreign vocabulary primarily as arbitrary symbols, the strategies of the direct method avail themselves predominantly of indexical and iconic signs. Indexicality occurs both in ostension and in contextualization in foreign language teaching. The element of iconicity in the learning of a foreign vocabulary is discussed by Peirce (§ 8.183). He argues that the teacher who introduces a new word in foreign language teaching uses a pure icon of it: “He virtually says ‘our word is like this:’ and makes the sound. He informs the pupil that the word [...] has an effect which he pictures acoustically.” Besides these and other semantic topics in the methodology of foreign language teaching, current trends in the didactics of secondary languages focus in particular on the pragmatic dimension of teaching (cf. Neuner, ed. 1979, Zarcadoolas 1984, Baur & Grzybek 1989). The problems of teaching syntax have so far only rarely been approached from a semiotic perspective (but see Engels 1978).

2.3 Art and Other School Subjects

Besides language teaching, the visual arts and media studies are subjects whose teaching has been approached from semiotic points of view (cf. Ehmer, ed. 1971; 1973, Brög, ed. 1977, Buss & Riemenschneider 1979, and see also Comics 1.). On the integration of semiotic elements into secondary school programs in visual communication and the arts, see Wichelhaus (1979). A high-school textbook in visual communication based on semiotic principles is Kerner & Duray (1977). Other subjects whose methodology has been investigated from semiotic points of view are mathematics (Zellmer 1979), science (Lemke 1987), economics (Komar 1985, with special emphasis on trademarks, trade names, samples, and other signs in marketing semiosis), and religious instruction (Stock 1978). For semiotic aspects of the teaching of the deaf, see Sign Language.

3. Teaching Semiotics

Semiotics as an explicit subject of teaching is primarily a matter of courses or programs at the university level, but elements of semiotics are also being introduced in teaching programs of secondary schools.

3.1 University Programs

Centers of semiotic research and university chairs explicitly dedicated to semiotic studies have already been established all over the world (for example: Bloomington, Bochum,
Bologna, Buenos Aires, Montevideo, Montreal, Toronto, Urbino, and Paris—for details and further institutions see Sebeok & Umiker-Sebeok, eds. 1986; 1987). Nevertheless, semiotics remains a mostly transdisciplinary enterprise, whose teaching is institutionally associated with many other university programs, such as philosophy, linguistics, language, literary or media studies, aesthetics, communication research, anthropology, or cultural sciences. Courses in semiotics taught in the framework of these various disciplines in German-speaking countries have regularly been surveyed in a series of articles by Lange-Seidl (1985 and 1988). Summer courses—among them the traditional Urbino Summer Institute in Semiotics and the Summer Institute for Semiotic and Structural Studies (now Toronto)—and related international teaching activities in semiotics are regularly announced in the section "Institutions" of Zeitschrift für Semiotik, in the semiannual Bulletin of the International Association for Semiotic Studies (Vienna), and in the International Semiotic Spectrum (Toronto). Teaching programs and syllabi for semiotics as a major or minor in university studies are described by Sebeok (1976: 176-80; 1979: 272-79) and Koch (1971b: 571-600: 1987). For textbooks developed for introductory courses to semiotics at university level, see Introduction (3.1).

3.2 Teaching Semiotics in the Schools

In his programmatic theses on "Semiotic and the School," Morris observed that "semiotic as a separate discipline need not be introduced into the early levels of the school system […]. Skill in the use of signs would not be best served in the early years of education by the too early introduction of a technical semiotical vocabulary (1946: 325)." However, at every stage of the educational process teachers, particularly of the native language, should show what signs appear in an utterance, how they serve various ends, how they are inadequate or adequate in actual communication. […] At the level of higher education, a specific and detailed study of semiotic can serve to raise to fuller awareness the training in the adequate use of signs which should have occurred throughout the earlier levels. (1946: 326)

Today, elements of semiotics are being taught in various high-school programs. After first proposals for introducing basic concepts of semiotics in language courses of secondary schools (Kleinschmidt 1973, Pütz 1973) and a secondary-school textbook in visual communication beginning with an introduction to semiotics (Kerner & Duroy 1977), there is now an Italian Guide to a Semiotics for School (Mariani 1985) and an American five-volume series of anthologies for the use as textbooks in the teaching of semiotics courses in high schools (Thomas, ed. 1980-83). The high-school teaching project in which these materials were developed is described in more detail by Thomas (1984; 1987). Concerning the place of semiotics within the teaching curriculum of schools, Limbert (1980) argues that from an ideal semiotic point of view, a true and complete methodology of pedagogy should lead to a program that would allow, at the same time, both the freedom of a being mastering (consciously or unconsciously) the rules of the manifold systems giving him the possibility to communicate, and also the freedom of the being who would be able to break the rules and to "see" beyond the systems.
PART IV
LANGUAGE AND LANGUAGE-BASED CODES
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Verbal Communication: Introduction

The chapters on language and language-based codes form both the most central and the most incomplete section of this handbook.

1. Language and the Center of Semiotics

The articles on verbal communication are central to the field of semiotics because language is the most highly developed and culturally most important of all semiotic systems. They are necessarily incomplete because an adequate treatment of language would require a more comprehensive survey of linguistics, the science of language. There are two reasons why this more complete survey of language studies cannot and need not be given here: economy of research and the actual research situation.

For reasons of research economy and the history of linguistics, semiotics does not simply include linguistics. A handbook of semiotics therefore need not contain another handbook of linguistics. Although semiotics does include the field of language, linguistics with all its subdisciplines from phonetics to text linguistics has its own autonomous research tradition. Central topics of language study, such as morphology or syntax, therefore cannot be introduced in this handbook. The focus will be only on semiotic linguistics, approaches to language with a specific semiotic background. For reasons of the actual research situation, a handbook of semiotics can afford to omit central topics of linguistics since the reader can be referred to a number of excellent introductions (Bolinger 1975, Lyons 1981, Fromkin & Rodman 1983) or encyclopedic handbooks of language and linguistics (Ducrot & Todorov 1972, Althaus et al., eds. 1980, Crystal 1987).

2. Translinguistic Topics of the Semiotics of Language

The semiotic interest in language is directed both at the foundations of language and at translinguistic extensions of verbal communication. The choice of the topics in this section results from these two directions of research. Topics concerning the semiotic foundations of language are discussed in the chapters on language and on arbitrariness and motivation of language signs, but the structures and functions of the semiotic system of language are also discussed in many other chapters of this handbook.

As a translinguistic field of research, semiotics extends the scope of study from vocal verbal communication (language in the narrower
sense) to nonvocal modes of language and to language phenomena traditionally neglected or even ignored by linguists. This translinguistic scope is the reason for including the chapters on paralanguage, writing, universal language, sign language, and language substitutes in this section. There are other chapters in this handbook whose topic is the scope of "translinguistics." Verbal communication beyond language as a system is the topic of the sections on text semiotics, while nonverbal and visual communication are two further sections in which the relationship between language and nonlinguistic phenomena is discussed.
Language in a Semiotic Frame

To study language in a semiotic frame is to investigate language in relation to semiotic systems in general. This investigation raises the question of the scope of linguistics in relation to semiotics. Explicitly semiotic approaches to language generally aim at some extension of the scope of linguistics. In particular, semiotics is interested in determining the features of language in comparison to other sign systems or codes. Addenda to this chapter are the chapters on linguistic semantics, discussed in the broader context of semantics and meaning. The chapters on linguistic structure, system, iconicity, and linguistic structuralism discuss further aspects of linguistics which have become paradigmatic for the study of other semiotic systems.

1. Linguistics and Semiotics

The relationship between linguistics and semiotics can be interpreted as one of mutual exclusion, one of a part-whole relationship, one of interpenetration, and one of heuristic relevance.

1.1 Semiotics Excluding Linguistics

The least fruitful view is the one that considers linguistics and semiotics to be two mutually exclusive disciplines. Explicitly, Guiraud expresses this view as follows:

Semiology is the science which studies sign systems: language, codes, sets of signals, etc. According to this definition, language is part of semiology. However, it is generally accepted that language has a privileged and autonomous status, and this allows semiology to be defined as the study of non-linguistic sign systems, which is the definition we shall adopt here. (1971: 1)

Similarly, Mounin claims that semiotics "constitutes itself by differentiation from linguistics" and warns against the confusion of semiotics with linguistics (1970a: 18; 1970d: 67). One of the reasons why linguistics is thus considered a discipline apart from semiotics is the historical autonomy of linguistics in relation to the more recent discipline of semiotics (cf. Mauro 1975). For different reasons, the view of semiotics and linguistics as two separate domains is also shared implicitly by Chomsky (1979) when he claims that the study of non-linguistic sign systems contributes little or nothing to the study of language.

1.2 Linguistics as a Part of Semiotics

According to Cassirer, "linguistics is a part of semiotics" (1945: 115). This view is accepted by those who refuse to restrict semiotics in its scope and exclude certain sign systems from it.
To study linguistics as part of semiotics is to consider semiotics as the general theory of signs and linguistics as one of its special subfields. Sebeok supports this view: "If the subject matter of semiotics encompasses any messages whatsoever, the subject matter of linguistics is confined to verbal messages only" (1979: 37; see also 1988). This view is in accordance with the semiotic theories proposed by Peirce, Saussure, and Morris. In this view, a semiotic approach to language is an extension of linguistics, provides a particular general perspective in the study of language, or contributes to the discovery of the specific characteristics of language.

1.3 Semiotics as Part of Linguistics?

Barthes proposed the provocative theory of semiotics as being a branch of linguistics. In this view, linguistics is extended to include the level of the text (cf. 2.2.4), but at the same time, semiotics is reduced to the study of textual structures only (cf. Engler 1970: 64-65). From the point of view of general semiotics, this theory is generally rejected as being logocentric. The view of semiotics as a part of linguistics has also been attributed to Hjelmslev, who argued that "a language is a semiotic into which all other semiotics may be translated" (1943: 109), but Hjelmslev, in this context, did not refer to natural language but rather to semiotic systems in general (cf. 2.1).

A linguist who also argues that semiotics is in a way derived from linguistics is Benveniste (1969: 239, 241). Discussing the relationships between language and nonlinguistic sign systems, he argues that

no semiology of sound, color, or image can be formulated or expressed in sounds, colors, or images. Every semiology of a nonlinguistic system must use language as an intermediary, and thus can only exist in and through the semiology of language. Whether language serves here as an instrument rather than as an object of analysis does not alter this situation which governs all semiotic relationships; language is the interpreting system of all other systems, linguistic and nonlinguistic. [. . .] Language alone can—and, in fact, does—confer on other groups the rank of signifying system by acquainting them with the relationship of the sign.

While it is true that language is the only possible instrument of semiotic analysis, this does not prove the semiotic dependence of nonlinguistic signs on language. It is a logical mistake to neglect the distinction between object- and metalevels of analysis, as Benveniste does expressly. Concerning the aspect of translatability of nonlinguistic signs into language, Sebeok correctly observes that such *intersemiotic transmutation* "is, at best, likely to introduce gross falsification, or, like most music, altogether defy comprehensible verbal definition" (1979: 38). For further arguments against this axiom of translatability, see also Prieto (1975a: 134).

1.4 Perspective Interpenetration

If semiotics is accepted as the general theory of signs, a general sign theoretical perspective can in principle be applied to every field of language. Almost every branch of linguistics can therefore be studied from a general semiotic perspective. The broad scope of linguistic topics which have thus come under consideration in a semiotic context is evident in the sections on "language and semiotics" of congress proceedings such as Chatman et al., eds. (1979: 377-416), Borbé, ed. (1984: 1059-1269), Oehler, ed. (1984: 527-638), and Deely, ed. (1986: 597-648). Even topics which traditionally belong to the core of linguistics have been interpreted from a semiotic perspective. Thus, Andersen (1979) studies "phonology as semiotic," Shapiro (1983) interprets topics of phonology, morphophonemics, and morphology from a Peircean semiotic perspective, and Shaumyan (1987) extends his semiotics of language from phonology and morphology to syntax. In addition to linguistic semantics, another field of linguistics which has increasingly attracted a semiotic attention is the study of
However, core fields of linguistics, such as phonology, morphology, lexicology, and syntax, have a tradition which is largely independent of general semiotics. Semiotics only adds a specific perspective to these fields of research or contributes to the theoretical foundations of these branches of linguistics. But there are fields of linguistics which are more naturally dependent on semiotics. Among these fields which essentially require a semiotic extension are linguistic semantics and pragmatics.

1.5 Linguistics as the Pilot Science of Semiotics

Saussure proposed to take linguistics as the patron général for the study of other sign systems, and Lévi-Strauss considered phonology a paradigm of the sciences of man (see Structuralism 2.1). The tradition of functional semiotics (Buysens 1943, Prieto 1966; cf. Hervey 1982) has followed most closely such guidelines for the discovery of isomorphisms (cf. Marcus 1974: 2871) between language and the structure of nonlinguistic sign systems (see also Code, Music 3.1, Architecture 3.2.1, Objects 2.1, and Film 1.2.2). For warnings against the dangers of transferring the model of language to the study of nonlinguistic systems see Mounin (1970d: 69), Garvin (1977: 103), and Sebeok (1979: 38).

The views of the heuristic relevance of linguistics to semiotics have been supported by historical, genetic, and structural arguments. From the perspective of the history of semiotics, it has been argued that linguistics as a discipline has a higher degree of development than semiotics and therefore merits being taken as a guideline in the more recent field of semiotics. Both genetically and structurally, others have argued that language is the most highly developed sign system and that language can therefore best explain the principles of semiosis in general. Bloomfield represents this view when he argues that "linguistics is the chief contributor to semiotic" (1939: 55). Similarly, Weinreich refers to natural language as "the semiotic phenomenon par excellence" (1968: 164).

Structurally, Benveniste distinguishes three types of relationship between semiotic systems, each of which implies a type of heuristic relevance of language in relation to other semiotic systems (1969: 239-41). (1) There is a generative relationship: language can generate other semiotic systems, such as scientific and artificial languages or religious and legal systems (see also Greimas 1974b). (2) There is a relationship of homology (or isomorphism; cf. above). (3) There is a relationship of interpretance: language is the interpreting system of all other semiotic systems (see 1.3).

2. Semiotic Linguistics

What is a semiotic approach to language? The answer to this question requires a preliminary definition of language and depends very much on the basic positions adopted by the various schools of semiotics. There are usually two reasons why approaches to language are characterized as being semiotic: either the study is concerned with a particular field of language study which is being considered as an extension of traditional linguistics, or the study is based on the theories of a scholar whose work is considered to belong to semiotics.

The following discussion of semiotic approaches to language and linguistics is mainly restricted to explicitly semiotic approaches, i.e., language studies by authors who characterize their particular approach as semiotic. The field of implicitly semiotic approaches to language is much larger. It certainly includes most of linguistic semantics (and pragmatics, cf. 2.2.3), and, since language is a semiotic system, all of linguistics could be considered as being implicitly semiotic (but see Verbal Communication).
2.1 Linguistic and Nonlinguistic "Languages"

The term language is commonly used both for linguistic and for nonlinguistic sign systems. In the latter, metaphorical sense, there is a language of music (q.v. 3.1), architecture (q.v. 3.2.1), objects (q.v. 2.1), and film (q.v. 1.2.2), a language of space (see Proxemics 3.1), and animal languages (see Zoosemiotics 2.). Hjelmslev defined language in this "far broader sense" of a semiotic system generally (1943: 102). This metaphorical extension of the concept of language has given rise to some confusion concerning the scopes of semiotics and linguistics (cf. Mounin 1970a: 18, Chomsky 1979: 32). Therefore, it must be clarified that the following discussion deals only with human vocal language in a nonmetaphorical sense (cf. Verbal Communication).

2.2 Semiotic Extensions of Linguistics

The extensions of traditional linguistics which are usually characterized as representing a semiotic approach to language may be grouped in seven categories.

2.2.1 Semiotics as the Theory of Language

In the tradition of logical empiricism, semiotic (mostly not semiotics) is a philosophical theory of language. This view is best expressed by Carnap as follows:

In the investigation of languages, either historical natural ones or artificial ones, the language which is the object of study is called the object language. [...] The language we use in speaking about the object language is called the metalanguage. [...] The entire theory of an object language is called the semiotic of that language; this semiotic is formulated in the metalanguage. (1954: 78-79)

In this tradition of logical semiotics, Pelc (1971) investigates the semantic foundations of language, Bobes Naves (1973) discusses semiotics as a theory of language, Martin (1978) entitles his primer of formal logic and metalogic Semiotics and Linguistic Structure, and others (cf. 2.3) study language from the perspective of Peirce's philosophy.

2.2.2 Sign Theoretical Foundations of Language


2.2.3 The Pragmatic Framework of Linguistics

Pragmatics, according to Morris, studies "the relation of signs to their interpreters" (1938: 30). While syntax and semantics belong to the traditional core fields of linguistics, the extension of language studies in the direction of pragmatics is a more recent development which presupposes a semiotic foundation (cf. Frier 1977, Lieb 1981b, Hervey 1982: 93-125, Hüllen 1989). The development of linguistic pragmatics was strongly influenced by Austin's and Searle's "theory of speech acts." Although, as Hervey points out, there is a conspicuous lack of semiotic terms in this tradition of linguistic pragmatics, "the correct framework of the theory of speech acts is that of communication in general and semiotics in particular" (1982: 93). Aspects of this framework are discussed in the chapters on communication, function, and magic and in the section on nonverbal communication. On the differences between and the common bases of linguistic pragmatics and semiotics, see also Parret (1983).
2.2.4 The Text Semiotic Extension of Linguistics

To some semioticians, the specifically semiotic approach to language begins with text semiotics (cf. 1.3). *Semiolinguistics* is a term which is sometimes applied to this semiotic direction of linguistic research (Hendricks 1973, Charaudeau 1983). For details see Text Semiotics (2.2.1) and Greimas (1.1-2).

2.2.5 The Cultural Framework of Language

According to Bateson, "to deal with linguistics in a semiotic frame, we must assume that coded linguistic communication is concurrent with little known types of communication in other modalities" (1968: 10-11). In this view (see also Ramat 1975), semiotic linguistics extends the study of language to its cultural framework. This framework is the one of the codes of visual and nonverbal communication (see especially Film, Comics, Advertising). The relationship between language and those nonlinguistic cultural codes is either one of *contiguity* (as in theater or film: language in the context of nonlinguistic modes of communication) or one of *representation* (as in literature: language depicts other modalities of culture). See also Nöth (1978a).

If the extension of language studies to the cultural and behavioral framework of language is characteristic of a semiotic approach to language, Pike's *tagmemics*, the theory of *Language in Relation to a Unified Theory of the Structure of Human Behavior* (1967), must be considered a classic of semiotics although Pike himself does not use an explicitly semiotic terminology in his studies. For further aspects of the cultural framework of a semiotic linguistics, see also Fawcett et al., eds. (1984).

2.2.6 The Study of Nonvocal Languages

The view of semiotic linguistics as an extension from the traditional concern of linguistics for the study of vocal language to nonvocal language systems is discussed in the other chapters of this section (see also Verbal Communication 2.).

2.2.7 Semiogenesis and Language

A specific semiotic extension of linguistics is the study of the evolutionary roots of language (cf. Koch 1974a, McNeill 1979, Sommerfeld 1980, and Koch, ed. 1982). The study of the biological foundations of language (Lenneberg 1967, Lieberman 1984, and Marquardt 1984) and the phylogenetic principles of *glossogenetics* (Grolier, ed. 1983) presupposes research in nonlinguistic sign systems. For some of these aspects see Nonverbal Communication, especially Gesture (2.5.2) and Zoosemiotics.

2.3 Semioticians as Linguists and Linguists as Semioticians

Some language theories are usually considered and sometimes declared to be semiotic because either their authors are major figures in semiotics or they are linguists whose work is associated with semiotics (cf. Hüllen 1989). For "semiolinguists" such as Greimas, who could also be mentioned in this paragraph, see 2.2.4 and Text Semiotics.

2.3.1 Semioticians in Linguistics

The major figure in general semiotics whose work has been of influence to linguistics is Peirce (cf. Romeo 1979a). Jakobson called him a "pathfinder in the science of language" (1980: 31). Bense made an early attempt at determining the structure of sentences, linguistic categories, and text types on the basis of Peirce's typology of signs (1967: 58-72; see Peirce 3.4). Shapiro (1983) elaborated the foundations of a Peircean linguistics. From an orthodox semiotic point of view, Walther (1984) criticizes this approach as not being Peircean enough, but unfortunately, Walther's (1985) own contributions to the field are devoid of a linguistic foundation. Deledalle (1979) proposes a reinterpretation of standard theories of modern linguistics and deals extensively with the differences between the Peircean and the Saussurean approach to language (see also Peirce 1.1.2). Further aspects of a Peircean theory of language are discussed by

Another semiotician of relevance to linguistics is Morris. As the founder of the famous tri-partition of semiotics into syntax, semantics, and pragmatics, Morris might have been expected to be particularly influential in linguistic pragmatics, but this branch of linguistics developed largely independently of his semiotics. For Morris's contribution to text semiotics see Morris (4).

2.3.2 Classics of Semiotic Linguistics

Classics in linguistics whose work is generally considered to be semiotic are Saussure, Hjelmslev, Jakobson, and the psycholinguist Karl Bühler (1879-1963). In part, this is an evaluation post festum: Saussure, for example, considered semiotics (semiology) an extension of linguistics. Nevertheless, because of his concern for the semiotic foundations of language, it is certainly justified to interpret Saussure's work as one of semiotic linguistics (cf. Fawcett 1982). Hjelmslev's semiotic linguistics ("glossemics") became particularly influential in the field of structural semantics (cf. Greimas, whose work is sometimes characterized as "neo-Hjelmslevian"). More recently, a synthesis of Hjelmslev's semiotics with the stratificational approach to linguistics has been proposed by Lamb (1984). For Bühler's contributions to semiotic linguistics see especially Innis (1982), Sebeok (1981: 91-108), Eschbach, ed. (1984), and Function (3.1).

2.3.3 Halliday and Shaumyan

Two more recent authors who have proposed a semiotic theory of language are Halliday and Shaumyan. Halliday characterizes his studies in first language acquisition as sociosemiotic (1978: 1; see also Fawcett et al., eds. 1984). He wants to study language as a product of a social process in which "the construal of reality is inseparable from the construal of the semantic system in which the reality is encoded." In Halliday's interpretation, "a social reality (or a 'culture') is itself an edifice of meanings—a semiotic construct," and "language is one of the semiotic systems that constitute a culture; one that is distinctive in that it also serves as an encoding system for many (though not all) of the others" (1978: 2). The dimensions of Halliday's sociosemiotic theory of language are the text, the situation, the text variety, the code, the linguistic system, and the social structure (ibid.: 108).

Shaumyan proposes A Semiotic Theory of Language (1987) whose core is his theory of applicative universal grammar. He defines language as a sign system with six properties (ibid.: 2): (1) two semiotic strata, called sign stratum and diacritic stratum (basically double articulation; cf. 4.1), (2) sequencing, (3) use of rules, (4) structure, (5) hierarchical stratification, and (6) semiotic relevance. His principle of semiotic relevance is inspired by the Humboldt-Whorf principle of linguistic relativity: "The only distinctions between meanings that are semiotically relevant are those that correlate with the distinctions between their signs" (ibid.: 11-12). But neither are signs determined by their meanings nor are meanings determined by their signs. Only the sign-meaning correlation is semiotically primitive. However, Shaumyan also admits the relevance of what he calls extrasemiotic aspects of meaning, meanings rooted in culture (ibid.). Thus, what is relevant from a semiotic point of view may be irrelevant from an "extrasemiotic" point of view and vice versa (ibid.). In this terminology, semiotic is apparently synonymous with linguistic, while extrasemiotic refers to semiotic in the broader sense, as used throughout this handbook.

A basic principle of Shaumyan's semiotic linguistics is his distinction between genotype and phenotype grammar (1987: 19, 284). The linguistic genotype is the common semiotic basis of all natural languages. It is a simple sign system which controls the functioning of language and explains the unconscious process of language acquisition. The linguistic phenotype varies with different languages. The same basic genotype structure can be represented by a variety of grammatical phenotype structures. Language universals are part of the genotype. Genotype grammar comprises formal units (predicates, terms, modifiers) and abstract op-
erator-operand relations between these units. Phenotype grammar comprises morphemes, words, and their syntactic structure (ibid.: 97).

3. Design Features of Language

According to Mauro, semiotics draws the attention of linguistics to the new frontier of a theory "capable of explaining the specific characteristics of human language" (1975: 46). Several attempts have been made to attain this goal by contrasting human language with nonlinguistic semiotic systems. The most influential proposal in this context is Hockett's list of design features. Other definitions of language in a semiotic frame can only be discussed more briefly (see 3.2-4.).

3.1 Hockett's Design Features (DF) of Language


3.1.1 DFs Relating to the Channel

Language in Hockett's characterization is only vocal verbal communication and does not include written or sign language (cf. the DFs of writing in Writing 2.2). Three of his DFs relate to the vocal channel:

DF 1: **Vocal-Auditory Channel.** Language is produced by means of the vocal tract. The signals are received through the ears.

DF 2: **Broadcast Transmission and Directional Reception.** Sound moves in all directions from its source and can pass around obstacles. The receiver is able to locate the direction of the source of speech.

DF 3: **Rapid Fading.** Spoken signals vanish quickly, leaving the channel free for further messages.

3.1.2 DFs of the Pragmatic Dimension

Three features characterize the social setting of linguistic communication and its behavioral implications:

DF 4: **Interchangeability.** Adult members of a speech community can be both senders and receivers of messages.

DF 5: **Complete Feedback.** The speaker can hear immediately, and thus monitor by feedback, his or her own message. Together with DF 4, total feedback has also a social dimension (cf. Communication 3.2.2 on proprio-exteroceptive and communicative feedback).

DF 6: **Specialization.** The act of speaking is specialized to the communicative functions of language. Speaking does not serve any additional physiological functions. It requires little physical effort, and its energetic consequences are biologically irrelevant. The speaker is free to perform other activities while speaking.

3.1.3 DFs of the Semantic Dimension

Five DFs characterize language in its semantic dimension:

DF 7: **Semanticity.** Hockett (1960: 141) considers only the referential function of language. In his view, human language is a semantic system of communication because its elements have "associative ties with things and situations, or types of things and situations, in the environment of its users." This is an insufficient characterization of the semantic dimension of language (cf. Lyons 1977: 79–80),
which comprises both sense and reference (cf. Meaning).

DF 8: Arbitrariness. The signal-object relationship is arbitrary and not iconic.

DF 10: Displacement. The language sign can refer to objects remote in time and space.

DF 14: Prevarication. We can say things that are false or meaningless. Eco considers this feature to be characteristic of semiosis in general.

DF 15: Reflexiveness. Language can be used to communicate about language. This is Jakobson's metalinguistic function.

3.1.4 Semiogetic Features
Two features relate to the conditions of language acquisition:

DF 13: Tradition. The conventions of language are passed down by teaching and learning, not through the germ plasm. Language is thus acquired by culture, not by nature.

DF 16: Learnability. The speaker of one language can learn another language.

3.1.5 Characteristics of the Code
Three features relate to language as a code (for further aspects see 4.):

DF 9: Discreteness. The sign repertoire consists of discrete and recurrent units. There is no gradation of linguistic elements in terms of more or less. The units of language are not continuous.

DF 11: Productivity or Openness: “New linguistic messages are coined freely and easily, and, in context, are usually understood.” Productivity is primarily due to the syntax of language. New messages are generated by the creative combination of linguistic signs.

DF 12: Duality of Patterning. This is the feature which semioticians, following Martinet (1949), also refer to by the term double articulation. The discussion of this key concept of linguistics and the semiotic theory of codes requires a separate paragraph (see 4.1).

3.2 Central Properties of Language
Zoosemiotics is only one framework within which the specific features of language may be determined. Other features can be obtained by comparing language to human nonverbal communication, to the “languages” of music, the visual arts, or other nonlinguistic codes. Of the many approaches to this topic, only three additional proposals can be discussed in this chapter.

3.2.1 The Zoosemiotic Framework
Within his zoosemiotic framework, Hockett showed that many of his sixteen design features of language also occur in systems of animal communication. Nevertheless, he regards four features to be central properties of language: openness, displacement, duality, and traditional transmission (Hockett 1963: 177).

3.2.2 The Semiogenetic Framework
From a semiogenetic perspective, Bronowski isolates the characteristic of delay between the incoming auditory message and the outgoing response as a “central and formative feature in the evolution of human language” (1967: 381). He furthermore distinguishes four consequences of this delay of human linguistic response: (1) separation of affect, (2) prolongation (“the ability to refer backward and forward in time”), (3) internalization (“the effect of producing an inner discussion of alternatives before the outgoing message is formed”), and (4) reconstitution (analysis and synthesis of messages).

3.2.3 The Anthroposemiotic Framework
In an attempt at determining the essence of language against the background of other modes of human communication, Mounin (1970d), based on Buysens (1943) and Benveniste (1969), singles out the following six features of language: (1) the function of communication (not present in symptoms or indices), (2) arbitrariness, (3) being a system (unlike the visual arts or spontaneous gestures), (4) linearity (unlike visual communication), (5) discreteness, and (6) double articulation.

3.2.4 A Universal Semiotic Framework
In extension of Hockett's list of design features, Osgood (1980) proposes a system of defining
characteristics of language based on additional code theoretical, behavioristic, and comparative linguistic considerations. Osgood distinguishes (I) defining features of language generally (considering the possibility of semiotic systems of creatures from outer space) from those of human language. He further classifies some of the latter as (II) defining and others as (III) nondefining features of human language.

I. Language in general has six defining characteristics: *nonrandomly recurrent signals*, a syntactic, a semantic, and a pragmatic criterion ("dependencies between signals and their users"), and the DFs of interchangeability and productivity.

II. The defining criteria of human language, according to Osgood, are either *structural* or *functional*. The structural criteria include the DFs of the channel, feedback, plus a new criterion called *integration-over-time* (similar to Bronowski's feature of delay; see 3.2.2). His functional criteria include arbitrariness, discreteness, and the features of *hierarchical* and *componential organization* (similar to the DF of duality of patterning).

III. While all defining characteristics of human language are, *ipso facto*, language universals, Osgood specifies that most of the nondefining characteristics are only statistical universals (1980: 26). In addition to Hockett's DFs 14-16, these include such criteria as *translatability*, *propositionalization* (language creates propositions testable as to their truth or falsity), *progressive differentiation*, a *least effort* principle (G. K. Zipf's law), and two principles related to Jakobson's theory of *markedness* (see Jakobson 3.).

4. Language as a Code

There are two directions of heuristic influence between the semiotics of language and the theory of codes. One is that the linguistic model of the double articulation of language has become paradigmatic for the study of other semiotic systems (see Code 4.2.1); the other is that the metaphor of language as a code has led to specific views of language derived from the more general theories of codes and information. Since *code* is largely synonymous with *semiotic system*, the topic of this chapter overlaps with those on linguistic system and structure. Those chapters, however, focus on specifically linguistic models and their relevance to semiotics in general.

4.1 Double Articulation

The principle of double articulation or duality of patterning has often been considered to be the principal or even the single distinguishing feature of human language (thus Martinet 1949: 8). Its formulation is generally attributed to Martinet's functional linguistics. Jakobson claims that the principle has a tradition dating back to medieval speculative grammar, where the Modistae distinguished between *articulatio prima et secunda* (1980: 40), but according to Pinborg (1967: 43-44), this medieval distinction refers to the difference between the lexical and grammatical levels of language.

4.1.1 Martinet's Double Articulation

In Martinet's (1949; 1960) theory, articulation means structuring. In language, there is a twofold structuring (double articulation) by two types of units. At the level of first articulation, a message is structured into meaningful units. These units are linguistic signs consisting of a signifier and a signified. The minimal units at this level are defined as *monemes* (corresponding to *morphemes* in American linguistic terminology). The English word *in-active* is composed of three distinguishable units of meaning and thus three monemes. The level of second articulation structures the phonetic signifiers of the monemes into nonsignifying but distinctive units, the *phonemes*. The corresponding units of written language are the *graphemes* (see Writing 4.1). Their only function is to distinguish monemes. The structure (articulation) is determined by the laws of the phonological system.
4.1.2 Hockett's Duality of Patterning

In Hockett's version of the same principle (1960: 151-52), duality of patterning means that the semiotic system of language consists of two types of elements: (1) smallest meaningful elements and (2) minimum meaningless but differentiating elements. In language, these units are (1) the morphemes (Martinet's monemes) and (2) the phonemes. For the study of other semiotic systems, Hockett adopts Hjelmslev's glossematic terminology and calls the differentiating elements cenemes and the meaningful elements pleemes (1963: 172) (see Fig. L 1). However, in Hjelmslev's glossematics, the fundamental dualism of language is not the double articulation into phonemes and morphemes but between the two planes of expression and content (cf. Martinet 1957: 106). Hjelmslev's expression plane comprises both phonemes and morphemes, while the content plane comprises only conceptual units of sense (see Meaning).

4.1.3 Extensions of the Principle

Some linguists have criticized the principle of double articulation for providing only an insufficient characterization of the basic structural levels of language. The proposals for extending this principle have essentially taken two directions: either lower or higher structural levels are proposed (see also Code). Hjelmslev's semiotic linguistics introduces lower levels of linguistic structure, namely, the levels of figure, which he postulates both for the content and for the expression plane of language. His model of language can therefore be interpreted to consist of four articulations. Other linguists want to extend the principle of double articulation by introducing higher levels of linguistic patterning. Thus, Henne & Wiegand propose a level of third articulation to describe the rules of combining morphemes into higher syntagmatic units (1973: 133-34). Koch (1971a) even postulates further levels of articulation by ascribing structural autonomy to the levels of the word, the sentence, and the text.

4.2 The Language Code

The term code has been adopted in linguistics as a synonym of system. There are homologies and differences between language and artificial codes which are both sign repertoires and systems of semiotic transformation.

4.2.1 Terminological Preliminaries

The designation of language as a code is of a relatively recent date (cf. Mounin 1970a: 77-86). Although Saussure talked about the language code once (1916b: 14), a wider dissemination of the term in linguistics began only in the 1950s. In the context of developments in the theories of information and communication, Martinet (1960: 34) and Jakobson (1961: 573) proposed to restate the Saussurean langue/parole dichotomy by the terms code and message, “the code being the organization which permits the composition of the message.” Under the influence of Jakobson, the new concept was adopted by Hymes and Bernstein in sociolinguistics, where it became a key term in the sociology of language.

Several scholars have criticized (Mounin 1970a, Kurz 1976) or even rejected (Cherry 1957: 8, Gipper 1978: 173-77) the term language code, emphasizing the differences between natural languages and artificial codes. Although code is also used as a synonym of system (cf. Buyssens 1967: 52), the two terms have different terminological connotations. Code implies reference to the psycholinguistic processes of encoding, storage, and decoding of language,
but has the inadequate connotations of artificial closure. The term system places more emphasis on aspects of structure, relations, and rules in language (see further System 4.3).

4.2.2 The Language Code as Sign Repertoire

As sign repertoires, codes consist of a homogeneous and closed set of unambiguous symbols. Language, however, is an open system of semantically flexible signs. To overcome these implications of statics and closure, Jakobson and the sociolinguists have introduced two modifications of the concept of code in linguistics. Jakobson proposed "the dynamic view of [language as] a diversified, convertible code" (1973a: 37-38), emphasizing that "language is never monolithic," that "its overall code includes a set of subcodes [...] with fluctuations from subcode to subcode" resulting in dynamic changes in language (1961: 574). The subcodes of language according to Jakobson are its functional varieties (dialects, ideolects, styles, etc.) (1973a: 37).

Bernstein's sociolinguistic "code theory" of the 1960s (cf. Hager et al. 1973) distinguishes between the general code of a national language and the speech codes of individuals or social groups. In this theory, the latter is defined as a selection from the sign repertoire of the former. Since individuals or groups select differently from the repertoire of the general code, this results in code differences between different speakers in a language community. (The communication model in Fig. C 2 represents these differences as SR₁ and SR₂, the partial sign repertoires not shared by speaker and hearer.) Bernstein considered the differences between the elaborated code of middle-class speakers and the restricted code of lower-class speakers to be one of the most important facts in the sociology of language. The assumption that the difference between these sociolinguistic codes is only a matter of the degree of "elaboration," however, has been rejected by the generation of sociolinguists following Bernstein. The mere differential view of the subcodes of a language is static and neglects the dynamic principle of convertibility postulated by Jakobson.

4.2.3 Codes as Rules of Semiotic Transformation

The second main aspect of the definition of artificial codes is that they are "systems of transformation," whereby the signs of one sign repertoire, for example the letters or words of a language, are substituted for those of a second sign repertoire. Does language have characteristics of this kind? Language is not a substitutive system in the way Morse code is. Messages of vocal language are not the transformation of messages of some other code. Not even writing, sign languages, or language substitutes are mere 1:1 transformations of vocal language since they have various degrees of semiotic autonomy.

From a psycho- and neurosemiotic perspective, however, language processing has often been described as involving transformations between different modes of coding. Thus, early psycholinguistic models of communication (cf. Hörmann 1967: 7) describe linguistic encoding and decoding as processes of translation: the speaker transforms intentional behavior into acoustic signals, the hearer transforms the signals into interpretative behavior. Jakobson described encoding as a transformation of meanings (signata) into sounds (signantia) (1961: 575). These models characterize semiosis at the levels of content and expression as two successive stages of the communicative process. It is true that a dogma of the semiotics of language claims that the expression and content planes of the linguistic sign cannot be separated. According to Saussure, the signifier and the signified are inseparable like the front and the back of a sheet of paper: "One can neither divide sound from thought nor thought from sound" (1916b: 113). But the perspective from the logic of signs is not the same as that from psychology or neurology. Research in neurosemiotics (cf. Ivanov 1978) has meanwhile given evidence that a disconnection of signifier and signified can occur in aphasia (Linke 1981). These data suggest that the en- and decoding of linguistic sound and meaning are probably different cerebral processes.
Arbitrariness and Motivation: The Language Sign

"The linguistic sign is arbitrary." This thesis is Saussure's "first principle of the nature of the linguistic sign" (1916b: 67). Hockett considers arbitrariness to be a defining property of language, but traces of this feature also appear in nonlinguistic sign systems. A precursor to the Saussurean dogma of arbitrariness is the thesis of the conventionality of words. Both theories have their antitheses in views emphasizing the natural and motivated character of language. But the two dichotomies are not altogether equivalent. While arbitrariness and motivation primarily relate to the semantic dimension of the sign (its relation to the object), the convention–nature dualism focuses on its pragmatic dimension. For further aspects of motivation in language see also Icon (1.2), Metaphor and Universal Language.

1. Nature and Convention

The dualism of nature and convention is only a segment of a larger semantic network including semantic oppositions such as conventional vs. motivated, conventional vs. universal, and also natural vs. artificial (cf. Hołówka * 1981). From Plato to modern philosophy, the dualism of nature and convention has been a fundamental issue of the philosophy of language. Aristotle, Augustine, William of Ockham, Port-Royal, Malebranche, Locke, Leibniz, Berkeley, Hume, de Brosses, Wilhelm von Humboldt (cf. Trabant 1986), Heidegger, Dewey, Wittgenstein, Austin, Grice, and Lewis (1969) are some of the landmarks in the history of this semiotic principle (cf. Coseriu 1967, Formigari 1970, Genette 1976, Schrader 1976). Saussure's dogma of arbitrariness is part of this history but has developed its own tradition within linguistics and semiotics.

1.1 Cratylus vs. Hermogenes

The dualism of nature (qrst) and convention (snome and qesi) in language was discussed by the pre–Socratic philosophers Heraclitus (cf. Coseriu 1970, Schmitter 1987) and Democritus (Rollin 1976: 15-16). It became the central topic of Plato's "Cratylus or on the Correctness of Names." In this dialogue, the topic of linguistic conventionality is discussed dialectically from the perspectives of two philosophical schools (cf. Goldschmidt 1940 and Coseriu 1970).

1.1.1 Nature

Cratylus, follower of Heraclitus, maintained that "everything has a right name of its own, which comes by nature" [qrst], not "by agreement" [smnt] and that "there is a kind of inherent correctness in names" (383A). In this view, the "true" [sm] meaning of words could be revealed by the
study of their etymology. The primitive names resulting from etymological analysis of words are signs which correctly describe the "reality of the things named and imitate their essential nature" (424A). "Correctness of a name is the quality of showing the nature of the thing named" (428 E), and "he who knows the names knows also the things named" (435D).

1.1.2 Convention

Hermogenes, follower of Parmenides, expressed the antithesis (384D): "I cannot come to the conclusion that there is any correctness of names other than convention and agreement" \( \text{[\xi\nu\nu\theta\eta\kappa\kappa\iota\iota\omicron\omicron\lambda\omicron\omicron\alpha]} \) and "no name belongs to any particular thing by nature, but only by the habit and custom \( \text{[\nu\omicron\mu\omicron\omicron\kappa\alpha\iota\omicron\epsilon\omicron]} \) of those who employ it and who established the usage."

1.1.3 Plato's Synthesis

Socrates mediated between thesis and antithesis by admitting that "both like and unlike letters, by the influence of custom and convention, produce indication," i.e., meaning (435A). Words cannot be totally arbitrary since "in naming we cannot follow our own will" (387D). The giving of names is "the work of a lawgiver" (390D). While he thus admitted that there is conventionality in language, Socrates nevertheless argued for the superiority of the names "representing by likeness" over "representations by chance signs" (434A). But ultimately, "no man of sense can put himself and his soul under the control of names, and trust in names and their makers to the point of affirming that he knows anything" (440C).

1.2 Pragmatics of Conventions and Rules

While Plato discussed the nature-convention dualism primarily from the semantic perspective of the correctness of words in relation to their referential objects, the pragmatic dimension of linguistic conventionality, its role in social semiotic behavior, is a main topic of modern language philosophy (cf. Wunderlich 1972, Rollin 1976, Schrader 1976).

1.2.1 Wittgenstein

According to Wittgenstein, "if language is to be a means of communication there must be agreement" (1953: § 242). Language "is founded on convention" (ibid.: § 355), and grammatical rules are based on grammatical conventions (Wittgenstein 1964: 55). But the social agreement on which linguistic correctness is founded "is not agreement in opinions but in form of life" (Wittgenstein 1953: § 241).

1.2.2 Austin and Searle

Austin defines only the class of illocutionary acts as "done conforming to a convention" (1962: 105). These are speech acts such as promising, commanding, baptizing, or arresting, which produce social effects and establish social consequences at the very moment of being uttered. The conventionality of illocutionary acts lies in the social conditions to which the speaker has to conform before the speech act can be successful.

Searle distinguishes between conventions and rules, defining the difference as a matter of surface vs. deep structure (1970: 39–40): English and French are "different conventional realizations of the same underlying rules." The difference between "je promets" and "I promise" is a matter of convention, but the promising device common to both utterances is a matter of rules. Searle furthermore distinguishes two types of rules relevant not only to language, but also to semiotic behavior in general (ibid.: 33-34). Regulative rules regulate an activity whose existence is independent of the rule, for example, most rules of etiquette or clothing regulations. Constitutive rules create and regulate new forms of behavior whose existence depends on these rules, such as the rules of chess or football. (For further aspects of language rules see Heringer, ed. 1974.)

1.2.3 Lewis

A most general definition of convention is proposed by Lewis (1969: 58). To him, conventions are any regularities of behavior in recurrent situations, when this behavioral pattern conforms to general expectation. In this
definition, conventions are essential pragmatic determinants of semiotic behavior in general insofar as signs presuppose a code, which is a system of semiotic expectations.

2. Saussure's Theory of Arbitrariness

Saussure's dogma of arbitrariness has led to a flood of semiotic exegesis (Benveniste 1939, Ege 1949, Engler 1962, Coseriu 1967, Fónagy 1971, Koerner 1972b, Lindemann 1972, Gamkrelidze 1974, Hiersche 1974, Normand 1974, Genette 1976, Wright 1976, Toussaint 1983). Two questions have come to the fore of the discussion: what is the nature of arbitrariness, and is arbitrariness a matter of sense or of reference?

2.1 Saussure's First Principle

Saussure did not claim originality for his "first principle," since "no one disputes the principle of the arbitrary nature of the sign" (1916b: 68).

2.1.1 Precursors

In fact, the term had already been used by Locke, who wrote that words "signify by a perfect arbitrary imposition" (1690: III, 2.8). The direct source of Saussure's thesis was Whitney, who discussed the concept in the context of language learning and evolution, stating that "an internal and necessary tie between word and idea is absolutely non-existent for the learner" (1875: 18). Whitney also distinguishes between arbitrariness and convention:

Every word handed down in every human language is an arbitrary and conventional sign: arbitrary, because any one of the thousand other words current among men, or of the tens of thousands which might be fabricated, could have been equally well learned and applied to this particular purpose; conventional, because the reason for the use of this rather than another lies solely in the fact that it is already used in the community to which the speaker belongs. (ibid.: 19)

2.1.2 The Saussurean Theses

Saussure formulated his "first principle of the nature of the sign" as follows (1916b: 67-68; see also Saussure 3.1):

The bond between the signifier and the signified is arbitrary. Since I mean by sign the whole that results from the associating of the signifier with the signified, I can simply say: the linguistic sign is arbitrary.

The idea of "sister" is not linked by any inner relationship to the succession of sounds s-o-r which serves as its signifier in French; that it could be represented equally by just any other sequence is proved by differences among languages and by the very existence of different languages: the signified "ox" has as its signifier b-o-fon one side of the border and o-k-s (Ochs) on the other.

2.2 Nature of Arbitrariness

The exegetic dispute about Saussure's first principle has in part its roots in the term arbitrary, which is associated with the idea of free choice, but Saussure warned that "the term should not imply that the choice of the signifier is left entirely to the speaker" (1916b: 68-69). His own explanation of arbitrariness focuses on the unmotivated nature of the sign. Against the false association of arbitrariness with semiotic freedom of choice, Saussure postulated the complementary principle of the immutability of the sign.

2.2.1 The Unmotivated and Opaque Sign

Saussure specified that the term arbitrary means unmotivated (1916b: 69). In an arbitrary sign, the signifier "actually has no necessary connection with the signified." Unlike (iconic) signs which have a "rational relationship with the thing signified," language lacks this necessary basis: "There is no reason for preferring soeur to sister" (ibid.: 73). This lack of motivation thus describes the semantic dimension of the linguistic sign, i.e., the relation of sense or reference. To characterize the sign as arbitrary...
2.2.2 Conventionality and Immutability

Arbitrariness, according to Saussure, also accounts for the conventionality of the language system: "The arbitrary nature of the sign explains in turn why the social fact alone can create a linguistic system. The community is necessary if values that owe their existence solely to usage and general acceptance are to be set up; by himself the individual is incapable of fixing a single value" (1916b: 113). This idea of the binding force of conventionality is expressed in Saussure's principle of the immutability of the (linguistic) sign: "The signifier, though to all appearances freely chosen with respect to the idea that it represents, is fixed, not free, with respect to the linguistic community that uses it. [. . .] The signifier chosen by language could be replaced by no other. [. . .] No individual could modify in any way at all the choice that has been made" (ibid.: 71).

The principle of immutability is thus the pragmatic counterpart to the semantic principle of arbitrariness. However, it is a strictly synchronic principle. Saussure did not ignore the fact that the linguistic sign does change in its historical evolution (ibid.: 74). He called this diachronic universal of language the principle of linguistic mutability.

2.2.3 Necessity of the Sign

Against the Saussurean principle of arbitrariness, Benveniste postulates the principle of the necessity of the linguistic sign: "Between the signifier and the signified, the connection is not arbitrary; on the contrary, it is necessary. The concept (the "signified") boeuf is perforce identical in my consciousness with the sound sequence (the "signifier") bóf [. . .] Together the two are imprinted on my mind, together they evoke each other under any circumstance" (1939: 45). This principle of semiotic necessity is not as anti-Saussurean as Benveniste pretends (cf. 2.3.1). Saussure's theory of immutability acknowledges at least the social aspect of this close association between signifier and signified. The remaining difference between Benveniste and Saussure is one of perspective: Saussure's arbitrariness focuses on the logical (lack of a) relation between the linguistic signifier and signified, while Benveniste's principle of necessity describes the psychological association between the two sides of the linguistic sign.

2.3 Arbitrariness: Relation of Sense or Reference?

A major exegetical dispute concerning the nature of arbitrariness arose from the question whether arbitrariness is a relation between the linguistic signifier and extralinguistic reality (reference) or between the signifier and its conceptual signified (sense). The Saussurean dyadic sign model seems to permit only the interpretation of arbitrariness as a relation of sense, but some of Saussure's own examples as well as the history of the principle of arbitrariness suggest that arbitrariness is a matter of reference.

2.3.1 Arbitrariness and Sense

Since Saussure's theory of the sign strictly excludes any semiotic consideration of extralinguistic reference (see Saussure 3.3), the orthodox interpretation of his principle (Godel 1957: 254-55, Engler 1962: 49-61) states that arbitrariness is a matter of sense only, i.e., a relationship between the signifier and the signified. In which respect can this necessary relationship between the two sides of a "psychological entity," the sign (see Saussure 3.1.1), be unmotivated? Meaning, according to Saussure, is a differential value, determined only by the structures of the language system and not by any extralinguistic reality. Since languages differ both in phonetic (soeur vs. sister; cf. 2.2.1) and in semantic (mouton vs. sheep; cf. Saussure 3.4.2) structure, the language sign is an arbitrary combination of arbitrary segments of semantic (conceptual) and phonetic substances (cf. Engler 1962: 58). This conclusion does not contradict
2.3.2 Arbitrariness and Reference

According to Benveniste, Saussure's examples of linguistic arbitrariness betray an unconscious and surreptitious recourse to a third term which was not included in the initial definition. This third term is the thing itself, the reality. [...] It is only if one thinks of the animal *ox* in its concrete and "substantial" particularity, that one is justified in considering "arbitrary" the relationship between *bof* on the one hand and *oks* on the other to the same reality. (1939: 44)

Since Benveniste himself follows Saussure insofar as he, too, considers linguistics a science of forms and not of substances, his own conclusion is that the principle of arbitrariness should be abandoned altogether. Against this conclusion, Gardiner expresses the traditional view of those who consider arbitrariness a relation of reference: "Does Benveniste deny that reality is at the base of every concept? Would he dispute the old scholastic doctrine *Nihil est in intellectu quod non prius fuerit in sensu?* What else is a concept than the mental precipitate left over from countless experiences of similar realities?" (1944: 109)

2.3.3 Arbitrariness in a Triadic Model of the Sign

To consider arbitrariness (also) a relation of reference is conclusive within a triadic theory of signs (cf. Peirce 2.). It must be specified, though, that the referential object in relation to which the signifier is unmotivated is not the physical object as such. It is superfluous to refute an impossible influence of the physical object "ox" on the linguistic signifier. The correlates of arbitrariness can only be those between which motivation is imaginable (see 3.). Within a triadic framework of semiotics, referential arbitrariness must therefore be considered a relationship between two emic percepts, the emic perceptum of the referential object (cf. Lindemann 1972: 179-83), whose perceptual structure may already be culture-specific to a certain degree (cf. Eco 1976: 193-95), and the acoustic perceptum of the phonetic signifier.

Within a triadic framework of the sign, arbitrariness (and motivation) exists as a relation both of sense and of reference. Arbitrariness of reference is mostly demonstrated with examples of words standing for physical objects. Arbitrariness of sense is preferably demonstrated with abstract nouns. But both aspects are inseparable in semiosis, as Descombes observes: "If the signifier is arbitrary with respect to the referent and if the signified is necessarily linked to the signifier, the signified must also be considered arbitrary. [...] Signifying differences elicit conceptual differences. [...] Yet the semiological demonstration does unintentionally bear upon the referent. It engenders the referent" (1983: 171).

3. Motivation

The principle of arbitrariness cannot be taken as an absolute law of language. Besides the unmotivated and opaque sign, there is also the motivated or, from the perspective of decoding, the transparent sign (cf. Ullmann 1962). Since Cratylus, linguists have defended this aspect of language motivation against the principle of arbitrariness (Genette 1976). Some have even gone so far as to raise motivation to a constitutive principle of language and reject the principle of arbitrariness altogether (Toussaint 1983).
3.1 Absolute vs. Relative Arbitrariness

Saussure admitted that onomatopoeia and interjections are phonetically motivated signs but considered such phonetic motivation to be marginal in language (1916b: 67). He attributed more importance to motivation in morphology. Examples of word formation, according to Saussure, testify to a relative motivation in language (ibid.: 131): while simple forms, such as ten, sheep, or apple, exhibit absolute arbitrariness, compound forms, such as fifteen, shepherd, or apple tree, are examples of relative arbitrariness since their structure is derived from the simple forms. In addition to such motivation in morphology, it can be argued that all rules of grammar restrict arbitrariness and introduce motivation into the system of language.

3.2 Types of Motivation in Language

Ullmann (1962; 1975) distinguishes three types of motivation: phonetic, morphological, and semantic. From a more general semiotic point of view, some of these forms of motivation are discussed in the context of linguistic iconicity (see Icon 3.). Phonetic motivation or onomatopoeia is primary when the word imitates an acoustic phenomenon (as in crack, plop, or whizz). It is secondary when the referent is nonacoustic and the vowels or consonants imitate such dimensions as size (small vs. big), weight (light vs. heavy), color (light vs. dark), or speed (quick vs. slow). For these modes of motivation in language, see especially Jakobson & Waugh (1979). Even nonsense words can have secondary onomatopoetic effects, as studies in psychophonetics have shown (Ertel 1969). Morphological motivation accounts for the transparency of derivatives, compounds (cf. 3.1), and other morphological patterns (Mayerthaler 1981). Semantic motivation occurs in figurative language, especially in metaphors and metonymies whose motivational bases are similarity and contiguity (see Rhetoric 2.3.1).

Some linguists consider etymology to be a type of linguistic motivation (cf. Pohl 1968: 127). But since every word has its own history, one would have to say that all linguistic signs are etymologically motivated. On the other hand, there are certainly various degrees of etymological transparency depending on our knowledge of the history of a word. In the evolution of language, the transparency of words can decrease (as after sound changes) or increase. Arbitrary words can be transformed into a more motivated form. Folk etymology (also popular etymology) is the most striking case of such acquisitions of motivation (Ullmann 1962: 101-105). The history of the English word sovereign is an example: its French etymon souverain was transformed by the popular assumption of a semantic connection with English reign. The unetymological -g- in sovereign results in a new form which is partially motivated.

4. Arbitrariness in the General Theory of Signs

Arbitrariness is not only a feature of the linguistic sign. Saussure acknowledged it as a general semiological principle, and the classification of signs according to Peirce is also essentially connected with this criterion. For arbitrariness in animal communication, see Zoosemiotics (4.2.3).

4.1 Arbitrariness as a Semiotic Principle

According to Saussure, the linguistic signifier "is not phonic but incorporeal—constituted not by its material substance but by the differences that separate its sound image from all others" (1916b: 118-19; cf. Saussure 3.4.2, Structure 2.1). Since arbitrariness is thus not a matter of sound structure, it is also not restricted to language alone. It is a general principle of sign systems. Even if the future science of semiology should include the study of "completely natural signs," Saussure predicted that "its main concern will still be the whole group
of systems grounded on the arbitrariness of the sign. In fact, every means of expression used in society is based, in principle, on collective behavior or—what amounts to the same thing—on convention." Therefore, "signs that are wholly arbitrary realize better than the others the ideal of the semiological process" (ibid.: 68; cf. Saussure 2.2.3).

4.2 Degrees of Arbitrariness

Peirce classified signs with respect to their referential dimension in the categorial order of I. icon, II. index, and III. symbol, but his categorial principles are not based on the criterion of arbitrariness (cf. Peirce 1.4). In fact, the degree of arbitrariness and conventionality in these three classes of signs may be said to decrease in the order of symbol, icon, and index (Nõth 1977a: 14-16).

Peirce defined symbol explicitly as "a conventional sign, or one depending upon habit" (§ 2.297). This necessity of social convention characterizes symbols as signs of the highest degree of arbitrariness. The class of indices includes most of the so-called natural signs ("smoke" as an index of "fire," for example). It is based on relations of causality or contiguity between the sign and its object. Since the object has a direct, often physical effect on the sign, the index proves to be the sign of minimal arbitrariness. The arbitrariness of an icon is higher than that of an index. Decoding the similarity of an icon or image with its object presupposes a higher degree of cultural conventionality than decoding signs which "direct the attention to their objects by blind compulsion," as Peirce (§ 2.306) defines the index.

These degrees of arbitrariness may be corroborated by considering the number of semiotic alternatives available with the three types of signs. The alternatives available for arbitrary conventions permit an almost infinite number of symbolic signs to be agreed upon for a given referent. The number of alternatives for the production and recognition of icons is restricted by the criterion of similarity, but all icons have elements of conventionality. The semiotic alternatives in the case of an indexical sign are strictly reduced by the singularity of the individual object to which it refers. While icons may even refer to fictional objects, no index can exist without the presence of its object. It must be added, though, that there are also degrees of arbitrariness within the three classes of signs. Symbols vary in arbitrariness as well as icons (see Icon 3.2) or indices.
Paralanguage

Paralinguistics is the study of vocal signals beyond (Gr. παρα * 'beside') the verbal message in the narrower sense. This is why some scholars classify paralinguistics as a branch of nonverbal communication. But paralanguage raises the problem of the extension of the field of linguistics. From a holistic and semiotic point of view, it seems rather arbitrary to separate the study of linguistic messages from the accompanying paralinguistic signals. Paralanguage is therefore introduced as a branch of language studies in this handbook. A precursor of paralinguistics is Sievers's Schallanalyse (1924). One of the first explicit discussions of paralinguistics was in the context of stylistics (Hill 1958: 408). According to Weitz, ed., "paralinguistics sets great store on how something is said, not on what is said" (1974: 94). This definition shows clearly that paralanguage has a stylistic function. Paralinguistics may thus also be defined as a kind of phonostylistics.

1. Language and Paralanguage

Paralinguistics has been conceived in a narrower and in a broader sense. The distinction between language and paralanguage raises the question of the scope of linguistics and phonetics in the study of verbal and vocal messages.

1.1 The Scope of Paralanguage

The term paralanguage suggests a vast field of communicative phenomena beyond language, but this chapter adopts a narrower view of this field.

1.1.1 Paralinguistics in the Broadest Sense

In his survey of current trends in paralinguistics, Crystal shows that the scope of paralanguage has been defined in seven different ways, as including

1. nonhuman as well as human vocalizations,
2. nonvocal as well as vocal features of human communication,
3. all nonsegmental ('suprasegmental') features and some segmental ones,
4. voice quality as well as (all or most) nonsegmental features,
5. only nonsegmental features, but excluding prosodic phonemes and voice quality,
6. only a subset of nonsegmental features other than prosodic phonemes and voice quality, and
7. certain communicative functions, such as the expression of emotions or personality (1975: 47–64).

1 and 2 are very broad definitions of paralanguage. While the first includes acoustic modes of zoosemiotic communication, the second covers the whole field of nonverbal communication. This broad view of paralinguistics is
shared by linguists such as Abercrombie (1968), Laver (1976), and Lyons (1977: 5767) but is not adopted in this handbook.

1.1.2 Paralanguage in the Narrower Sense

In this handbook, the term paralanguage will be restricted to human vocalizations only, whereas zoosemiotic and nonverbal communication are ascribed a more independent status within the semiotic field. Paralanguage in this narrower sense is outlined in Crystal's definitions 3-7. These characterize paralanguage as being "vocal," "human," and "nonphonological" communication. The differences between these definitions indicate different views of the scope of linguistics.

1.1.3 Paralanguage and Nonverbal Communication

Some scholars have proposed another narrower view of the place of paralinguistics within the field of communication studies (cf. Harrison 1974, Weitz, ed. 1974, Key 1975, Poyatos 1976, Harper et al. 1978). These authors describe paralanguage as a mode of nonverbal communication. This view is terminologically plausible since paralinguistic messages are mostly suprasegmental (see 1.2.1) and thus not inherent in the words, i.e., the verbal message in the narrower sense. Nevertheless, paralanguage is more closely connected with verbal communication than, for example, nonverbal gestures. While gestural, proxemic, and other modes of nonverbal communication can be used to transmit messages independently of language, paralanguage is communication which always occurs simultaneously with verbal messages.

1.2 Linguistics and Paralinguistics

The field of paralinguistics remains to be delimited against the still linguistic field of phonology, on the one hand, and against possibly no longer paralinguistic modes of human acoustic communication, on the other.

1.2.1 Segmental and Suprasegmental Phonemes

The segmental and suprasegmental phonemes of language belong to the "still linguistic" elements of language. They constitute the phonological system of language, which is the domain of phonology (or phonemics). Segmental phonemes are vowels and consonants, sounds which can be studied isolated from their context. Suprasegmental elements are modifications of these speech sounds in extended discourse. Among such suprasegmentals of language are stress (word accent or sentence stress), juncture (markers of word boundaries), pitch (tone), intonation patterns, and partly also length (quantity). These suprasegmentals are phonemic whenever they have the function to differentiate meanings (cf. Structuralism 1.1.2-3). For example, juncture and intonation differentiate between "I don't know" and "I don't, no," and accentual patterns differentiate between the compound "blackbird" (with the primary stress on the first syllable) and the noun phrase "black bird" (with level stress or a primary stress on the second syllable). Special subfields of phonology concerned with suprasegmentals are called intonation and prosody. For details see Crystal & Quirk (1964), Crystal (1969; 1975), and Bolinger, ed. (1972).

1.2.2 Paralinguistic Phonations

The boundary between language and paralanguage lies in the field of prosody. Suprasegmentals, such as stress, pitch, or length, can be both linguistic (phonemic; cf. 1.2.1) and paralinguistic. Nonphonemic stylistic exaggerations or other variations of pitch, length, or stress, e.g., extra-low pitch in bored speech and extra-high pitch in excited speech, are usually described as paralinguistic phenomena. Paralinguistic suprasegmentals with other stylistic functions are tempo and rhythm. Crystal, however, describes all of these prosodic features as "not yet" paralinguistic because they may enter into functional (stylistic) contrasts. Based on this criterion of functionality, Crystal distinguishes between prosodic and paralinguistic features of language (1969: 12831; 1975: 94-95).
Definitely paralinguistic modes of phonation include less systematic variations of speech, such as slurred vs. precise articulation, whispering, nasalization, and husky vocalization (see 2.2.3). Less clear cut is the classification of voice quality (see 2.2.2). Since these features of phonation are beyond the speaker's control, Crystal classifies them as being beyond both linguistics and paralinguistics (1969: 131). On the other hand, voice quality can be interpreted functionally as an indicator of personality (cf. Harper et al., 1978: 26-31, Scherer & Giles, eds. 1979, Scherer, ed. 1982), a fact which has to be observed in the choice of speakers in radio plays or in theater. This is why most other scholars consider voice quality a paralinguistic feature of phonation. Pike even discovers subsegmental phonemes in voice quality (1967: 525-27).

1.2.3 Beyond Paralanguage

Not all vocal signals beyond language belong to paralanguage. For example, sneezing, yawning, coughing, and snoring are vocal signals that are usually excluded from paralinguistics. These vocal signals are defined as "vocal reflexes" (Crystal 1969: 131) because they are usually uncontrolled and physiologically determined. Lyons characterizes the semiotic status of such vocal reflexes as follows:

Although they are signals, in the sense that they are transmitted (for the most part involuntarily) and can be interpreted by the receiver, no one would wish to regard them as being other than external to language. When they occur as physiological reflexes during speech, they merely introduce noise into the channel; and when, by prior individual or cultural convention, they are deliberately produced for the purpose of communication (when, for example, we cough to warn a speaker that he might be overheard by someone approaching), they operate outside and independently of language. (1977: 58)

Human acoustic communication beyond paralanguage (and, of course, music) includes some further phenomena which have not yet been (and perhaps will never be) recognized as an area of semiotic study. Only Wescott has so far proposed to study this area of "communicative body noise" under the designation of strepistics. Among his examples of "strepitative behavior" are hand-clapping, foot-stamping, face-slapping, tooth-gnashing, whistling, and spitting (1966: 350-51).

2. Survey of Paralanguage

The scope of paralinguistic phonation can be illustrated from Trager's "classical" typology of paralanguage, one of the first systematic studies in the field.

2.1 State of the Art in Paralinguistics

A notable precursor of modern paralinguistics is Sievers (e.g., 1924), who developed a phonetic theory ("Schallanalyse") of individual physiognomic sound curves. Paralinguistics in its current research tradition has its origins in the late 1950s. The term paralanguage was first introduced by Hill (1958: 408; cf Trager 1958: 4). On the early history of paralinguistic research, see Birdwhistell (1961).


2.2 Typology of Paralanguage

An early influential classification of paralanguage was proposed by Trager (1958; 1961). Trager also developed a system of notation of paralinguistic behavior which has been applied.

2.2.1 Voice Set
Voice set, according to Trager (1958), is the idiosyncratic background of speech. It comprises the permanent or quasi-permanent voice characteristics which are due to the speaker's physiology (age, sex, health, etc.), e.g., timbre, natural pitch height, or volume of the voice. Laver & Trudgill (1979) characterize these voice features as "informative" but not "communicative." The domain of voice set is not always distinguished from that of voice quality (cf. Fähnmann 1960, Crystal 1975: 53).

2.2.2 Voice Quality
Voice qualities are speech variables which characterize a speaker's "tone of voice" in adjustment to situational factors. Trager classifies them as follows (1958: 5):

- pitch range and control (spread or narrowed [as in monotone speech])
- vocal lip control (from hoarseness to openness)
- glottis control (sharp or smooth transitions)
- articulatory control (forceful vs. relaxed speech)
- rhythm control (smooth or jerky)
- resonance (from resonant to thin)
- tempo (increased or decreased)

For further paralinguistic studies in voice quality, see Crystal (1969; 1975), Ostwald (1973), Laver (1980), Scherer & Giles, eds. (1979), and Scherer, ed. (1982).

2.2.3 Vocalizations
Vocalizations, according to Trager, are "actual specifically identifiable noises (sounds) or aspects of noises" which do not belong to the general background characteristics of speech (1958: 5-6). Trager distinguishes three kinds of vocalizations: (1) vocal characterizers, such as laughing, crying, yelling, whispering, moaning, etc., (2) vocal qualifiers, i.e., variations of intensity (overloud, oversoft), pitch height (overhigh, overlow), and extent (drawl, clipping), and (3) vocal segregates, segmental sounds, such as English "uh-uh" for negation, "uh-huh" for affirmation, or the "uh" of hesitation (ibid.). Vocal segregates are considered paralinguistic since they do not fit into the ordinary phonological frame of a language (ibid.: 6), but there is a fuzzy border between these segmental sounds and lexicalized interjections. For details see also Key (1975: 42-45) and Scherer, ed. (1982: 281ff.).

3. Paralinguistics and Semiotics
In the history of language studies, paralinguistics was one of the first steps in the extension of structural linguistics toward a semiotic theory of human communication. Sebeok et al., eds. (1964) consequently introduced paralinguistics (beside kinesics) as one of the Approaches to Semiotics. Rauch (1980) locates paralinguistics "between linguistics and semiotics." From the point of view of a general theory of signs, paralanguage consists mostly of indexical signs (cf. Abercrombie 1967: 7-9, Laver 1968, Laver & Trudgill 1979: 1-4). In addition to the verbal content, paralanguage is an index of personality traits, affective states, or even regional or social group membership (cf. Scherer & Giles, eds. 1979, Scherer, ed. 1982). These dimensions of paralinguistics have led to an interdisciplinary interest in paralanguage which extends from social psychology (Laver & Hutcheson, eds. 1972, Scherer & Giles, eds. 1979), psychiatry (Pittenger & Smith 1957, Crystal 1969: 80-90, Ostwald 1973), Harper et al. 1978: 26-46), and pedagogy (Hayes 1964 and see Teaching) to musicology (Crystal 1969: 94-95, Bolinger, ed. 1972: 269-312, Ostwald 1973: 176-214).
Writing

Except for its historical dimension, the study of writing has been a neglected field of language studies. Etymologically, the terms language and linguistics are related only to spoken language (Lat. *lingua* 'tongue'). Although languages have traditionally been studied mainly on the basis of written records, many linguists have shared Bloomfield's view that "writing is not language, but merely a way of recording language by means of visible marks" (1933: 21). Against this phonocentric view of language, Derrida has recently argued that a new semiotics should henceforth be based on the study of writing and no longer on speech.

Within a semiotic framework, the specific features of writing in relation to other signs and the semiotic structures of writing systems have to be determined. The semiotics of writing has further dimensions of interest to philosophy, cultural anthropology, and (mass) media studies. For related topics in the psychology and pedagogy of writing, see Kolers et al., eds. (1979-80) and Assmann et al., eds. (1983). For some explicitly semiotic approaches to the study of writing, see also Watt (1975; 1980; 1981, 1988), Baron (1981), *Zeitschrift für Semiotik* 2.4 (1980), and *Kodikas/Code* 9.3-4 (1986).

1. The Evolution of Writing and the Basic Options


1.1 Precursors of Writing

The earliest precursors of writing are iconic or symbolic signs designating individual concepts of a specialized vocabulary or giving a holistic pictorial representation of a scene of social life. In both cases, the messages do not yet correspond systematically to spoken language, being either too specialized or too global in their correspondence to speech. These precursors of language are either three-dimensional artifacts or graphic representations.
1.1.1 Object Signs and Earliest Precursors of Writing

Examples of message-carrying artifacts which belong to the precursors of writing are counting stones, notched tally sticks (cf. Menninger 1958: 223-56), quipus (knotted strings of the Incas), and wampum belts (of the Iroquois). Among these object signs are the earliest known precursors of writing: Mesopotamian clay tokens dating back to the ninth millennium B.C. According to Schmandt-Besserat (1978), these object signs were used as a system of accounting. These early counting stones represent numerals or objects, such as cow, wool, granary, or oil. Their shape is very similar to the characters of Sumerian writing which were developed later, toward the end of the fourth millennium B.C. (cf. Fig. W 1). Schmandt-Besserat points out that a large proportion of these early counting stones are not iconic. From this observation, she derives the theory that writing had symbolic elements from its very beginnings.

1.1.2 Pictograms

Examples of two-dimensional precursors of writing are paleolithic petroglyphs (rock paintings), petroglyphs (rock engravings), pictographs, and pictograms, i.e., pictorial messages corresponding to whole propositions or texts (cf. Gelb 1952: 250). The prelinguistic character of pictograms, for example, is illustrated in Figure W 2, which is included in Mallery’s (1893) documentation of pictograms of the North American Indians.

1.2 The Basic Options and Evolutionary Stages

The writing systems of the world have evolved from several independent sources. This evolution has not always led to the development of an alphabetic script. There are other types of writing in the world, and some of them have proved to be equally valid options for the visual representation of languages.

1.2.1 Pleremic and Cenemic Writing

There are two basic options for the development of a writing system: the signs of writing, the graphemes, may refer either to semantic or to phonetic units of the language. In the first case, the graphemes are pictographs, ideographs, or logographs; in the second case, the graphemes represent phonemes or syllables. Based on this distinction, Trager distinguishes between sememographic and phonemographic writing (1974: 382-83). Sampson, following

![Fig. W 1. Symbolic (1st row) and iconic (2nd row) Mesopotamian counting stones. Clay tokens of this kind date back to the ninth millennium B.C. The counting stones (left) correspond to characters of Sumerian writing of the fourth millennium B.C. (right). (From Schmandt-Besserat 1978: 44-45; drawings by Alan D. Iselin, copyright © 1978 by Scientific American, Inc. All rights reserved.)](image-url)
A colored pictogram sent as a letter from the chief of the Eagle Totem \(a\) to the President of the United States \(h\), a white man in a white house: "I \(a\) and a few of my warriors \(b-e\), together with some other mighty chiefs of other totems \(f-i\), are gathered together and offer you friendship through me. We are all of one mind with you. Three sections of my tribe \(c, d, e\) want to live from now on in houses" (from Wundt 1900: 141).

Haas, ed. (1976), introduces the terms semasiographic writing ("for systems which indicate ideas directly") and glottographic writing (for "systems which provide visible representations of spoken-language utterances") (1985: 29-32). But according to this definition, only pictographs and ideographs are semasiographic, while logographs are defined as glottographic. This classification is motivated by the origins of logographs, which are more directly derived from words than from concepts.

From a structural semiotic point of view, a terminological alternative based on Hjelmslev (cf. Language 4.1.2) has been proposed (cf. French 1976: 118). In this terminology, graphemes representing meaningful segments of language belong to pleremic writing systems, and graphemes representing phonetic (meaningless) elements belong to cenemic writing.

### 1.2.2 The Theory of Evolutionary Stages

The evolution of writing is often described as a history of progressive stages beginning with the iconic signs of pictography and culminating in the symbols of the alphabet (cf. Jensen 1935, Gelb 1952, Diringer 1962). While this interpretation is valid for many elements of writing systems, the general evolutionary validity of this assumption may be contested. Neither are the origins of writing always pictographic (cf. Fig. W 1), nor is the alphabet in principle superior to pleremic modes of writing. Thus, the standard theory of the general superiority of alphabetic writing systems has been rejected by authors such as Schnitt (1980) and Coulmas (1981). They have shown that the semiotic adequacy of a writing system depends on the structure of the language to be written. Some languages, among them the Chinese, have structures whose alphabetic transcription would cause serious difficulties, so that pleremic writing is more appropriate to the language. One of the advantages of pleremic writing is its potentially greater universality: a pleremic writing system is structurally independent of historical sound changes and dialectal variations of the language.

### 1.3 Pleremic Writing

Three major types of pleremic writing are usually distinguished in the historiography of writing, but no common terminology has been adopted.

#### 1.3.1 Pictography

Pictographs are iconic characters. They represent pictures of visible objects or actions. For example, in Egyptian hieroglyphs, two "legs" are a pictograph of 'walking,' an "eye with tears" represents 'to weep,' and a "bird with extended wings" means 'to fly' (cf. Jensen 1935: 51; see also 1.3.5). No language can be written with pictographs only since many concepts cannot be represented iconically (see also Universal Language 3.2 for modern pictographic languages). Therefore, ideographs, symbolic characters representing abstract concepts, are necessary in any genuine writing system.

#### 1.3.2 Ideography

The ideal of a truly ideographic writing has been pursued in universal language projects from Descartes to Leibniz. In the history of writing, ideographs are those graphemes which symbolize elements of content. In principle,
elements of ideography do not have to correspond to the units of phonetic expression of the same linguistic sign (cf. Alarcos Llorach 1968: 552-54). In its ideographic representation, the spoken word may become semantically decomposed. For example, the word **mother** may be expressed by two ideographs, one for 'parent' plus one for 'female.' Ideographic writing has often been interpreted as the second stage (after pictography) in the evolution of writing (cf. Diringer 1962: 22), but the earliest writing systems already had both types of characters. The Sumerian characters shown in Figure W 1 are partly ideographs (1st line) and partly pictographs (2nd line).

The term **pictograph** is sometimes used as a synonym of **pictogram**, and **ideographs** are also called **ideograms**. Some authors even reject the terminological distinction between **picto-** and **ideography** (Gelb 1952: 35) because of the low degree of iconicity in true writing systems. For this reason, Jensen prefers the term **ideography** for both modes of writing (1935: 34). Today's traffic signs are often referred to as modern pictographs and ideographs, but these signs are not elements of writing systems.

### 1.3.3 The Rebus Principle

An important technique of reducing the number of the characters in a writing system is the **rebus principle** (cf. Jensen 1935: 151-57, Ehlich 1980: 113, Baron 1981: 165). A rebus character is a pictograph or ideograph whose original usage is extended to another homophonous word. An example adapted to the English language: the pictograph of an eye might also be used to represent the pronoun I. The pictograph of a sun might also serve to represent the concept 'son.' The rebus principle appears both in the Egyptian hieroglyphic and in the Chinese writing systems.

### 1.3.4 Logographs

Logographs (or logograms) are characters representing words. The distinction between logographs and ideographs is partly a matter of linguistic convention (cf. 1.2.1). Some linguists even use the terms **ideography** and **logography** interchangeably (e.g., Alarcos Llorach 1968: 523). Chinese characters are usually described as being logographic. Like logographs, ideographs often also represent units corresponding to spoken words (though not necessarily; cf. 1.3.2). But characters formed by the rebus principle and the so-called phonetic compounds are more closely related to the phonetic than to the semantic structure of the word. At least in their origin, these characters are not directly ideographic. This is one of the reasons for the adoption of the term **logograph** (cf. Trager 1974: 383). Logographs are also used in modern alphabetic typography: $, £, §, &%, +, - are logographs which are available on most alphabetic typewriters. All single-digit Arabic number symbols (from 0 to 9) are logographic symbols.

### 1.3.5 The Chinese Writing System

An illustration of pleremic writing is the Chinese writing system (cf. Jensen 1935: 153-59, Chao 1968: 103-104). The number of Chinese graphemes varies between two thousand (sufficient for basic literacy) and fifty thousand (for very elaborate writing, including archaic and specialized characters). Traditionally, the following six types of characters are distinguished (Fig. W 3 illustrates four of them):

1. **Pictographs (hsiang hsing)**. Only a relatively small number of characters are pictographic. The iconicity of these graphemes is mostly apparent only in their oldest form. The ancient Chinese writing system is said to have had about six hundred such characters.

2. **Ideographs (chih shih)**. Chao defines these characters as "diagrammatic indications of ideas." In Peircean categories, the examples shown in Figure W 3 are diagrammatic icons, i.e., icons of relations.

3. **Compound ideographs (hui i)**. These consist of a combination of two or more characters motivating the meaning of a new concept.

4. **Phonetic compounds (hsing sheng)**. This is the largest class of Chinese characters. The characters consist of a semantic element, called **signific** (or **radical**), plus a phonetic element to indicate its pronunciation, sometimes
### Four types of Chinese characters (examples from Jensen 1935: 154-58)

<table>
<thead>
<tr>
<th>TYPE</th>
<th>Character (ancient modern)</th>
<th>Pronunciation</th>
<th>Meaning</th>
<th>Motivation/Components</th>
</tr>
</thead>
<tbody>
<tr>
<td>Pictograph (hsiang hsing)</td>
<td>子 zǐ</td>
<td>tāi</td>
<td>head, arms</td>
<td></td>
</tr>
<tr>
<td></td>
<td>南 nán</td>
<td>yuĩ</td>
<td>rain drops from sky</td>
<td></td>
</tr>
<tr>
<td></td>
<td>水 shuǐ</td>
<td>mù</td>
<td>tree branches (above), roots (below)</td>
<td></td>
</tr>
<tr>
<td>Ideograph (chin shin)</td>
<td>方 fāng</td>
<td>fāng</td>
<td>the four cardinal points</td>
<td></td>
</tr>
<tr>
<td></td>
<td>中 zhōng</td>
<td>chūng</td>
<td>disc with arrows</td>
<td></td>
</tr>
<tr>
<td></td>
<td>界 jiè</td>
<td>jiāng</td>
<td>line between two fields</td>
<td></td>
</tr>
<tr>
<td>Compound ideograph (hui)</td>
<td>爯 易 yì</td>
<td>tāi</td>
<td>2 x chāi</td>
<td></td>
</tr>
<tr>
<td></td>
<td>煎 炕 kē</td>
<td>yǐn</td>
<td>very hot</td>
<td>2 x liù</td>
</tr>
<tr>
<td></td>
<td>纏 纰 wéi</td>
<td>chēn</td>
<td>prisoner</td>
<td>man in enclosure</td>
</tr>
<tr>
<td>Phonetic compound (hsiang hsing)</td>
<td>A + B = C</td>
<td>A (phonetic indicator) + B (signet) = C (phon compound)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>它 水 huá</td>
<td>huán² (majestic) + huǒ (fire) = huáng² (bright)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>分 言 yān</td>
<td>fěn (divide) + yān (speak) = fēn (gossip)</td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>弦 言 yān</td>
<td>xián (wizard) + yān (speak) = xián (he be)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. W 3.

Four types of Chinese characters (examples from Jensen 1935: 154-58).
only by approximation. Because of this large class of characters, Chinese writing is no longer a genuinely ideographic writing system.

5. Loan characters (chia chieh) are graphemes generated by the rebus principle, for example: the character for 'dustpan' came to be used for the formerly homophonous pronoun his.

6. Chuan * chü characters are a small group of graphemes formed by modifying another character (e. g., deleting one of its elements) to represent a related meaning.

1.4 Cenemic Writing

The basic options of cenemic writing are syllabic and alphabetic writing.

1.4.1 Syllabic Writing

Writing systems whose graphemes represent syllables are called syllabaries. Partially syllabic systems have been traced back to the cuneiform writing of the third millennium B.C. (cf. Gelb 1952: 120). Phoenician writing (2nd millenium B.C.), the precursor of the Greek alphabet, was a syllabic system. But, like other Semitic writing systems, the Phoenician syllabary symbolizes only the consonants and not the vowels of a syllable. (Some linguists therefore prefer to describe this writing system as alphabetic-consonantic.) Only one syllabic grapheme, for example, was used to write the five syllables ra, re, ri, ro, and ru (cf. Schmitt 1980: 310).

![A sample line in Cherokee syllabic writing with Latin transcription and English translation (from Trager 1974: 472).]

An early genuine syllabic script with characters indicating both consonants and vowels is the Cypriote syllabary (sixth to third century B.C.). A modern syllabary of eighty-five graphemes was invented in 1821 by the Cherokee Indian Sequoya. It became widely used in the nineteenth century. A sample line of Cherokee writing is quoted in Figure W 4. The only major modern language that employs a syllabic script, for example, was used to write the five syllables ra, re, ri, ro, and ru (cf. Schnitt 1980: 310).

1.4.2 Alphabetic Writing

The ideal of an alphabetic writing system is to represent each phoneme by one grapheme. But every language has its own phonemic system. A truly international alphabet therefore cannot exist. For this and other reasons, the alphabets of the world vary in size between eleven (the Rotoka alphabets of the Solomon Islands) and seventy-four letters (the Khmer alphabet).

The Roman letters (since about 600 B.C.) descended from the Greek by way of the Etruscan alphabet (ca. 800 B.C.). Another direct derivative from Greek is the Cyrillic alphabet (ninth century A.D.). The major derivatives of the Roman alphabet are its many variants of handwriting, calligraphy, and typography. In the British Isles, two non-Roman alphabets had been used before the adoption of the Roman alphabet, the Germanic runes and the Celtic Ogham script (Fig. W 5). Both alphabets differ in their form and order from the Roman alphabet. Futhork (or futhark), the name of the runic alphabet, is derived from the order of its letters. Earliest runic inscriptions date from the third century A.D. Ogham script was used in Irish and Pictish inscriptions of the fourth cen-
tury A.D. The letters are usually cut into the edge (middle line, Fig. W 5) of a stone.

1.4.3 Translation of Alphabets

There are two main cases of the translation of alphabets, transliteration and intersemiotic translation. Transliteration is the translation from one alphabet to another (as in Fig. W 5). The transliterated grapheme is a secondary sign which represents the same phonetic value as the primary grapheme. Intersemiotic translation replaces a primary grapheme with other visual (flag or hand), acoustic (Morse alphabet), or tactile (Braille) media. For details see Code (1.2.2), Sign Language (2.1), Language Substitutes (2.1, 3.2).

1.4.4 Orthographies

The adoption of foreign alphabets and later sound changes are two causes of discrepancies between the alphabetic and phonemic structures of languages. The Roman alphabet adopted by the English had no letter to represent the phonemes /θ/ and /ð/. Therefore, the medieval scribes borrowed the Germanic letters thorn and eth to write these phonemes in Roman script. But these nonclassical letters were later abandoned in favor of the Latin letters th, which individually serve to represent other phonemes.

Once a writing tradition has been established, the orthography of a language begins to develop a structure which evolves independently of the spoken language. This is particularly evident in the conservative orthography of modern English, which basically represents the language as it was pronounced about five hundred years ago. For this reason, Cohen has even maintained that the orthography of English has now developed from a phonographic to an ideographic system of writing (1954: 51).

1.4.5 Excursus on Phonetic Writing

Phonetic alphabets or scripts are systems of writing which have been developed by linguists for the purpose of transcribing phonemes or by language reformers for the purpose of a spelling reform. In England, early proposals for systems of phonetic transcription were made in the sixteenth century in the context of language teaching, spelling reform (cf. Scragg 1974: 88-117), and universal language projects. In America, the Mormons developed a new phonetic script in the 1850s for the purpose of spelling reform (cf. Thompson 1982). The history of phonetics distinguishes three main types of phonetic notation (Abercrombie 1967: 111-32; 1981): analphabetic, iconic alphabetic, and Roman-based alphabetic notations.

Fig. W 5.
The Germanic futhork (Vienna codex) and the Celtic Ogham script and their Latin transliteration. (Source of the futhork: Brockhaus Enzyklopädie, vol. 16 [1973: 249].)
1. Analphabetic notations represent the articulatory features of speech sounds by a composite formula of symbols indicating the active speech organs. One of the phoneticians who have developed such a system is Pike (1943: 155). His formula for the phoneme /t/, for example, is:

[t]: Mmechanism, a air stream, I initiator, l lung air, D direction, e egressive.

The key to the first of these features is: M mechanism, a air stream, I initiator, l lung air, D direction, e egressive.

2. Iconic phonetic alphabets have newly designed phonetic characters whose graphic features correspond systematically to the phonetic features of articulation. The Ogham alphabet (Fig. W 5) is a partially iconic alphabet since all vowels are distinguished from the consonants by a common graphemic feature. An early proposal for an iconic notation of phonemes was made by Wilkins (1668: 378-80; cf. Universal Language 2.3.2). His "natural pictures of letters" (Fig. W 6) are an attempt at representing the speaker's vocal organ in profile.

A different principle of iconicity has been the basis for the design of organic alphabets, which have been proposed in a tradition from Lodwick (1686, Essay towards an Universal Alphabet; cf. Abercrombie 1948), de Brosses (1765, Traité de la formation mécanique des langues; cf. Genette 1976: 108-118), Alexander M. Bell (1864, Visible Speech), and Henry Sweet (1890) until the Shaw alphabet (Shaw 1962). In organic alphabets, the letters are composed of graphic elements which are an arbitrary representation of the articulatory features of the sound which they represent. But there is a diagrammatic iconicity in the systematic combination of these elements into letters: related articulatory features are represented by graphic elements of similar shapes (cf. Fig. W 7). The alphabet is thus a code with first and second articulation.

3. Roman-based alphabetic notations make use of Roman letters, sometimes with diacritical marks, graphic transformations, and other letters added. The alphabet adopted by the International Phonetic Association (IPA) in 1888 is Roman-based. This system has become widely recognized as the international phonetic alphabet. Following Daniel Jones (1914), phoneticians have distinguished between the more detailed narrow and the less specific broad transcription. Among the latter systems are phonemic notations, which transcribe only phonemes and no phonetic variants.
2. Semiotic Features of Writing

Within a semiotic framework, the specific features and functions of writing have to be determined in comparison to spoken language and to nonlinguistic visual messages.

2.1 Definitions of Writing

Standard definitions of writing have focused on the symbolic, graphic, and linguistic characteristics of writing.

2.1.1 Visual Symbols

In the definition of Gelb, writing is "a system of human intercommunication by means of visible marks" (1952: 12). Later, Gelb defines writing in its broadest sense as "a recording system or device by means of conventional markings or shapes or color of objects, achieved by the motor action of the hand of an individual and received visually by another" (1980: 22). While these definitions exclude acoustic signs as well as nonsystematic images, they do not distinguish between writing and other graphic symbol codes, such as traffic signs and other pictorial symbols.

2.1.2 Expression-Substance and Communicative Function

A definition of writing given by Jensen (1935: 18) emphasizes two different aspects: (1) writing is fixed on a "solid writing ground by means of a graphic (drawing, scratching) activity," and (2) writing has a communicative function and is addressed to another person or, as a memory aid, to the writer himself. The first of these criteria refers to the expression-substance of writing, distinguishing it from messages in the form of objects which have been among the precursors of writing. Jensen's second criterion, the communicative and mnemonic purpose of writing, is a functional criterion. It characterizes first of all the difference between writing and spoken language and secondly, to a certain degree, also the difference between writing and archaic images or magico-religious symbols. But this definition does not yet exclude the graphic precursors of writing, such as archaic pictograms, which may be deciphered without any knowledge of the encoder's spoken language.

2.1.3 Writing as Language

According to Chao, "visual symbols do not begin to be writing until they have a close correspondence to language" (1968: 101). This standard definition identifies language with spoken language and characterizes writing as a secondary semiotic system derived from speech. A similar definition of writing is the one by Trager: "A writing system is any conventional system of marks or drawings or analogous artifacts which represents the utterances of a language as such" (1974: 377). Whether it is necessary to characterize writing as semiotically secondary to spoken language will be discussed below, but the systematic correspondence between the written and spoken modes of language is certainly a central criterion for the definition of writing. This correspondence need not be a 1:1 relationship (cf. 3.). But systems of graphic symbols can be writing systems only if they have the same communicative potential as spoken language. A writing system "must be so constructed as to make possible the writing of any utterance of the language" (Trager 1974: 377). This is the criterion which excludes both specialized visual codes, such as traffic signs, and general modes of graphic representation, such as archaic pictograms.

2.2 Design Features of Writing

If writing is a medium or channel of linguistic communication, the design features of language cannot be set up on the basis of speech only. One of the specific features of writing is its multilinearity or even multidimensionality.
2.2.1 Specific Differences of Channel

The design features (DF) of language set up by Hockett (1960) characterize language as a spoken medium only.

DF 1: In the medium of writing, the vocal-auditory channel of speech is replaced by the visual channel. Compared to acoustic communication, the visual channel has the disadvantage that reading and writing are not possible in the dark. This may have been important in the evolutionary preference of the acoustic over the visual channel in human communication (cf. Gesture 2.5.2). But writing cannot make use of the whole potential of the visual channel. Because of the time lag between the acts of reading and writing, the encoder’s nonverbal visual messages are lost in the act of transmission.

DF 2: While speech is characterized by broadcast transmission, writing allows directional reception only. One of the consequences of this restriction in the spatial range of writing is that reading, in comparison to hearing, requires a higher degree of attention to the source of information. This is closely connected with

DF 6, specialization: writing is more specialized than speech since writing and reading require a higher energetic effort and technical skill in comparison to speaking and hearing (cf. the problem of analphabetism in literate cultures). One aspect of this specialization is the higher degree of revising and editing connected with writing.

DF 3, rapid fading, refers to the most important difference between writing and speech. In contradistinction to this feature of speech, writing may be characterized by its capacity of permanent recording and information storage (cf. Hockett 1960: 133). These features characterize the most important advantages of the written over the spoken mode of language.

2.2.2 The Multidimensionality of Writing

In its acoustic surface structure, speech has a strictly unilinear character. While writing is also basically linear in its nature, it is more flexible in its dimensionality. Its linearity may take several directions and may even be overcome by two-dimensional patterns. The direction of writing is one of the characteristics of the individual writing system. Besides the left-to-right direction of writing in the tradition of the Roman alphabet, there is the right-to-left writing of Arabic. Top-to-bottom writing from right to left is used in ancient Chinese, and an example of the rarer bottom-to-top mode of writing can be found in Ogham inscriptions (cf. Fig. W 5). While in these types of writing the direction of writing remains the same from line to line, the ancient Greeks and other early cultures also used a method of writing, called boustrophedon, where the lines were written in alternate directions, for example: first line left to right, second line right to left, etc.

Besides these conventional patterns of linearity, writing and reading can also make use of the two-dimensionality of the writing surface. Writing in tables, columns, matrices, block patterns (paragraphs), tree diagrams, or circular and other patterns (as in visual poetry or advertising) is a mode of linguistic expression which cannot be translated into speaking. Nonlinear (rapid) reading, which is typical of newspaper reading, is a process which has no analogy in the hearing of language. These examples illustrate that writers and readers have a higher degree of choice in the processing of language than the speakers and listeners.

2.3 Semiotic Functions of Writing

The primary function of both spoken and written language is the communicative function. In addition to this primary function of communicating verbal messages, there are two major secondary functions of writing, a magic and a poetic function (cf. Glück 1987: 203–250). A magic function of letters is apparent in the use of writing by the ancient Egyptians and Germanic peoples. The Egyptian hieroglyphics are etymologically “sacred carvings,” and the runes, the letters of the Germanic alphabet, were also more than mere signs of phonemes. They were secret and magic signs (see Magic 1). The magic incantations called spells equally
refer in their etymology to the art of writing ("spelling"). In ancient Tibet, the religious practice of grapholatry, the adoration of written texts, illustrates another magic dimension of writing (cf. Glück 1987: 206). Very elaborate magical codes for deciphering written texts were developed within the medieval *Kabbala*: exegetic codes ascribed esoteric meanings, sometimes to be deciphered by the assignment of numerical values, to the letters and even punctuation marks of biblical and Thora texts (cf. Crystal 1987: 59).

Parallel to the acoustic poetic dimension of spoken language, there is a visual poetic dimension in the calligraphy of handwriting and the graphic design of printed letters. For details see Vachek (1948, from the point of view of functional linguistics), Berger (1979, on graphic design), and Oechslin (1982, on letter forms in architecture and aesthetics).

3. Writing and Speech: Autonomy vs. Heteronomy

The structural study of alphabetic writing is of a much more recent date than the study of speech. Many linguists have thought that writing is structurally secondary to speech, but there are other types of interrelationship between the two modes of linguistic expression.

3.1 Graphemics: A New Field of Study

After decades of neglecting the written mode of language, linguists have begun to approach writing in close analogy to phonetics and phonemics (cf. Venezy 1970, Augst, ed. 1985; 1986, Sampson 1985). In analogy to phonemics (or phonology, cf. Structuralism 1.1.2), the new discipline began to be established under the designation of *graphemics* (Althaus 1973, Harweg 1973, Augst, ed. 1985; 1986). Most British linguists (cf. Gimson 1962: 5, Crystal 1987: 185) prefer the term *graphology*, which has the unfortunate traditional association with "the study of handwriting, esp. for the purpose of character analysis" (*Webster's Third New Int. Dict.*). In analogy to the established distinction between phonemics and phonetics (see Structuralism 1.1.2), some linguists have proposed to study writing from the two complementary perspectives of graphemics and *graphetics* (Veith 1973). While graphemics "is the study of the linguistic contrasts that writing systems convey," graphetics "is the study of the physical properties of the symbols that constitute writing systems" (Crystal 1987: 185).

3.2 Autonomy vs. Heteronomy of Writing

Semioticians of writing are divided into two camps. Some consider writing as a secondary, substitutive, or heteronomous (Harweg 1973) semiotic system, derived from the primary system of spoken language. Others propose to study writing as an autonomous semiotic system, a system *sui generis*, which may be studied without reference to speech (cf. Language Substitutes 3.1). The two views are based on different concepts of the semiotic function of signs in written language.

3.2.1 Heteronomous Graphemics

The view of the substitutive character of writing is associated with the classics of linguistics, such as Saussure, Sapir (1921: 20), and Bloomfield (cf. 2.1.3). While Saussure describes writing as being secondary to spoken language (1916b: 23), Bloomfield warns against confusing writing with "language itself" and characterizes writing as "an external device which happens to preserve for our observation some features of the speech of past times" (1933: 282). Under the influence of Saussure, linguistics and semiotics (cf. Buysens 1943: 49, Jakobson 1973a: 29) have for a long time upheld the dogma of the substitutive character of writing (cf. Code 2.1.3, 3.1.1, Language Substitutes 3.1.2). It is this dogma which came under heavy attack in Derrida's grammatology.
3.2.2 Autonomous Graphemics

An early outline of an autonomous science of writing was given by Uldall (1944), based on Hjelmslev's glossematics. Uldall argues that the substitution of a written expression for a spoken one does not change the content of the message. Therefore, he considers speech and writing equivalent manifestations of language. The difference is only one of the expression-substance. Since, in the view of glossematics, language is a semiotic system whose structure consists only of form, and not of substance, writing and speech must be alternative representations of one and the same language system. A variant of the autonomy theory of writing is the theory of writing as a parallel code of speech (Prieto 1975a: 85-93).

3.3 Interdependence and Complementarity

While the autonomous perspective of writing is a strictly synchronic and structural view, the heteronomous view is motivated by evolutionary considerations. In addition to these two views of dependence or independence between speech and writing, there are further relations between the two modes of language which are of concern to the semiotics of writing.

3.3.1 Typology of Speech-Writing Relations

Figure W 8 gives the outline of five possible relations between linguistic meanings, writing, and speech. The arrows represent structural or genetic dependence. Relation I characterizes the heteronomous view of writing, while III represents the view of writing as an autonomous mode of language. A genuine dependence (type I) of writing on speech exists only for phonetic alphabets (see 1.4.5). All orthographies of cenic writing systems (see 1.4) have developed some degree of independence between Ph and Gr. A genuine independence (type III) between speech and writing is true for pleremic writing systems and for written universal languages (pasigraphies). A priority of written over spoken language (type II) exists in the reconstruction of dead languages on the basis of written documents, in reading, spelling pronunciations, and the primitive belief in the authority or even magic power of the written word (cf. Coulmas 1981: 13).

Relation IV represents a view of writing which acknowledges both an autonomy of writing (as in III) and some dependence of writing on speech (as in I). Those who insist on the structural autonomy of writing (III) cannot deny some genetic influences of Ph on Gr (I). Examples are historical changes or even reforms of orthography following sound changes.

![Diagram of five types of relation between the phonetic (Ph) and graphemic (Gr) representation, and the semantic level of language (SEM): I heteronomy, III autonomy, II spelling pronunciations, IV writing as a semi-autonomous system, V interdependence.](image-url)
or the interferences of speech in orthography in learning to write a first language. Relation V is the comprehensive model of an interdependence between writing and speech in linguistic communication (cf. Günther 1983: 25). In contradistinction to IV, it shows that speech can also be influenced by writing and not only writing by speech. Such interdependences can be discovered in evolutionary, psycholinguistic, and cultural respects.

3.3.2 Evolutionary Interrelations

The temporal priority of spoken over written language is a fact in the history and ontogenesis of languages. Nevertheless, the evolution of pleremic writing systems, such as the Chinese script, was basically independent from the spoken language. While alphabetic writing systems are genetically derived from speech, there is a considerable historical influence of writing on speech in languages with conservative orthographies (such as English and French).

3.3.3 Psycholinguistic Interrelations

Experimental research in the psychology of reading (cf. Scheerer 1983) has shown that the process of reading is neither one of genuine visual perception (Gr SEM), nor altogether dependent on phonetic mediation (Gr Ph SEM). Psycholinguistic studies of reading have discovered that a reader has both direct (Gr SEM) and indirect access to meaning (SEM). The latter is psychologically explained (cf. ibid.) as a process which is mediated by "inner speaking or hearing" (thus: Gr inner-Ph SEM). In the reading of texts, both processes play a complementary role.

3.3.4 Cultural Complementarity

Writing and speech have different but complementary sociocultural functions. As Vachek points out, a spoken utterance permits an immediate response to an event, while a written message preserves a possibly permanent record of a statement about an event (1939: 115). Ehlich, too, interprets writing systems as "the result of social efforts to overcome the transient character of speech acts" (1980: 99) and studies the evolution of writing systems from this premise. For further sociocultural functions of writing see Coulmas (1981: 26ff.), Assman et al., eds. (1983), Günther (1983: 36-39), and 5.1.

4. Alphabetic Writing as a Semiotic System

To study writing as a semiotic system is to discover the elements and the structure of written language. Only alphabetic writing systems can be discussed in this context.

4.1 The Grapheme

In analogy to the phoneme, the "smallest contrastive linguistic unit which may bring about a change of meaning" (Gimson 1962: 44; cf. Structuralism 1.1.2), the grapheme has been defined as "the smallest distinctive visual unit of the alphabet" (cf. Pulgram 1951). Every grapheme consists of a class of typographic or chirographic (hand-written) variants called allographs.

4.1.1 Is The Grapheme a Sign?

Depending on the view concerning the autonomy or heteronomy of writing, the grapheme is defined either as a sign or only as a constituent element of a sign. To those who study writing as an autonomous semiotic system, only written segments of the size of a word (or morpheme) are signs of writing. Only units of this size are signifiers related to a signified of language. In this view, the grapheme (letter), like the phoneme in spoken language, is not yet a sign but only an element of a sign in writing. In the heteronomous view of writing, however, the single letter already has the status of a sign: the grapheme (letter) is a sign which refers to a phoneme. By thus referring to another element of language, the heteronomous grapheme has the function of a secondary sign or metasign (cf. Code 2.1.3).
4.1.2 The Heteronomous Definition of the Grapheme

The differences between the autonomous and heteronomous approaches to graphemics result in different discovery procedures and definitions of the grapheme. In heteronomous graphemics, letters and combinations of letters which correspond to the spelling of a phoneme are defined as one grapheme. Thus, combinations of letters, such as ng, ph, mm, tt, th, ea, ie, oa, have been defined as compound graphemes of English since they spell single English phonemes (cf. Venezky 1970: 48).

4.1.3 The Autonomous Definition

In autonomous graphemics, the discovery procedure of graphemes is a commutation test (see Structuralism 1.1.2), performed on the basis of written texts. The commutation (i.e., exchange) of \( h \) for \( r \) in the written word *thick*, for example, results in a new graphemic word with a different meaning. Therefore \( h \) and \( r \) are two (autonomous) graphemes of English, and \( h \) is not a segment of *th*. Graphemes in this definition are not necessarily coextensive with letters. For example, the two Old English letters thorn (Þ) and eth (ð) were allographs which could be employed interchangeably in the same words. Notice that the upper case vs. lower case distinction may have a graphemic relevance which is not reflected in spoken language (e.g., *God* vs. (a) *god*, *mother* vs. *Mother*).

4.2 Segmentation and Articulation of the Grapheme

Is a further segmentation of graphemes into smaller units possible? What are the implications of such a segmentation for the graphemic system?

4.2.1 Distinctive Feature Analysis

Authors who have made proposals for the segmentation of graphemes in analogy to the "atomization" of phonemes into their distinctive articulatory features are Catford (1965: 62-65), Mounin (1970a: 135-54), Koch (1971a: 74-75), Althaus (1973: 108), Watt (1975; 1980; 1981; 1988), Holenstein (1980), and Boudon (1981: 35-66). Catford, for example, proposes minimal features of graphemes, such as vertical \( | \), horizontal ---, right and left oblique (\( / \), \( \angle \)), right and left semicircle (\( \circ \)), categories of modification (full, low, high, mid), and categories of combination (attached, crossing, connecting) (1965: 62). Examples of graphemic distinctive feature analyses on this basis are:

- \( A = \slash \backslash - \) mid connecting
- \( H = \mid \mid \) mid connecting
- \( X = \slash \backslash \) crossing
- \( T = \mid \) high crossing

The methods and results of graphemic feature analysis differ considerably. While Koch (1971a), for example, proposes eleven distinctive features of the Roman alphabet, Althaus (1973) distinguishes nineteen features. One of the problems is that different typographies have different systems of distinctive features. This is the major difference between phonemic and graphemic distinctive feature analysis.

4.2.2 Double Articulation in Writing?

Mounin (1970a: 135-54) and Holenstein (1980) discuss the question whether graphemic distinctive feature analysis can lead to the discovery of a double articulation (see Language 4.1) of alphabetic writing systems. From this point of view, the graphemes would be assigned to the first level and their distinctive features would belong to a second level of articulation. This interpretation is not correct in autonomous graphemics: being an element which serves to differentiate meanings, the grapheme, like the phoneme in spoken language, belongs only to the second level of articulation and not to the first level of meaningful elements. In the heteronomous view, however, the grapheme is a sign (cf. 4.1.2) and can therefore be interpreted as constituting a first level of articulation whose distinctive features belong to a second level of articulation.
4.3 Graphemes of Sentence and Text Structure

At the levels of sentence and text structure, there are specific graphemes to indicate the structure of written messages: space indicates word boundaries, punctuation marks indicate sentence structures, and paragraphs are markers of text structures. The level of the morpheme is usually graphemically unmarked, except for the apostrophe as the marker of the possessive case. In the case of logographs (see 1.3.4) and in one-letter words, the grapheme is coextensive with the levels of the morpheme or word.

5. Semiotic Philosophy and Cultural Criticism of Writing

Philosophy and theories of culture have discussed writing with special attention to the differences between the oral and visual modes of communication.

5.1 Cultural Criticism of Writing

There have been three critical stages in the cultural history of writing (cf. Havelock 1976, Olson 1977, Baron 1981: 178-88): the "invention" of writing by illiterate societies, the invention of the printing press and the development of writing to a mass medium, and the partial replacement of writing by the new audiovisual media.

5.1.1 The Invention of Writing

The development from oral to written culture in ancient Greece is discussed by Havelock (1963; 1976), Olson (1977), Rösler (1983), and Gluck (1987). The invention of writing resulted in a gain of semantic transparency, made the critical scrutiny of texts possible, and allowed the writer to overcome the limitations of memory. But at the same time, writing brought a loss in textual explicitness, since a writer or scribe was needed to serve as a mediator and interpreter of the text (Olson 1977: 265-67).

5.1.2 From Printing to the Audiovisual Media

Marshall McLuhan (1962; 1964) has discussed the cultural significance of the inventions of book printing and of the audiovisual media in both stimulating and speculative writings. His cultural criticism of the print medium culminates in the claim that "print created national uniformity and government centralism, but also individualism and opposition" (1962: 282). The new phase of cultural revolution by means of the electronic media, according to McLuhan, results in a reversal of the former situation: "The mass media of today are decentralizing modern living, turning the globe into a village, and catapulting twentieth century man back to the life of the tribe" (1964: back cover). From a semiotic point of view, such views seem to imply an overestimation of the expression plane of the media to the neglect of their content plane. Nevertheless, McLuhan conveys numerous insights about how the expression-substance of media may transmit a content of its own. For the future of culture "after the book," see also Steiner (1972).

5.2 Philosophy from Phonocentrism to Graphocentrism

The history of philosophy from Plato to Derrida shows a remarkable shift in the evaluation of writing as compared to speech.

5.2.1 Plato's Phonocentrism

In Plato's Phaedrus (§ 274E, trans. H. N. Fowler), Socrates quotes the ancient Egyptian god and king Thamus for having critized the invention of letters as follows: "This invention will produce forgetfulness in the minds of those who learn to use it, because they will not practise their memory. Their trust in writing, produced by external characters which are not part of themselves, will discourage the use of their own memory within them." This disdain of writing in comparison to spoken language is the origin of a philosophical tradition which
Derrida (1967a; c) has criticized as phonocentrism. The modern version of this phonocentrism, according to Derrida, is the Saussurean tradition of emphasizing the linguistic study of the spoken to the neglect of the written language (cf. 3.). However, Derrida's critique neglects a complementary graphocentric tradition in the form of a dogmatic reliance on the written sources, which has been a tradition since the scholastics. As Malmberg points out, Saussure's linguistic phonocentrism was also a reaction to a previous philology which was primarily interested in the study of written language (1974: 197).

5.2.2 Derrida's Grammatology

Derrida (1967a: 51; 1967c; 1968; cf. Structuralism 4.3) introduces his grammatology as a poststructuralist "science of writing before speech and in speech." The point of departure of this semiotic philosophy is Saussure's principle of the differential nature of the linguistic sign (cf. Structure 2.1) and his view of the derivative and secondary character of writing (see 3.2.1). Grammatology aims at replacing this phonocentric view of language by its antithesis, a theory of the primacy of writing before speech. Derrida even wants to subsume oral language under writing (1967a: 55), which, of course, presupposes a modification of the concept of writing. In his view, writing is more than the graphemic variant of phonetic language. Writing "signifies inscription and especially the durable institution of a sign." This implies "the very idea of institution—hence of the arbitrariness of the sign" (ibid.: 44). In this definition, writing turns out to be a metaphor of the general concept of sign (cf. Hempfer 1976: 16). In this way, Derrida can argue that "language had itself always been a writing," namely, an arché-writing. But "this arché-writing, although its concept is invoked by the themes of 'the arbitrariness of the sign' and of difference, cannot and can never be recognized as the object of a science. It is that very thing which cannot let itself be reduced to the form of presence" (1967a: 56-57).

For this writing implies a framework which Derrida calls the instituted trace (1967a: 46). It is the result of the play of differences within the semiotic system (cf. Structuralism 4.3). Due to its differential character, every semiotic element incorporates in itself the trace of all other elements (and structures) in the form of an "inscription." Since every trace exists only by another trace, there can be no absolute origin of the trace. To Derrida, the metaphysical problem of signification is thus opened to deciphering: "The trace is in fact the absolute origin of sense in general. [. . .] The trace is the difference" (cf. Structuralism 4.3) which opens appearance and signification. [. . .] No concept of metaphysics can describe it" (1967a: 65).
Universal Language

The range and utility of language as a tool of human communication are limited by the geographical and historical diversity of natural languages. The semiotic roots of these shortcomings lie in the linguistic design features of arbitrariness and tradition (see Language 3.1.3-4). With the aim of overcoming the Babylonian confusion of tongues, about nine hundred universal languages have been proposed or even developed in detail during the history of semiotics. Most of them are practical proposals for an international auxiliary language. A more philosophical goal has been pursued in projects aiming at the invention of an ideal language both economic in its structure and isomorphic with the system of nature which it should represent.

For many semiotic, cultural, pedagogical, and political reasons, the future of both projects is questionable, but this perspective does not diminish the interest of theoretical semiotics in the universal language idea, which lies in the search for (optimal) structures of semiotic systems. Among the most notable results of the history of universal language (UL) projects are the procedures of the atomization of meaning, which are an invention not of twentieth-century structural semantics but of eighteenth-century UL philosophers.

1. Semiotic Foundations of Universal Languages

The study of universal languages belongs both to applied and to theoretical semiotics. The languages which have been proposed up to now may be classified with respect to their structure and their relation to natural language.

1.1 Semiotic Dimensions of the UL Idea

In addition to the theoretical question of the structure of an ideal language, the universal language project has three other semiotic dimensions which can only briefly be discussed in this article: mythology, language evolution, and pragmatics.

1.1.1 The UL Myth

Mythological, literary, ideological, and religious dimensions of the UL idea have been explored by Cornelius (1965) and Bausani (1970). According to the tradition of Biblical exegesis, lingua humana, the first language of mankind, was a natural and universal language. The loss of this language after the confusion of tongues at Babel was a divine punishment for mankind. But there is also a different mythological vision in which a UL lies not in the past but in the future of mankind: the
Persian Manichaeans have the myth of a future kingdom under Ahuramazda in which there will be only one law and one language. Under secular premises, this vision later also appears in the communist ideology of Stalin (cf. Blanke 1985: 56). In literature, the discovery of Chinese and hieroglyphic writing, and proposals for a real character and for secret writing systems, motivated a number of seventeenth- and eighteenth-century authors to invent fictional ULs spoken in imaginary countries (cf. Cornelius 1965; see also Objects 2.1).

1.1.2 Language Origins and Language Universals

An evolutionary semiotic dimension of the study of ULs lies in the related research fields of ontogenetic and phylogenetic language origins and linguistic universals. From research in language acquisition and pidginizations of natural languages (cf. Valdman, ed. 1977), UL projects can derive insights into the processes of language simplification and regularization. Research in the structures of human protolanguages (cf. Wescott, ed. 1974) could lead to the discovery of elements to be adopted in a universal language. Finally, no universal language project can afford to ignore the results of research in language universals, i.e., those features common to or at least statistically dominant in all languages (see Greenberg 1966, Comrie 1981, Holenstein 1985, Pettot 1987, and the special issue of Bulletin du groupe de recherches sémiolinguistiques 14 [1980]. On the other hand, the universality of linguistic evolution itself has provided one of the major objections against the adoption of ULs. Since the history of natural languages shows that every language changes with time, it must be assumed that an international auxiliary language, after being adopted, would lose its universality by its own evolution.

1.1.3 Pragmatics of the UL Project

From a pragmatic point of view, the UL project raises the question of the ideal conditions of language learnability and communicative efficiency. Articulatory ease, structural transparency, systemic regularity, and economy are among the features which a UL should have for these reasons. There are two major obstacles to the realization of these conditions. One is the relativity of learnability: to adult learners, the grammatical and articulatory simplicity of a second language depends largely on its structural distance from the learner's first language. Thus, Esperanto is relatively simple for native speakers of Romance and Germanic languages. However, it has inflectional characteristics, such as cases and adjective-noun agreement, which are difficult for native speakers of Chinese, although they are relatively easy to learn for speakers of Indo-European languages. The other major obstacle to UL projects is the pragmatic necessity of redundancy (see Information 2.1.5). This feature of practically spoken languages is opposed to the ideal of systemic simplicity. Several early philosophical projects of a universal character were conceived as ideal systems without any redundancy. For this reason, they could never have been adopted in practical use.

1.2 Universal and Natural Languages

A basic decision of any UL project is whether the proposed language should take existing natural languages as its model or whether it should be designed as a completely new semiotic system.

1.2.1 A Priori and A Posteriori ULs

The relationship between a UL and existing natural languages is the criterion for the classification of ULs into a priori and a posteriori languages (Couturat & Leau 1903, Large 1985). A priori languages are systems with artificial elements and structures invented independently of the grammar and lexicon of any existing natural language. A posteriori languages are composed of elements taken from one or several historical languages with the goal of creating a simpler, more regular, and easier to learn language. For further aspects of the typology of ULs, see Sakaguchi (1983) and Blanke (1985: 99-110).
1.2.2 Practical and Philosophical Systems

Practical ULs are designed for the practical purpose of international communication. They are planned to be learned easily. All *a posteriori* ULs were designed as practical ULs, but there are also practical ULs which were planned as *a priori* systems (cf. Blanke 1985), among them the pictographic pasigraphies, which are not derived from spoken languages (cf 3.2).

Philosophical ULs are generally *a priori* languages. They aim at the discovery of an ideal semiotic system irrespective of any pragmatic concern for pronounceability or learnability. The core of these projects was generally a system for the classification and the logical decomposition of concepts. A theoretical descendant of these projects is the search for the components of meaning in structural semantics. A practical offspring is the development of a thesaurus in lexicography (cf. P. M. Roget's *Thesaurus*).

1.3 The Medium of ULs

Speech, alphabetic writing, and numbers are the major, but not the only, media which have been proposed for ULs.

1.3.1 Spoken and Written ULs

The spoken and written modes of ULs are either parallel (I) or mutually independent (II) codes. Some ULs were developed for writing only (III).

I. Speech and Writing as Parallel Codes: Most alphabetically written ULs are conceived for being spoken. In these languages, speech and writing are parallel codes. Esperanto and other international auxiliary languages are devised in this way. In contrast to historical languages, these artificial languages do not raise the question of the primacy of speech or the derivative nature of writing since both codes were developed at the same time.

II. Spoken ULs with Autonomous Writing Systems: Wilkins and some other early UL inventors proposed languages both for speaking and for writing in which the writing system was a completely new invention and not a transliteration of speech (although the spoken version of ULs was, of course, transcribed alphabetically, too). In such ULs, speech and writing are two autonomous codes.

III. Pasigraphies: Some ULs were developed for writing only and have no spoken counterpart (cf. 3.2). These languages are called pasigraphies (Gr. ‘a writing for all’). The first pure pasigraphy was proposed by Joseph de Maimieux in 1797. Some inventors of pasigraphies were convinced of the superiority and greater universality of the written medium over speech.

1.3.2 Numerical Codes

Numbers were often proposed as the medium of ULs in the early UL schemes (cf. Knowlson 1975: 61-64, Beck 1657; cf. Salmon 1979, Becher 1661, Kircher 1663; cf. McCracken 1948, and Wolke 1797). Essentially, these projects consist of code books, in which the words of the base language(s), mostly Latin, are listed in alphabetical order, sometimes expanded to a multilingual dictionary (as in Becher and Kircher). In a parallel column, the words of the base language are assigned a number which is the symbol to be used in the UL. In addition, there is a grammatical component for the encoding of case, number, tense, or other syntactic characteristics. In Beck's numerical UL project, there is even a proposal for a simplified pronunciation of the code numbers (1 = on, 2 = to, 3 = tre etc.). An example is given in Figure U 1.

<table>
<thead>
<tr>
<th>English</th>
<th>Numerical</th>
<th>Pasigraphy</th>
</tr>
</thead>
<tbody>
<tr>
<td>honor</td>
<td>2341</td>
<td>honor</td>
</tr>
<tr>
<td>thy father</td>
<td>2377</td>
<td>thy father</td>
</tr>
<tr>
<td>thy mother</td>
<td>2314</td>
<td>thy mother</td>
</tr>
</tbody>
</table>

Fig. U 1.

The major deficiency of these proposals is that they presuppose a 1:1 correspondence between the vocabularies and grammars of existing languages. For modern numerical ULs see Blanke (1985: 116).
1.3.3 Music

The idea of a UL using musical sounds as elements of expression was discussed by Wilkins (1641: 75-77). In 1638, Bishop F. Goodwin described a language "of tunes and mouth sounds" in his science fiction romance The Man in the Moon (cf. Davies 1967). In 1817, Jean-François Sudré proposed the UL Sorésol, whose elements were the seven tones do, re, mi, fa, sol, la, si, plus accent (cf. Couturat & Leau 1903: 33–39, Large 1985: 60-63). The author suggested that these elements could be expressed as sounds, as colors, by means of gestures, or by speech (by their names). In Sorésol, function words are expressed by one to two notes, e.g., re 'and,' mi 'or,' si 'if,' dore 'I,' domi 'you,' dofù 'be.' The most common lexical words are formed by three notes (doresol 'mouth,' dorefa 'week'). Opposites are often expressed by reversing the order of the notes (e.g., domisol 'God,' solmido 'Satan'). In four-note words, the first note (the "key") indicates the semantic category of the concept. By extending the vocabulary to five-note words, Sudre could have expressed a vocabulary of 11,732 words.

1.3.4 Other Media

After speech and writing, pictographs have been proposed most frequently as the medium of ULs. Rambosson (1853), Paget (1943), Magarotto, and others (cf. Damm 1876: iv, Knowlson 1975) have proposed to develop a gestural medium of universal communication (cf. Sign Language 2.1.3). Swift made the satirical proposal to use objects as the medium of a UL (cf. Objects 2.1).

2. The Philosophical Project of a UL

The idea of a UL was one of the central topics in the philosophy of the eighteenth century. Studies of these early projects are Funke (1929), Cohen (1954), Rossi (1960), Formigari (1970), Knowlson (1975), Padley (1976), Salmon (1972; 1979), Slaughter (1982), Ashbach-Schützler (1984), and Large (1985).

After precursors which date back to the Middle Ages, the rise of the vernacular languages and the decline of Latin as an international language in the seventeenth century led to a growing interest in the idea of an artificial language for universal communication. Characteristica universalis or characteristica generalis (χαρακτησις * = 'mark,' 'exact representation') were the terms by which these languages were designated in the seventeenth century. Bacon and Descartes contributed to the philosophical foundations of the UL idea. The first detailed UL schemes fulfilled the philosophical standards set up by Bacon and Descartes only partly. The more ambitious project by Leibniz was never completed.

2.1 Precursors

There are two precursors to the philosophical idea of a UL, medieval mysticism and sixteenth-century cryptography.

2.1.1 Earliest Precursors

Earliest precursors of a UL idea appear in medieval mysticism: St. Hildegard of Bingen (1098-1179) invented an artificial language with a taxonomic vocabulary of nine hundred words representing the assumed order of the world (reprinted in Steinmeyer & Sievers, eds. 1895: 390–420; cf. Asbach-Schützler 1984: xii-iii). More influential for future UL projects was the Ars Magna of Raymond Lully (Ramón Lull, ca. 1232-1316). Lully developed a logical system with sets of elementary notions in alphabetical notation whose combination was to provide new insights into truth (cf. Salmon 1972 and the reprint: R. Lullus, [1645] 1970, Ars Generalis Ultima, Frankfurt: Minerva).

2.1.2 Cryptography, Stenography, and Telegraphy

The development of a universal character in the seventeenth century is closely connected with contemporary interests in communication in secret (cryptography), at speed (stenography), and even at distance (telegraphy)
(cf. Salmon 1972: 60–68, Knowlson 1975). In 1641, the UL inventor Wilkins investigated all of these topics in a book entitled *Mercury: Or the Secret and Swift Messenger, Shewing How a Man May with Privacy and Speed Communicate His Thoughts to a Friend at a Distance* (reprint 1984).

The close relationship between secret and universal encoding of ideas is explicitly discussed in Becher's numerical UL project (cf. 1.3.2). Becher suggested that the numerical messages of his universal code might be turned into cryptographic messages if the sender added and the receiver subtracted a secret number to (or from) every character (1661: 33–34). Another project in which the relationship between universal and secret writing is particularly evident is Kircher's *Polygraphia* (1663) (see 1.3.2). This work was influenced by the cryptographic treatise *Polygraphia* of J. Trithemius (1518).

Between 1588 and 1633 there was a growing interest in stenographic writing in England. A shorthand system, the *Tironian notes*, was already known and used in ancient and medieval times (cf. Boge 1974), but in 1588 Timothy Bright invented a new *Characterie*, followed by other authors who called their systems *stenography, brachigraphy, or tachygraphy* (cf. Salmon 1979: 157–61). These shorthand writing systems inspired a number of philosophers in their attempts at developing a universal system of writing (cf. 1.3.1).

### 2.1.3 A Brief Chronology of the Earliest Projects

Since the following paragraphs have to remain restricted to only some of the most famous philosophical UL projects, a brief chronology of other UL schemes is added here. For further reference, see especially Formigari (1970) and Knowlson (1975: 224–32).

- **1548**: Theodore Bibliander, *De ratione communi omnium linguarum*, Zurich. This is one of the earliest books dealing with the project of restoring a unified protolanguage (cf. Salmon 1979, Asbach-Schnitker 1984: xi).  
- **1605**: Bacon; see 2.2.1.  
- **1617**: Hermann Hugo, *De prima scribendi origine et universa rei literariae antiquitate*, Antwerp. Hugo proposes the project of a universal character and refers to Chinese characters and other graphic symbols as examples of signs which denote things directly (cf. Knowlson 1975).  
- **1627**: Jean Douet, *Proposition prézentée au roy, d'une escriture universelle*, Paris. This was the earliest project of a universal character in France (cf. Knowlson 1975).  
- **1647**: Francis Lodwick, *A Common Writing: Whereby Two Although Not Understanding One the Others Language, Yet by the Helpe thereof, May Communicate Their Minds One to Another*, London. This is one of the first elaborations of an actual scheme of real characters. It is based on a primarily morphological segmentation of English words into stem and derivational morphemes (cf. Salmon 1972, Knowlson 1975). The scheme is similar to Beck's numerical project (cf. 1.3.2) but instead of numbers, Lodwick uses artificial graphic symbols. The language is an *a posteriori* project. Owing to its morphological approach, it does not yet belong to the philosophical languages, which operate by semantic decomposition (cf. 2.3–4).  
- **1652**: Sir Thomas Urquhart, *Σκοπουβαλαυρον*, London, and  
- **1654**: Seth Ward, *Vindiciae Academiarum*, Oxford. Ward proposes a spoken and written philosophical language with complex notions consisting of simple notions whose elements should be still more elementary concepts (cf.
1657: Cave Beck, *The Universal Character, by Which All the Nations in the World May Understand One Another's Conceptions: Reading out of One Common Writing Their Own Mother Tongues*. This is an early numerical UL project (cf. 1.3.2).

1661: Johann Joachim Becher, *Character pro notitia*; see 1.3.2, 2.1.2.

1661: George Dalgarno, *Ars Signorum*; see 2.3.1.

1663: Athanasius Kircher, *Polygraphia nova*; see 2.1.2 and McCracken (1948).

1665–66: Johann Amos Comenius, *Panglottia*. Amsterdam. In this book and in his *Via lucis* (written in 1641), Comenius pursues the idea of an ideal language "adapted to the exact and perfect representation of things." This language should be "(1) rational […], (2) analogical, containing no anomaly in any matter, and (3) harmonious, bringing no discrepancies between things and the concepts of things" (Comenius 1668: 168, 191; cf. DeMott 1955, Miskovská * 1959, Brekle 1975: 304-305, 323, Padley 1976, Slaughter 1982). One of his topics is the role of sound symbolism in a UL scheme (cf Miskovská 1962).

1666: Gottfried Leibniz, *Dissertatio de arte combinatoria*; see 2.4.

1668: John Wilkins, *An Essay towards a Real Character*; see 2.3.2.

### 2.2 Philosophical Foundations

Francis Bacon (1561–1626) and René Descartes (1596–1650) were among the earliest philosophers to discuss the idea of a philosophical language.

#### 2.2.1 Bacon's Idea of a Real Character

In *The Advancement of Learning* (1605) and *De dignitate et augmentis scientiarum* (1623), Bacon criticized language for being an unreliable tool of human understanding, since "false appearances are imposed upon us by words, which are framed and applied according to the vulgar" (1605: 134 [= § XIV, 11]). In his search for a better tool of human communication, Bacon discussed the idea of a *real character* (cf. Salmon 1972: 78), a system of written symbols "which express neither letters nor words in gross, but things or notions; insomuch as countries and provinces, which understand not one another's language, can nevertheless read one another's writing" (ibid.: 137 [= § XVI, 1.2]). Like many of his contemporaries, Bacon believed that Chinese writing and Egyptian hieroglyphics were such systems of real characters. For the history of the discovery of Chinese and hieroglyphic writing in this time and its influence on contemporary UL projects, see David (1965).

#### 2.2.2 Descartes

In his letter of November 20, 1629, to Mersenne, Descartes criticized the UL project of an anonymous contemporary who claimed to have rediscovered the protolanguage of mankind (cf. Knowlson 1975: 48-51). This UL was described as having a completely regular grammar. Its words were to be decoded by means of a multilingual dictionary. Descartes criticized this language for two reasons: its sounds would be "disagreeable" to speakers used to different first languages, and its words would be hard to learn because of the novelty of its dictionary (1629: 913).

As an improvement of the UL project, Descartes recommended the invention of a UL according to philosophical principles (ibid.: 914). Its lexicon should be composed of primitive elements. By systematically combining these elements, one could generate "an infinity of different words" just as numbers can be combined infinitely. Once the primitives have been discovered, the UL would be not only easy to learn but also an instrument for the discovery of truth. In spite of these theoretical proposals, however, Descartes remains skeptical about the practical realization of this project, for "cela présuppose de grands changements en l'ordre des choses, et il faudrait que tout le monde ne fût qu'un paradis terrestre, ce qui n'est bon à proposer que dans les pays des romans" (ibid.: 915).
2.3 The First Philosophical Languages

George Dalgarno (ca. 1626–1687) and John Wilkins (1614–1672) published the first elaborated projects of a philosophical *a priori* language. Based on a scientific taxonomy of concepts and things, the authors gave an encyclopedic outline of the contemporary knowledge of the universe (cf. Slaughter 1982). As Knowlson points out (1975: 91, 95) this encyclopedic approach distinguishes Dalgarno's and Wilkins's UL schemes from the more ambitious philosophical UL projects of Descartes and Leibniz:

The emphasis in Dalgarno's and Wilkins's philosophical languages is placed upon a description of the order of reality. [...] There is no effort to reduce complex ideas to a few philosophical simples. [...] It was essentially because of this difference in conception that Leibniz was later to assert that the schemes formulated by Dalgarno and Wilkins were not philosophical enough.

2.3.1 Dalgarno

Dalgarno's (1661) UL project (cf. Funke 1929: 10–14, Salmon 1979: 157-75, Slaughter 1982: 141-53, Cram 1985) is entitled *Ars signorum, vulgo character universalis et lingua philosophica*. The author characterized this project as a treatise of sematology and defined its goals as follows: "cutting off all Redundancy, rectifying all Anomaly, taking away all Ambiguity and Æquivocation, contracting the Primitives to a few number, and even those not to be of a meer arbitrary, but a rational Institution, enlarging the bounds of derivation and Composition" (1680: Introduction). *Ars signorum* is a written and potentially speakable language. Its words consist of letters of the Latin alphabet (plus Gr. eta [η, H] and ϝ) combined into elementary sequences with the structure of syllables. Since every letter is meaningful, the language has only a first and no second articulation (see Language 4.1). The initial letter indicates the general category (*genus*) to which the concept belongs.

Dalgarno distinguished up to twenty-three genera, such as substance (H), spirit (Y), physical (N) or artifactual entity (F). Each of these categories is divided into *species*, and these in turn are subdivided into *subspecies*. These categories are indicated by the second and third letters. For example, in *fan* ('house'), *f* stands for the genus 'concrete artifact,' and -n for the species 'construction.' There are two other subspecies of this class, *fen* ('ship') and *feb* ('bridge'). Thus, the second and third letters only indicate the place of the (sub)species within the categorical system. Their value changes within each category. For example, within the category *n-* ('physical entities'), the final letter -n indicates 'birds,' while the middle letters -a and -h specify 'carnivore' and 'nocturnal' (birds). This principle shows that Dalgarno's philosophical language is basically a semantic taxonomy and does not yet achieve the systematic atomization of meaning which was later envisioned by Leibniz (cf. 2.4).

2.3.2 Wilkins

In Wilkins's monumental *Essay towards a Real Character, and a Philosophical Language* (1668), the project of a UL based on taxonomic principles reaches its climax (cf. Funke 1929, Knowlson 1975: 98–107, Salmon 1979: 97–126, Slaughter 1982: 157–74). The language is much more elaborate than Dalgarno's, comprising a hierarchy of forty genera. For each genus, a number of taxonomic features can be derived from this hierarchy, for example, that the genus "STONE" is a 'substance' of 'imperfect' and 'vegetative' species being of an 'animate' [sic!] substance (ibid.: 23). The further subclassification into *differences* and *species* and the formation of the written and spoken words are similar to Dalgarno's system except for elaborate definitions which Wilkins adds. In the word *Dibe* = 'flint,' for example, *D* indicates the genus STONE, -b the difference 'vulgar...or of little or no price,' and -e the third species of this class, which is 'unequal, used for the striking of fire' (ibid.: 61, 442). An additional grammatical component specifies the derivational and inflectional morphemes which have to be affixed to these lexemes (ibid.: 443).
In addition to this spoken and alphabetically written version, Wilkins devised a completely new pasigraphic notation of his real character (1668: 387). It consists of an inventory of elementary graphemes to represent the forty genera such as:

<table>
<thead>
<tr>
<th>God</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>World</td>
<td></td>
</tr>
<tr>
<td>Elephant</td>
<td></td>
</tr>
<tr>
<td>Stone</td>
<td></td>
</tr>
</tbody>
</table>

Marks at the left of these categorical symbols indicate the differences, marks at the right indicate the species. Thus, the pasigraphic symbols

\[
\text{\includegraphics[width=1cm]{stone.png}} \quad \text{("fijn") and} \quad \text{\includegraphics[width=1cm]{sand.png}} \quad \text{("sand")}
\]

indicate two objects of the genus STONE (\text{\includegraphics[width=1cm]{stone.png}}) species, which comprises STONES 'of minute magnitude' (ibid.: 61, 387). An illustration of Wilkins's UL is given in Figure U 2.

### 2.4 Leibniz's lingua rationalis

Gottfried Wilhelm von Leibniz (1646–1716) (see also History 3.1.3) developed the idea of an *ars characteristica*, the UL project of *characteristica universalis* or *generalis* in many of his fragments after 1666 (cf. Trendelenburg 1856, Couturat 1901: 51-118, Lewis 1918: 5-18, Heinekamp 1975, Burkhardt 1980: 175-90). The goal of his project surpassed those of his predecessors in three respects: (1) Leibniz's *ars characteristica* aimed at a more exhaustive semantic decomposition of concepts, (2) the project included a *rational calculus* for the combination of ideas, and (3) Leibniz even envisioned a universal *ars inveniendi* (cf. Rhetoric 2.1.2) for the invention of new truths. With these goals, Leibniz's fragmentary project had to remain utopian. Nevertheless, his work is an important step in the history of semiotics and contains the foundations of symbolic logic (cf. Lewis 1918).

#### 2.4.1 The Alphabet of Human Thought

As the medium (cf. 1.3) of his universal character, Leibniz considered speech, writing, numbers, pictures (cf. Couturat 1901: 106-114), various graphic-geometrical figures (cf. Schnelle 1962: 15), and even musical tones (cf. Trendelenburg 1856: 53). The basic elements of his ideal language are characters representing unambiguously a limited number of elementary concepts. Leibniz called the inventory of these concepts "the alphabet of human thought." All complex concepts would have to be formed by a combination of these primitive elements and not only, as in Dalgarno's and Wilkins's languages, by assigning them a place in a taxonomic system. On the one hand, the characters were to be isomorphic with the concepts designated by them; on the other hand, the universal signs were to be isomorphic with the facts of nature (cf. Heinekamp 1975: 266).

#### 2.4.2 The Ars Combinatoria

Leibniz believed in the possibility of an algebra of thought. At one time, he proposed that by representing primitive concepts as prime numbers, complex concepts might be represented as their product. Thus, if 3 represents 'rational' and 2 'animal,' 6 would be the character for 'man' (Couturat 1901: 62). Leibniz worked on the development of a *calculus rationator*, a system of rules for the combination of the semantic primitives. He was convinced that the application of this calculus would allow the demonstration of the truth of any argument. This rational operation could then terminate any future disputes since errors or truths of reasoning would be demonstrated simply by applying the rules of this calculus. Thus, disagreements would be settled by mathematical operations. Mistakes of reasoning would be revealed by a close scrutiny of the language. Moreover, this UL should even serve as an *ars inveniendi* for the discovery of truths and sciences (cf. Burkhardt 1980). Leibniz was aware of the difficulties of his project and proposed to
The Lord's Prayer.

1. (Hitt) This Diphthong (22l) is allowed to signify the first Person plural amongst the Pronouns, ex. We. The Letter b prefixed to it, dubs denote that Pronoun to be used positively, viz. Our.

2. (Cola) Cb dubs denote the Genus of Oecumenical Relation, the Letter b signifies the first difference under that Genus, which is Relation of Contingency; the Vowel (2) the second Species, which is Direct Guise also. Therefore, Peri).

Who 1. (conj) This Diphthong is appointed to signify the second of the compound Pronouns, We, personal or Which, Real.

Art 4. (as) This diphthong is appointed to signify the present tense of the Copula (22l) and being spoken of the second person, is to be rendered Art.

As 5. (vul) is a Proposition, the first Opposite of the fourth combination, and therefore must signify (in.)

Heaven 6. (adj) The Syllable (22l) is appointed to signify the Genus of worlds; the addition of the Letter (2) curb denote the second difference under that Genus, which is Heaven.

Fig. I:2.

The beginning of the Lord's Prayer in phonetic and pasigraphic transcription (with annotations) according to Wilkins (1668: 421-22). The diphthong quoted under (3.) is the bilabial semivowel /w/, as in the beginning of woO.

develop a regularized and simplified Latin which should serve as a provisional international auxiliary language until the ideal language was fully elaborated (cf. Couturat 1901: 65-79).

2.5 Later Projects

The history of philosophical UL projects after Leibniz has partially (especially the 18th century) been outlined by Knowlson (1975) and Asbach-Schnitker (1984). After a decline of interest in ULs, Wolff (cf. Arndt 1979) and Lambert (see History 3.4.2) were among the first to resume Leibniz's project of an ars characteristica. Most philosophical UL projects since the eighteenth century have been concerned with the development of pasigraphies. A revival of interest in the development of a rational language was characteristic of the semiotic philosophy of the French idéologues (see also History 3.3.4). Although there have been few projects
since the nineteenth century, philosophical pasigraphies have still been proposed until this century (Haag 1930). Some notable projects are:

1726: D. Solbrig, *Allgemeine Schrift*.

1772: G. Kalmár, *Praecepta grammatica* (1773 in Italian, 1774 in German).


1795: J. Delormel, *Projet d'une langue universelle*.

1797: J. de Maimieux, *Pasigraphie*.


The developments of formal languages in symbolic logic (DeMorgan, Boole, Peirce, Russell, Frege) and in analytical philosophy are only partially successors to the philosophical project of a UL. Although they also aim at the discovery of a universal instrument of pure reasoning, these languages are restricted in their scope to formal operation in fields such as logic, mathematics, or physics and do not pursue the aim of becoming an instrument of universal communication. A notable exception is Freudenthal's *Lincos* (1960), a project of a language for cosmic intercourse.

3. International Auxiliary Languages

The history of international auxiliary languages and the state of the art in interlinguistics, the linguistic study of these languages, is well documented by Couturat & Leau (1903), Pei (1958), Rónaï (1967), Haupenthal, ed. (1976), Sakaguchi (1983), Blanke (1985), and Large (1985). The most famous projects are spoken languages, but there are also a number of pasigraphic or pictographic UL projects.

3.1 Spoken International Auxiliary Languages

Ironically, the history of interlinguistics is no less reminiscent of the scattering at Babel than the history of natural languages: about nine hundred international artificial languages have been invented (or at least proposed; cf. Blanke 1985: 66). The most famous of them are *a posteriori* languages derived from Western European languages. Among the best-known are:

<table>
<thead>
<tr>
<th>Date</th>
<th>Auxiliary Language</th>
<th>Inventor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1880</td>
<td>Volapük</td>
<td>Johann M. Schleier</td>
</tr>
<tr>
<td>1887</td>
<td>Esperanto</td>
<td>Ludwig L. Zamenhof</td>
</tr>
<tr>
<td>1903</td>
<td>Latino Sine Flexione</td>
<td>Giuseppe Peano</td>
</tr>
<tr>
<td>1907</td>
<td>Ido</td>
<td>Louis de Beaufront, Louis Couturat, and others</td>
</tr>
<tr>
<td>1922</td>
<td>Occidental-Interlingue</td>
<td>Edgar de Wahl</td>
</tr>
<tr>
<td>1928</td>
<td>Novial</td>
<td>Otto Jespersen</td>
</tr>
<tr>
<td>1930</td>
<td>Basic English</td>
<td>Charles K. Ogden</td>
</tr>
<tr>
<td>1951</td>
<td>Interlingua</td>
<td>Alexander Gode</td>
</tr>
</tbody>
</table>

There are two major types of planned languages, those of a *polylinguistic* and those of a *monolinguistic* origin. The former type are constructed from elements of various existing languages. Esperanto and Ido, for example, have their sources in Romance languages, English, German, and some Greek and Russian, not only lexically (cf. Esperanto *domo* 'house,' *birdo* 'bird,' *hundo* 'dog') but also grammatically (cf. *lingva* = nom., *lingvon* = acc. in the sample below).

ULs of a monolinguistic origin are either simplifying transformations of existing languages (such as Latino Sine Flexione) or elementary versions of natural languages preserving the basic structures of their model. Basic (British American International Commercial) English is such a language. It is an English reduced to an elementary grammar and a vocabulary of 850 words (plus a number of "international words" and compounds). Words from the vocabulary of natural English which do not belong to the 850 words of Basic English have to be translated by means of paraphrases. The following samples illustrate these structures of Esperanto (source: Blanke 1985:}
221) and Basic English (source: Ogden 1930: 378):

**Esperanto:**
Esperantisto estas nomata ciu *persono, kiun scias kaj uzas la lingvon Esperanto, tute egale por kiaj celoj li gin* uzas.

**English translation:**
Esperantist is the name for any person who knows and uses the Esperanto language, no matter for which goal he uses it.

**Basic English**
Foreign Office and trade representatives in other countries will be requested to do everything possible to get Basic English more widely used as a second language.

**Original** English
Diplomatic and commercial representatives in foreign countries will be asked to do all they can to encourage the spread of Basic English as an auxiliary language.

3.2 Modern Pasigraphies and Picture Languages

More than 120 practical pasigraphies have been invented or proposed so far (cf. the surveys by Monnerot-Dumaine 1960: 11-16 and Blanke 1985: 110-22; see also 2.5 for the earliest philosophical pasigraphies). The characters of pasigraphies are iconic pictograms, symbolic ideograms, letters, numbers, and other graphic symbols, and various types of indices (arrows, etc.). The pasigraphic characters used in most earlier pasigraphies (from Maimieux 1797 until Damm 1876) were mostly arbitrary symbols. The characters proposed in the more recent practical pasigraphies have mostly a certain degree of iconic and indexical motivation. The inventors of these languages often claim that their pasigraphies are particularly universal because of this feature. Some examples are:

<table>
<thead>
<tr>
<th>Date</th>
<th>Pasigraphy</th>
<th>Inventor</th>
</tr>
</thead>
<tbody>
<tr>
<td>1949</td>
<td>Semantography</td>
<td>C. K. Bliss (1949)</td>
</tr>
<tr>
<td>1951</td>
<td>Safo</td>
<td>A. Eckardt</td>
</tr>
<tr>
<td>1957</td>
<td>Picto</td>
<td>K. J. A. Janson</td>
</tr>
<tr>
<td>1973</td>
<td>LoCoS</td>
<td>Y. Ota</td>
</tr>
</tbody>
</table>

Safo, for example, is a system of about 180 elementary (lexical) characters. By combining these elements, more complex signs can be formed. Further characters represent grammatical and derivational morphemes. The grammar is an *a posteriori* design derived from European languages (cf. Fig. U 3). In most pasigraphies, the principle of combining the elementary characters is linear order. Ota (1973), however, proposed a pasigraphy which makes additional use of the visual potential of the second dimension by combining the elements of complex concepts in a vertical row (cf. Muckenaupt 1986: 80-85).

The hopes of the inventors of pasigraphies for the discovery of a universal medium of communication have been disappointed, even more so than the hopes of the inventors of spoken ULs. Some of the semiotic reasons for this failure are discussed by Eschbach (1987). A number of picture languages seem to have a certain success as languages for special purposes. Thus, Bliss's *Semantography* (or *Blissymbolics*) (1949) has been used successfully in the teaching of severely handicapped deaf children (cf. Helfman 1981).

Fig. U 3.
A sample of Safo pictography (cf. Blanke 1985: 119). The elementary characters are: 1 = man, 2 = wheel, 3 = back, 4 = bell, 5 = breast, 6 = past, 7 = eye, 8 = law.
Some so-called picture languages have been designed for restricted purposes such as cartography, traffic regulation, public orientation, and the visualization of statistical charts (cf. Code 5.4). One of the most successful systems of this type is ISOTYPE, invented by O. Neurath in the context of the positivist unified science project of the 1930s (cf. Eschbach 1987). These (picto)graphic systems, however, cannot be considered ULs. Basically, they are only lexical codes and have no grammatical component to express derivational, logical, or other syntactic relationships between the pictograms.
Sign Language

Sign Languages (SLs) in the narrower sense are semiotic systems of gestural communication with the communicative potential of a spoken language. Such gestural languages have been developed in contexts where speech is not available (as in the SLs of the deaf), in situations where speech is forbidden (as in monastic SLs), or as a universal language for people of different native languages (as in aboriginal SLs). Like writing, SLs communicate via the visual channel. But while writing is basically two-dimensional, thus depicting the linearity of spoken language, SLs are the only full-fledged languages in the three-dimensional medium of nonverbal communication. One of the specific semiotic features of SLs is therefore the higher degree of simultaneity of informational units compared with the more sequential nature of speech.

1. Gestural Communication as Language

In comparison with other modes of nonverbal communication, SLs in the narrower sense are characterized by their communicative equivalence to but relative structural independence from spoken language.

1.1 SL in the Broader and in the Narrower Sense

The designation sign language is generally restricted to the narrower usage of the term by most scholars of the field (cf. Stokoe 1980: 365, Kendon 1986b: 8). It must be distinguished from the usage in the broader sense.

1.1.1 SL in the Broader Sense

In a very broad sense, the term sign language is sometimes used as a synonym of semiotic systems in general. Language in this usage is only a figurative designation of all kinds of nonlinguistic codes. The metaphorical nature of this term is apparent in studies such as The Language of Signs (Voigt et al. 1973), The Language of Gestures (Wundt 1900), and Language without Words (Kleinpaul 1888). In the field of nonverbal communication, the special gestural codes used by certain groups of people in particular professional or leisure activities are sometimes also designated as sign languages. In this broadest sense, Meissner & Philpott (1975), for example, study the "sign language of the sawmill workers" in British Columbia, and Savigny (1980) the "signal language of the automobilist" (for further gestural systems of this kind, see Gesture 2.2.3).

1.1.2 SLs in the Narrower Sense

SLs in the narrower sense are not restricted in the domain of their communicative functions.
They must be able to serve as a functional equivalent to spoken language in any situation of life. This communicative potential of SLs is apparent from the size of their sign repertoires. According to Stokoe, the number of signs in the lexicon of American Sign Language is about four thousand (1972: 63). Mallery's (1881) dictionary of the SL of the Plains Indians contains about three thousand entries. Barakat's study of the Cistercian SL (which is not used in all situations of life) lists a lexicon of about five hundred signs (1975: 26).

Being gestural languages, SLs in the narrower sense use the same medium of expression as the codes of nonverbal communication, but there are a number of features which are characteristic of SLs only: (a) SLs show a higher degree of conventionality (cf. 2.2, 3.2.1), (b) gesturing in SLs is restricted to a particular space for signing, normally not extending below waist level or above the head (cf. ibid.: 71–77 and Voegelin 1958: 71), (c) there is a tendency toward symmetry in the use of two-handed signs (cf. ibid.), and (d) SLs are semiotic systems with a grammar of their own (cf. 2.3, 3.2.2).

1.2 SLs and Spoken Language

Can gestural systems of communication be classified as genuine languages, and if so, to what degree are they different from spoken languages?

1.2.1 Are SLs Languages?

There has been some debate about whether SLs have the nature of a language at all (cf. Schlesinger & Namir 1978: 4–6, Deuchar 1984: 18–25). While Stokoe (1972; 1974; 1976; 1980), Baron (1981: 207–214), and others have defended the language status of the SL of the deaf, Crystal & Craig (1978) and Schlesinger (1978) have emphasized a number of differences from spoken languages. Their criteria of analysis are derived from Hockett's design features of language (q.v., 3.1), which are based on an essentially phonocentric view of language. A more affirmative answer to the question of the language status of signing systems can be given if language is understood in a more abstract sense in which writing may be considered a mode of language, too (cf. Deuchar 1984: 24–25). From these premises, Voegelin & Harris compare the structural autonomy of aboriginal SLs to the autonomy of Chinese writing in relation to spoken Chinese, and to the autonomy of Arabic numerals in comparison to their corresponding number words (1945: 459).

1.2.2 Semiotic Autonomy of SLs

The autonomy of SLs in relation to spoken languages is structural, geographical, and functional. SLs are structurally autonomous to the degree to which they have a morphology, lexicon, and grammar of their own. This is one of the major distinctions between SLs and language substitutes, which correspond more closely to the sound structure and grammar of their base language. SLs are geographically autonomous since their distribution does not coincide with the language boundaries of spoken languages and since different SLs are to a large degree mutually unintelligible. SLs are functionally autonomous since they differ from spoken language with respect to the circumstances of their use and availability. They substitute the visual for the auditory channel of communication because speech is unavailable or unintelligible, or speaking is prohibited. But this substitution of the auditory channel is not necessarily disadvantageous under all circumstances since visual signs can be transmitted under noisy conditions and over longer distances than vocal signs.

The SL of the deaf is usually acquired as a first language by its users. Aboriginal and monastic SLs are second languages to their users. They are restricted to certain situations of communication and are therefore less universal in their communicative functions than the SL of the deaf.
2. The Sign Languages of the Deaf


2.1 History

The history of the SLs of the deaf has been outlined by Mendelson et al. (1964), Kröhnert (1966), Siger (1968), and Lane (1980). Lane characterizes it as a "chronology of the oppression" of a naturally developed native (sign) language by the users of the dominant (spoken) language. This oppression resulted in attempts to transform or even replace the autonomously developed gestural SLs of the deaf by SLs whose structure corresponds more closely to the spoken national language.

2.1.1 Early Hand Alphabets

The earliest descriptions of SLs of the deaf were published in Spain (cf. Kröhnert 1966, Alston 1971). The main concern of the early methods was with the teaching of writing and speaking (oral method) the national language. During this time, manual alphabets were invented as gestural language substitutes for writing. After Lasso (1550), the work of Bonet (1620) became highly influential. His hand alphabet was adopted in Spain and France and is basically still used today by the American deaf population (cf. Mendelson et al. 1964: 183). Figure SL 1 shows the first letters of this hand alphabet. For the complete alphabet see Wilbur (1979: 18).

A quite different hand alphabet, no longer in use today, was proposed by Dalgarro (1680: 75). It was formed by pointing with the right index finger or thumb to certain parts of the left hand, as shown in Figure SL 2. The modern British hand alphabet is a two-handed system. Its first letters are shown in Figure SL 3 (for the full system see Deuchar 1984: 9). The differences between the British and the American alphabets (Fig. SL 1) illustrate the semiotic autonomy of both systems. For a gestural system representing phonemes instead of letters, see Language Substitutes (1.3.2).

2.1.2 Development of Autonomous Codes

Manual alphabets are only a subcode of modern SLs. Most gestural messages of the deaf today are coded without speech-related finger spelling. However, the degree of structural autonomy from spoken language varies considerably with the type of SL. Elements of autonomous SLs of the deaf were first discovered and described in 1774 by Abbé Charles Michel de l'Épée (1712-1789). In his own teachings, however (cf. Stokoe 1974: 356-58, Lane 1980), Epée still impeded the development of an autonomous gestural language by introducing unnecessary signs to represent
French grammatical morphemes, such as prepositions and articles. In the nineteenth century, teaching of gestural systems was largely abandoned in favor of attempts to teach deaf individuals to speak (oral method) and to read lips.

The various types of modern SLs of the deaf still vary as to their autonomy from spoken language. In their typology of current sign systems of the deaf, Crystal & Craig distinguish between "contrived signing systems," which are in close correspondence to a vocal base language, and the more autonomous "natural systems," including ASL (1978: 161–66). An example of an SL with a very close correspondence to the morphology and syntax of spoken English is S.E.E. (Signing Exact English). It was invented to help the deaf student learn English and has signs for articles and suffixes, which are not used in ASL (cf. Liddell 1980: v). The development of ASL was historically influenced by the teachings brought from France by Thomas H. Gallaudet (1787-1851) and Laurent Clerk (1785-1869) (cf. Woodward 1978). For this reason, ASL is more closely related to French SL than to British SL.

2.1.3 The Myth of Universality

An early topic of SL studies was the assumption of the universality of gestures. Sign languages were often considered to be an ideal medium of international communication. Bulwer (1644), who was convinced of the superiority of gestures over spoken language, even believed that gestural communication should be adopted by mankind as a universal language (cf. Knowlson 1975: 212). His illustrations of "natural gestures" expressing human emotions (cf. Fig. SL 4) had their origins in a tradition reaching back to Quintilian's rhetoric. With respect to the structure and development of modern SLs of the deaf, the assumption of a basic universality of gestural communication is no longer justified (cf. Markowicz 1977, Frishberg 1978, Baron 1981: 202-206, Deuchar 1984: 2-7). Their structural and geographic autonomy and
their conventionality disprove the persistent myth of SL universality (but see 2.2).

2.2 Arbitrariness, Motivation, and Universality

The assumption of an essential iconicity in SLs is another myth of SL studies (Markowicz 1980: 4; cf. Mandel 1977, Frishberg 1978; 1979, Klima & Bellugi et al. 1979: 10-34, Deuchar 1984: 11-18). Even Bulwer's "natural gestures" (Fig. SL 4) were hardly iconic. The gestures are in no way similar to the meanings they express. The signs of modern SLs are to a large degree arbitrary and conventional and thus symbols in the sense of Peirce. Figure SL 5 illustrates this characteristic in ASL signs.

Nevertheless, there is a considerable degree of motivation and universality in SLs. As ethologists have shown, gestural communication in general has already a certain genetically determined universality (which is not necessarily iconicity; cf. Gesture 2.5). An example is Bulwer's gesture of "shame" (Fig. SL 4), which can be observed with children throughout the world (cf. Eibl-Eibesfeldt 1972). Moreover, as Markowicz points out, "deaf persons from different cultures are usually able to communicate their basic needs to each other better than hearing people because they lack a certain inhibition about using gestures and because they are masters at pantomime" (1980: 2).

In comparison to spoken languages, SLs have a higher degree of iconicity in word fields representing visual phenomena, such as objects, spaces, or movements (cf. Mandel 1977). On the other hand, SLs are also less iconic than spoken languages since they are necessarily uniconic with respect to acoustic phenomena. A certain degree of iconicity is, so to speak, an etymological heritage of SLs, which has become obscured in the course of its history (cf. Frishberg 1979). As Klima & Bellugi et al. have shown, there are productive processes in the
expressive use of ASL by which the original transparency of gestures can be reexploited (1979: 34). The motivation of SLs is not only iconic and universal but also indexical to a high degree (cf. Klima & Bellugi et al. 1979, Deuchar 1984). In particular, personal and spatial deixis and other modes of ostension are expressed by indexical gestures which are more universally intelligible than the corresponding morphemes of spoken languages.

2.3 System and Structure of ASL

In the analysis of Stokoe (1960; 1972), ASL is a semiotic system with three major characteristics of a language (q.v., 4.1): first articulation, second articulation, and a syntax of its own.

2.3.1 First Articulation

The level of first articulation in ASL consists of signs corresponding to the morpheme- and word level of spoken language. The repertoire of these signs forms the ASL lexicon (see Stokoe et al. 1965 and Sternberg 1981). Stokoe (1972; 1976; 1980) defines these units of ASL as signs or gSigns (gestural signs) and characterizes them as the emic units of the ASL system in contradistinction to the etic units of SL communication, which he defines as gestures. There are signs corresponding to verbs, adverbs, adjectives, nouns, pronouns, and prepositions. Among the English words without a correlate in ASL are the articles the and a(n), the preposition of, and the auxiliary forms of to be (is, was, are, etc.; cf. Stokoe 1972: 69).

2.3.2 Second Articulation

In analogy to the linguistic phoneme (see Structuralism 1.1.2), Stokoe defines the non-signifying differential units of gestural signs as cheremes (from Gr. χείρ 'hand') (1972: 69). In analogy to phonology, Stokoe postulates a branch of sign language studies to be called cherology (1960: 33-50). Others have continued research in this field under the designation of SL phonology (cf. Friedman 1977, Wilbur 1979, Stokoe 1980, Deuchar 1984).

In contradistinction to phonemes, cheremes are not elements in a sequence, but basically simultaneous components of a gestural sign. Stokoe distinguishes three types of such elementary components whose combination constitutes a sign: dez (designator), the acting (handshape) configuration, sig (signation), the performed movement, and tab (tabula), the location of action (1980: 369). As an example, the cheremes of the ASL sign for girl (Fig. SL 6) are drawing down (sig) the ball of the thumb (dez) along the cheek (tab) (1972: 27). On the basis of fifty-five cheremes (12 tab, 19 dez, and 24 sig), Stokoe et al. (1965) describe the ASL lexicon of about twenty-five hundred signs.

Fig. SL 6.
The ASL sign for 'girl' is composed of the cheremes "drawing down" (sig), "the ball of the thumb" (dez), and "along the cheek" (tab).

Klima & Bellugi et al. have pursued the phonological principles of cheremic analysis one step further (1979: 164-80). At a structural level below the chereme, they distinguish distinctive features of (handshape) cheremes, such as "dual," "radical," "touch," "cross," and others.

2.3.3 Syntax of ASL

For a long time, the autonomous syntax of SLs remained undiscovered. The myth of "ungrammaticality" of SLs (Markowicz 1980) was the assumption of a nonexistent or a base-language-derived and reduced syntax. Meanwhile, the complexity of SL morphology and syntax has been ascertained in studies of ASL (Stokoe 1976, Wilbur 1979, Liddell 1980) and of other SLs (Oléron 1978, Namir & Schlesinger 1978, Kyle & Woll, eds. 1983, Deuchar 1984).

Compared with spoken languages, in which most syntactic information is coded sequen-
tially by means of prepositions, articles, or inflectional morphemes, one of the specific features of SLs is the simultaneous coding of these structural indices together with the lexical signs. While ASL has no "segmental" signs corresponding to articles, plural and past-tense morphemes, these and other grammatical markers are signed "suprasegmentally" in the form of nonmanual signs, such as facial signals or body movements (cf. Liddell 1980). Syntactic information is also expressed by means of a flexible word order in ASL.

3. Aboriginal Sign Language

Semiotic and presemiotic research on aboriginal SLs has been collected in a two-volume edition by Umiker-Sebeok & Sebeok, eds. (1978). There are two areas in the world from which aboriginal SLs have been reported in detail, Australia and the North American Plains. Both differ in their communicative functions. Only the SL of the Indians of the North American Plains and of the Australian Aborigines (Kendon 1989) have so far been studied in detail.

3.1 Communicative Functions

Aboriginal SLs in Australia and North America were developed for essentially different communicative purposes.

3.1.1 Plains SL

The Plains SL (PSL) is a universal language whose major function was intertribal communication between speakers of different native languages. It has been used at least since the sixteenth century (cf. Taylor 1975: 330). Other uses of these languages were in public entertainment and oratory. Conversational use has also been reported (ibid.: 335-36). Research in PSL dates back to Mallory (1881; further studies by Mallory are reprinted in Umiker-Sebeok & Sebeok, eds. 1978). There has been a continuous popular interest in the PSL, which has resulted in numerous publications (for example, Fronval & Dubois 1985, with hundreds of color photographs).

Although English became the lingua franca of the Plains Indians in the nineteenth century, the PSL is not yet extinct today. Its most general use in this century is for oratorial purposes at the occasion of formal councils, but PSL is also used for storytelling (cf. Taylor 1975: 336-37). The most comprehensive study of PSL of this century is the unpublished work by West (1960, available on microfilm). For a clinical project of using an adapted version of PSL in therapeutic communication with speech-impaired persons, see Skelly (1979).

3.1.2 SL of the Australian Aborigines

In contradistinction to PSL, the Australian SL is primarily for intratribal communication, although there are also reports of intertribal use (Umiker-Sebeok & Sebeok, eds. 1978: xiv). Among the situations in which SL is used instead of speech by the Australian aborigines are communication at distance, in hunting, and in ceremonies. A major function of SL use with the Australian aborigines is communication during times in which language taboo has to be observed. Thus, Walpieri women use an SL for long periods after they have been bereaved because their culture prohibits speaking during this time (cf. Kendon 1980d; 1989).

3.2 The Semiotics of the Plains SL

Semiotic research on PSL has focused on two major topics, its semiotic features as a language and its grammar.

3.2.1 PSL. SL of the Deaf, and Spoken Language

In comparison to the SLs of the deaf PSL signs have a higher degree of iconic and indexical motivation (cf. Umiker-Sebeok & Sebeok, eds. 1978: xvii-xx). But PSL nevertheless has a large percentage of arbitrary signs and is by no means universally understandable (cf. Kroeber 1958: 15). PSL is thus a language, which must be learned. There are even dialectal variations of PSL.

Although PSL is only a second language to its
users, the structure of this SL shows little grammatical influence of the spoken first languages of the Plains Indians (cf. Taylor 1975: 348). Because PSL is a lingua franca for speakers of different tongues, its structure is by necessity relatively autonomous in relation to specific spoken languages. In addition to its arbitrariness and double articulation, another design feature of the PSL languages is semantic openness. As Umiker-Sebeok & Sebeok observe, “they may be used to formulate a potentially indefinite number of messages and their lexicon may be enlarged to suit changing demands on the system” (1978: xv).

3.2.2 System and Structure

While Kroeber was still unable to discover a level of the structure of PSL corresponding to the phoneme (1958: 14), Voegelin (1958) was already defending the hypothesis of a double articulation of PSL. In the analysis of West (1960; cf. Taylor 1975: 340-44, Umiker-Sebeok & Sebeok, eds. 1978: xxvii), PSL has a level of second articulation at which eighty kinemes can be distinguished. These structural equivalents of Stokoe's cheremes (cf. 2.3.2) are minimal visual elements characterizing the hand shapes, directions, dynamics, motion patterns, and relational positions. In West's description, the first articulation of the PSL system consists of morphemes, composed of three or four kinemes, and of gestural words, having one or several morphemes. While West's grammar of PSL follows the language model of taxonomic structuralism, Ljung (1965) gives an outline of the PSL grammar based on principles of S. Lamb's stratificational linguistics. His three strata of PSL analysis are gestemics (second articulation), morphemics, and lexemics (first articulation).

4. Monastic Sign Languages

Most research on monastic sign languages, including all publications quoted in the following, has been collected and published by Umiker-Sebeok & Sebeok, eds. (1987). The origin of monastic sign languages is the medieval silence rule of the Benedictine monasteries. Today, this rule is still observed by the Cluniac, the Trappist (cf. Hutt 1968), and the Cistercian (cf. Barakat 1975) orders. Descriptions of the SL developed by the Benedictines were published in medieval manuscripts, mostly in the form of illustrated nomenclatures (cf. Kluge 1885, Rijnberk 1953, and Barley 1974). Semiotic aspects of the systems of monastic SLs have been studied by Buysens (1956), Hutt (1968), Barley (1974), Barakat (1975), and Baron (1981).

Monastic SLs have many semiotic features in common with SLs such as ASL and PSL (cf. Barakat 1975 and Baron 1981). Their design features include arbitrariness, double articulation, and semantic openness or productivity (cf. 3.2.1). The main difference between ASL, PSL, and monastic SLs is of a pragmatic nature: the communicative function of monastic SLs is restricted to certain topics and situations of life. The Benedictines, for example, are allowed to use spoken language in conversations with laymen and on religious topics. This restriction on SL use explains certain gaps in the vocabulary of monastic SLs. Monastic SLs are thus structurally autonomous, but pragmatically they are semiotic systems whose function is complementary to that of spoken language.
Language Substitutes

Language substitutes are secondary codes whose signs are molded on the model of a primary linguistic code. Since there are several degrees of dependence between verbal languages and other language-based codes, the semiotic field under consideration has been defined in broader and in narrower ways. This handbook adopts the narrower definition: language substitutes include speech surrogates, such as drum and whistle languages, as derivatives of speech, and various alphabetic codes as derivatives of writing. In contradistinction to such heteronomous codes, sign languages, writing systems, and universal languages have a higher degree of semiotic autonomy in relation to the primary code of natural, spoken language and are therefore not included as language substitutes (in contradistinction to definitions proposed by several other authors; cf. 3.).

1. Speech Surrogates

Drum and whistle languages are the speech surrogates which have so far received most scholarly attention, but there are other substitutes of spoken individual languages which may also be classified as speech surrogates.

1.1 Survey of Drum and Whistle Languages

Drum and whistle languages are archaic speech substitutes used mostly for telecommunication. Discovered and studied since the nineteenth century by anthropologists and linguists, these codes seem to be dying out in this century (cf. Busnel & Classe 1976: 108; but see Sebeok & Umiker-Sebeok, eds. 1976: xxiii on new discoveries). A monument of research in this field is the collection of studies by Sebeok & Umiker-Sebeok, eds. (1976). Busnel & Classe (1976) have done a thorough phonetic study of whistle languages.

1.1.1 Geographical Distribution

Drum languages have been reported primarily from Africa, Southeast Asia, and Oceania. Whistle languages were discovered in Africa, Asia, South and Central America, and Europe. Busnel & Classe's (1976) studies deal with systems used in mountainous regions of the Canaries (La Gomera), Turkey (Kusköy), Mexico (Oaxaca), and the Pyrenees (Aas), where the "speakers" are usually in sight of each other but separated by a valley.

1.1.2 Communicative Functions

The primary function of these codes is telecommunication. According to Busnel & Classe, whistled signals can be exchanged in valleys.
over distances from two hundred meters up to two thousand meters (1976: 28). The range can be extended up to ten kilometers by the use of a shell for signal production. Valen reports a range of ten kilometers and more for drum signals (1955: 747). The range of these signals can be extended by continued transmissions of the message via "relay stations." The modern technologies of communication have largely, but not yet completely, replaced signal drums as a means of telecommunication. A few other functions of drum and whistle languages are known. For example, Mexican Kickapoo whistle speech is restricted to courtship (Taylor 1975: 358), and the Cuban ūñāñigos are said to have used whistled speech as a secret language (Busnel & Classe 1976: 22). Drum languages have a variety of other functions, especially ritual and entertainment (musical or poetic).

1.1.3 Typology of Systems

Following Stern (1957: 130) and Umiker (1974: 497-98), the major systems of drum and whistle languages can be summarized as follows:

1. instrumental systems
   (a) wind instruments (esp. whistles, horns, flutes)
   (b) percussive instruments (membrane drums, slit gongs, xylophones, etc.)
   (c) string instruments

2. somatic systems
   (1) without voice (whistling)
   (2) with voice (humming, syllabic calling, falsetto)

1.2 Semiotic Structures of Drum and Whistle Languages

Stern (1957: 125) and Umiker (1974: 499) distinguish two basic principles of speech substitution in drum and whistle systems, which they call encoding and abridgement.

1.2.1 Symbolic Encoding

Encoding uses arbitrary acoustic symbols, which have no similarity to the sound structure of the base language (as in Morse; cf. 2.1.1). Drum languages are only partly based on encoding and are otherwise iconic. Whistle languages are in principle iconic. When a drum language uses signals which represent words ("lexical logograms," as discussed by Umiker [1974: 499-502]) and not only phonemes (or letters, as in Morse), the code might be considered a direct and not a substitutive signaling system (cf. Taylor 1975; see also 3.1.1 on direct and indirect semiosis).

1.2.2 Iconic Abridgement

Speech surrogates based on the principle of abridgement use acoustic signs which resemble the sounds of their base language. This iconic mode of representation always implies a simplification of the phonetics of the base message (not necessarily a shortening, as the term abridgement suggests). A high degree of acoustic iconicity is attained in whistle languages. According to Busnel & Classe (1976: 2-3), these speech surrogates are produced by replacing the cord-tone of everyday phonation by a whistle, the factor of articulation remaining basically as it is in ordinary speech. By this technique, even consonants can be substituted. Drum languages attain only a lower degree of phonetic similarity in relation to their base language. Consonants cannot be represented by drumming. The sound imitation is restricted to phonetic features, such as vowel quantity, syllable length, sentence rhythm, intonation curves, and stress (cf. Nketia 1971: 843). Tone languages, where the tone of the message has a phonemic function, are particularly suited for substitution by drums.

1.2.3 Semantic Potential

The principle of phonetic simplification in speech substitutes implies a loss of semiotic structure, which can result in difficulties of decoding the substitutive message. Many phonetically distinct words of the base language, for example, become homonyms when translated into a drum language. As a semiotic remedy for this problem, the users of drum languages employ a technique of eiphrasing, where paraphrases and stereotypes are used instead of
words otherwise difficult to identify (cf. Valen 1955: 748, Umiker 1974: 504). Owing to characteristics such as phonetic loss and emphrasing, speech surrogates are not completely iconic and cannot be deciphered by the members of the base language community without some degree of learning. This difference between base language and speech surrogate characterizes the margin of autonomy of the substitutive code. In spite of their reduced semiotic potential, drum languages still have a considerable scope of communicative functions. According to Valen, they serve to transmit messages about commercial transactions, festivities, conflicts, or deaths (1955: 749). Even narratives, poems, proverbs, and riddles are transmitted by drums (cf. Umiker 1974: 509-513).

1.3 Other Speech Surrogates

There are few other language substitutes derived from speech, while there are many more language substitutes derived from writing.

1.3.1 Secret Speech

Spoken secret languages derived from a natural base language have the character of a speech surrogate. Some of them are devised on a principle of distorting the phonology of the base language; others distort the meaning by employing a substitute vocabulary. Examples of phonetic secret languages used by children are described by Opie & Opie (1959: 344-45) and Kirshenblatt-Gimblett, ed. (1976). In Pig Latin, for example, the initial consonant (cluster) is transferred to the second position, and "ay" is added as a word ending, thus: "Unejay ithsmay isay igpay" 'June Smith is a pig.' In backslang, the words are simply pronounced backwards, e.g., "Eraj thims" 'June Smith.' A secret speech substitute based on a semantic principle, antonym substitution, has been discovered by Hale (1971) in Central Australia, where the Walpiri use it in ritual contexts. (Example: "Another is standing in the sky" 'I am sitting on the ground.') Other examples of culturally motivated forms of speech disguise are reported by Conklin (1959) and Crystal (1987: 179).

1.3.2 Auxiliary Speech

Most visual derivatives of language, such as writing and sign languages, have developed a relative autonomy in relation to speech and are therefore not classified as speech surrogates in this handbook. But there are systems of auxiliary speech for the deaf which consist of a translation of phonemes (not letters) by means of hand gestures (cf. Wilbur 1979: 225). Cornett (1967), who developed such an auxiliary speech called Cued Speech, describes it as a system designed "to enable the deaf children to learn language through exposure to a visible phonetic analog of speech supplied by the lip movements and supplementing hand cues." The system uses thirty-six cues for the phonemes of English. Every cue consists of a hand sign plus a lip shape. There are only twelve hand signs (eight hand shapes for consonants, four hand positions in relation to the face for vowels). Each hand sign is associated with two to four phonemes which are further differentiated by the lip shape which is characteristic of their articulation. For example, the bilabial /m/, the labio-dental /f/, and the alveolar /t/ are associated with one hand shape only.

2. Substitutes of Written Language

There are two semiotic strategies of substituting written language. One is to substitute elements of first articulation (i.e., words; cf. Language 4.1); the other is to substitute elements of second articulation, i.e., letters. Typical examples of these two strategies can be found in the history of cryptography (cf. Kahn 1966: xiii-xiv), where systems of word substitution are called cloaks or codes (cf. 2.2), and systems of letter substitution are defined as ciphers (cf. Code 1.2). (Ciphers are also codes in the more general semiotic terminology.)
2.1 Alphabetic Codes

The substitution of writing on the level of second articulation requires no knowledge of the base language except for its alphabet. A *ciphertext*, for example, can therefore be decoded when the cipher alphabet is known, but the content of the message may still remain unintelligible if the base language is unknown. On these grounds, one might ask whether an alphabetic code should be called a substitute *language*, but this is only a question of terminology (cf. 3.3.1).

2.1.1 Examples of Alphabetic Codes

While ciphers intend to conceal a message, all other alphabetic codes have the function of extending the range of the medium of writing, either to the benefit of the disabled (b, g) or for the purpose of telecommunication (a, c-f). Examples are:

a. Morse code (see Code 5.3.1, 5.3.3)
b. Braille code (see Code 5.3.1-2)
c. the binary code of the alphabet (see Information 2.2)
d. naval semaphore (cf. Prieto 1966: 113-21)
e. Aleut Wig-wag (arm and body semaphore of Alaskan Aleuts; cf. Taylor 1975: 361)
f. manual alphabets (supplementary codes to the sign languages of the deaf, which are themselves not based on alphabetic substitution; cf. Stokoe 1974: 346-51 and Sign Language 2.1.2)
g. tactile alphabets (see Tactile Communication 3.)
h. crypticraphic ciphers

2.1.2 Principles of Alphabetic Substitutions

The signals of alphabets (a) to (g) are 1:1 substitutions for the letters of the base alphabet. All of these codes are examples of *intersemiotic translations* (cf. Jakobson 1959a: 261): letters of the Latin (or Cyrillic, as in [e]) alphabet are transposed to a visual or acoustic nonwriting code. Only ciphers are usually *intralalphabetic translation* systems, where letters are substituted for letters of the same alphabet. But for the sake of transmission security, ciphers cannot rely on simple 1:1 substitutions. They employ, instead, variable principles of substitution, such as *polyalphabetic substitution* (cf. Kahn 1966: xiv), where various ciphers are used in rotation, or substitution by means of a code book, where the order of the letters in a secret book provides the key to the ciphertext.

2.2 Word Codes

There are only few genuine substitutes for written language whose units of translation are words. In cryptography, secret codes give instructions for the replacement of plaintext words by code words. Ideally, such a code must have as many code words as there are words in the lexicon of the base language. This is a technical disadvantage which reduces the practical usefulness of such codes. Apart from cryptography, word substitutive systems were developed for the purpose of message abridgement. Thus, commercial codes were formerly used in business to save on cable tolls (see Meyer-Eppler 1959: 199 for such codes). There are other codes whose signs correspond to words of a base language (cf. Code 5.4-6), but most of these are restricted to the encoding of special types of message, such as traffic regulation. Codes with such a restricted productivity (cf. Language 3.1.5) cannot be classified as language substitutes.

3. Substitution and Semiotic Autonomy

Language substitution implies a process of intersemiotic translation. Divergent opinions about the autonomy of language-related codes have resulted in different definitions of the term *language substitute*.

3.1 Principles of Code Substitution

Substitutive codes are secondary in relation to a primary code. The principles of code substi-
tution and the various degrees of dependence of substitutive languages on spoken natural languages are discussed by Sapir (1921: 19-21), Jakobson (1959a), and Buyssens (1967).

3.1 Direct and Indirect Semiosis
Substitutive signs are heteronomous, referring to the signs of the primary code. Only the primary code is autonomous, having a direct referential function. Buyssens describes this difference in his distinction between substitutive and direct semiotic systems (sémies): the signified of a substitutive sign is the signifier of another sign, while only the signified of a direct sign has a content of its own (1967: 45). Buyssens also points out that language substitutes are not the only substitutive codes (ibid.: 48). His other examples of codes with signs derived from a primary code are musical notes (referring to the primary code of musical sounds) and spoken mathematical formulas (referring to the primary code of the mathematical writing system).

3.1.1 Direct and Indirect Semiosis
Substitutive signs are heteronomous, referring to the signs of the primary code. Only the primary code is autonomous, having a direct referential function. Buyssens describes this difference in his distinction between substitutive and direct semiotic systems (sémies): the signified of a substitutive sign is the signifier of another sign, while only the signified of a direct sign has a content of its own (1967: 45). Buyssens also points out that language substitutes are not the only substitutive codes (ibid.: 48). His other examples of codes with signs derived from a primary code are musical notes (referring to the primary code of musical sounds) and spoken mathematical formulas (referring to the primary code of the mathematical writing system).

3.1.2 First-Order and Second-Order Substitutions
Buyssens (1967: 45-48) and Jakobson (1973a: 28-32) develop a theory of semiotic substitution which is based on the assumption of the autonomy of speech and the heteronomy of writing (see Writing 3.). In their view, writing and other speech-related substitutive codes, such as stenography or drum and whistle languages, are first-order substitutive systems, while codes related to writing (cf. 2.1.1) are second-order substitutions. This view is not acceptable to the proponents of an autonomous view of writing. If writing is a primary code, the derivatives of writing are first-order substitutes.

3.2 Intersemiotic Translation and Substitution
Although code substitution is a process of intersemiotic translation (in the sense of Jakobson 1959a: 261), not every translation is a transfer into a substitutive code (cf. Buyssens 1967: 48). In interlingual translation (from German to English, e.g.) or in transliteration (from Latin to Cyrillic writing, e.g.), the goal language (or alphabet) is not a substitutive code of the source language. Most messages of other sign systems may be expressed by means of verbal signs. Sign languages, for example, may be translated into speech. But this instance of intersemiotic translation does not make speech a substitute of sign language. The distinguishing feature between code substitution and the more general case of intersemiotic translation is the semiotic autonomy of the message in question (cf. 3.1.1). Messages that can be understood without being translated into (another) spoken language are not substitutive messages. Thus, the semiotic systems of mathematical or chemical formulas (cf. Buyssens 1967: 48) and universal or sign languages are autonomous and not substitutive codes (see also 3.3.1).

3.3 Substitution and Complementarity
Since language substitutes cannot replace the code of spoken language in all its semiotic functions, there have been different opinions about the adequacy of the term language with respect to these codes.

3.3.1 Terminological Considerations
Stern (1957), Umiker (1974), and Sebeok & Umiker-Sebeok, eds. (1976) introduced the terms speech surrogate and substitutive system in their studies of drum and whistle languages. Busnel & Classe, however, object to defining whistle languages as speech surrogates since these codes cannot replace normal speech in all circumstances (1976: 107). These authors propose, instead, to define the sign languages of the deaf as speech surrogates, which they consider to be "true substitutes for normal speech" (ibid.). Adler follows this proposal in his study of "the speech surrogates of the handicapped" (1979: 71ff.).

Most scholars, however, reject the classification of sign languages as substitutive codes. Thus, Buyssens (1967: 46) and Stokoe (1972: 15-18) define the sign language of the deaf as a primary code with a direct semiotic function. Stokoe even postulates the additional criterion
of genetic priority as a characteristic of primary codes (1972: 17). This underlines the nonsubstitutive character of sign languages, which are acquired as a first language by those born deaf. For further aspects of the autonomy of semiotic systems, see also Sign Language (1.2).

3.3.2 Substitution and Complementarity

Even though the signs of a substitutive system may be in a 1:1 relationship to those of the base language, as in alphabetic substitutes, this structural homology does not imply a functional equivalence. Every language substitute remains distinguished from its base language by a specific communicative difference. Language substitution results in a communicative loss (cf. 1.2), but it has at the same time some communicative advantage to its users, such as secrecy, the extension of the medium, or the replacement of a defective channel (cf. 1.1.2, 1.3.2, 2.1.1). From this point of view, substitutive languages are not mere replacements of their base languages. They are *complementary codes* to their base language.
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From Structuralism to Text Semiotics: Introduction

This section introduces major schools and figures of text semiotics and argues that structuralism in its various variants is an important source of inspiration for most of these schools. The scope of this section is restricted in two ways: (1) The field of text semiotics is reduced to verbal texts. (For this restriction see also Text Semiotics.) (2) The schools and "major figures" are introduced here only with respect to their contributions to text semiotics. Their contributions to other fields of semiotics are discussed in many other chapters. (3) Some important figures in, or precursors of, text semiotics are discussed elsewhere. For related trends in the study of texts, see also Text Semiotics.

1. Text Structuralism

The chapter on structuralism is restricted to the fields of linguistics, anthropology, psychoanalysis, and philosophy. Structuralist approaches to textual and in particular literary studies, sometimes also designated as text structuralism, are excluded there since these approaches gradually merge with text semiotics, the field to which two sections of this handbook are dedicated.

1.1 Rules of Structuralist Analysis

In spite of the continuity in the development from structuralism to text semiotics, a number of characteristics may be isolated which have come to be considered typical for the early structuralist approaches to texts. (In the field of literary criticism, this structuralist approach has been discussed extensively by Barthes, Donato 1967, Lane, ed. 1970, Blumensath, ed. 1972, Koch, ed. 1972, Scholes 1974, and Fietz 1976.) In early text structuralism, these characteristics were sometimes formulated as principles of research. Fages programatically summarized these principles in the form of the following seven rules (1968: 45ff.): (1) Rule of immanence: The structuralist analyzes structures within a system, primarily in a synchronic perspective. (2) Rule of pertinence: The structuralist analyzes the pertinent (or distinctive) features of the system, those features which have a differential value (cf. Structuralism 1.1.3). (3) Rule of commutation: The structuralist applies the commutation test (cf. Structuralism 1.1.2) in order to determine systemic oppositions in minimal pairs. (4) Rule of compatibility: The structuralist studies the rules which govern the combination (and thus compatibility) of elements in texts. (5) Rule of integration: The elementary structures have to be integrated within the totality of the system. (6) Rule of diachronic change: Historical change is
studied on the basis of a synchronic analysis of the system. (7) Rule of function: The structuralist studies the communicative and other functions of the system (cf. Structuralism 1.1.1).

This "manifesto" of structuralism shows the paradigmatic nature of linguistic methodology for the field of textual analysis. It also makes explicit some of those principles which later critics of text structuralism sought to overcome in new developments of text semiotics, in particular the emphasis on "immanence" and the underlying concept of the text as a closed system.

1.2 The Structuralist Activity

In the heyday of structuralism, Barthes gave the following guideline for those who wanted to know who was a structuralist: "Watch who uses signifier and signified, synchrony and diachrony, and you will know whether the structuralist vision is present" (1964b: 214). The Saussurean origin of this terminological characterization was equally evident when Barthes characterized structuralist activity by the operations of segmentation and articulation, the discovery of the elements and of "the syntax of the arts and of discourse" (ibid.: 216-17). The implicit scientific claim of such procedures has gained text structuralism the reputation of a positivist methodology. Against such criticism, Barthes himself claimed that there are elements of creativity and subjectivity in these procedures:

The goal of all structuralist activity [...] is to reconstruct an "object" in such a way as to manifest thereby the rules of functioning of this object. Structure is therefore a simulacrum of the object, but a directed, interested simulacrum, since the imitated object makes something appear which remained invisible [...] in the natural object. [...] There occurs something new, and what is new is nothing less than the generally intelligible. [...] Hence one might say that structuralism is essentially an activity of imitation, which is also why there is, strictly speaking, no technical difference between structuralism as an intellectual activity, on the one hand, and literature in particular, art in general, on the other: both derive from a mimesis, based not on the analogy of substances (as in so-called realist art), but on the analogy of functions (what Lévi-Strauss calls homology). (1964b: 214-15)

Such restrictions to the objectivist myth of structuralism soon led to what some have claimed to be the "death of structuralism" (see Structuralism 1.3, 4.3).

2. Death of Structuralism and Rise of Text Semiotics

The development from text structuralism to text semiotics and its poststructuralist sequel in the theory of deconstruction (see Structuralism 4.3) is documented by Heath et al., eds. (1971), Schiwy (1973), Segre (1973: 26-77; 1979a), Baran, ed. (1974), Culler (1975; 1981a; 1982), Hawkes (1977), and Lindner & Pfister (1984). For those who had diagnosed the "death of structuralism," semiotics became a new paradigm in the field of textual studies. Others, however, emphasized the continuity in this development.

2.1 Continuity

In the field of textual studies, scholars such as Barthes, Riffaterre, Segre, and Todorov have seen no rupture in the development from structuralism to text semiotics. An indicator of the continuity in this transition is the gradual replacement of the term structural by semiotic in this field, which appears in designations such as "semiotic-structuralist criticism" (Cerisola 1980) or "structuralist-semiotic criticism" (Marchese 1981: 149-76). Proof of this continuity is above all the work of scholars such as Jakobson, Barthes, Greimas, and Eco. Without any methodological rupture, these and other former structuralists in East and West began to be referred to as semioticians in the 1970s. Thus, in the field of textual criti-
cism, text semiotics became the successor to the structuralist heritage.

Even the earlier (text) structuralism was for some critics no longer distinguished from semiotics (e.g., Fages 1968, Baran, ed. 1974, mostly also Hawkes 1977). A typical characterization of structuralism which is no longer distinguishable from semiotics is given by Wahl. In his preface to an introduction to structuralism, Wahl declares: "Structuralism is the name under which the sciences of the sign and of sign systems are classified" (1968a: 10).

2.2 Evolution

In spite of continuity, there were certainly also evolutionary changes in the development from structuralism to text semiotics. The degree of these changes varies with the authors. The chronologists of poststructuralism in the field of literary criticism (e.g., Brütting 1976, Hempfer 1976, and see Structuralism 4.3) have seen revolutionary changes in these developments. Representative of such radical innovations are the studies of the later Barthes (q.v. 6.) and of Kristeva. But these two authors show also that poststructuralism does not mean postsemiotic.

Culler discusses the possibility of differentiating between structuralism and (text) semiotics on the basis of different research interests: One might try to characterize semiotics as being more interested in meaning and signs, and structuralism as being more interested in the networks of relations. Yet, Culler concludes: "In fact the two are inseparable, for in studying signs one must investigate the system of relations that enables meaning to be produced and, reciprocally, one can only determine what are the pertinent relations among items by considering them as signs" (1975: 4).

3. Schools and Major Figures of Text Semiotics

Only the future will reveal the major schools and figures of text semiotics, but even now necessary additions to the figures and trends discussed in this section have to be pointed out. A number of important contributors to text semiotics are discussed extensively in part I on the major schools of semiotics. That is why a major figure of text semiotics such as Jakobson is discussed outside of the present section. Schools of text semiotics can also be found among the disciples and followers of the founding fathers of modern semiotics. While Saussure (q.v. 2.2.2), in this respect, is perhaps only a precursor of text semiotics, there is certainly a glossematic school of text semiotics following ideas developed by Hjelmslev (q.v. 4.). Peirce has had a considerable influence on various text semiotic studies, which seems to be still increasing (see Peirce 4.). Morris's influence on text semiotics is rather restricted to text pragmatics and typology (see Morris 4.).
Structuralism, Poststructuralism, and Neostructuralism


Structuralism became a dominant intellectual paradigm in the 1960s and even a fashion or ideology (cf. Jaeggi 1968, Schiwy 1969a). Not long after having replaced existentialism as the dominant intellectual fashion in France, structuralism was already declared to be dead (Posner 1969: 130, Benoist 1970: 50, pace Koch 1971b: 1; 1986b: 49). Soon after, new paradigms were introduced under the designation of poststructuralism (cf. Harari, ed. 1979, Schiwy 1985). But some of the most prominent poststructuralists (and among them Derrida) are already being discussed as neostructuralists (Frank 1984) or even superstructuralists (Harland 1987).

The gradual development from structuralism to semiotics is particularly evident in the field of literary criticism and mass media analysis. This development is discussed in detail in the chapters on text semiotics.

1. Structuralism in Linguistics

Structuralist linguistics has played the role of the patron général of structuralism, a role which Saussure (q.v. 2.3.2) predicted for linguistics with respect to semiology. Within linguistics, two groups of structuralist schools have been distinguished, European structuralism (cf. Engler 1975a, Koerner 1975, Lepschy 1975) and American structuralism. Foundations of European linguistic structuralism were laid by Saussure and Hjelmslev. Since these scholars are discussed in separate chapters, the survey of European structuralism will be restricted to its third major structuralist school, that of the Prague linguists. As a continuation of this genealogy, the French structuralist A. Martinet (b. 1908) must be mentioned at this point. His thesis of the double articulation of language played a decisive role in the development
which led from structuralism to semiotics (see Code 4.).

1.1 Prague School Structuralism

The Cercle Linguistique de Prague was founded in 1926. Among its major contributors were the Czechs V. Mathesius (1882-1946), B. Havránek (1893-1978), and J. Mukarovský (1891-1975), and the Russians N. Trubetzkoy (1890-1938) and R. Jakobson (1896-1982). It was Jakobson whose structuralist theory of language had the most direct influence on the development of French structuralism. For surveys of the Prague School, see Garvin, ed. (1964), Vachek (1960; 1966), Vachek, ed. (1964), Szemerényi (1971), Helbig (1974), Lepschy (1975), and Bellert & Ohlin, eds. (1978).

In opposition to the "pure" structuralists Saussure and Hjelmslev, the Prague School refused to consider language as an isolated synchronic system of pure form. Their approach to structure in language was based on key terms such as function and communication. In contradistinction to other structuralisms, Prague School linguists have therefore specified their own approach as functionalist structuralism (cf. Vachek, ed. 1964: 469, Ducrot & Todorov 1972: 24). The core of the Prague School contribution to linguistics lies in the field of phonology. The discovery of the distinctive features as the "atoms of language" and the functional principles of phonological analysis contributed significantly to structural research in sign systems. But the contribution of the Prague School to semiotics was not restricted to linguistics alone. Jakobson, Mukarovský, and others were influential contributors to aesthetics, poetics, stylistics, and the theory of literature.

1.1.1 Function, Communication, and System

Among the programmatic innovations of the Prague School linguists was their attempt to overcome the antinomy between statics and dynamics in synchronic and diachronic linguistics. Language is described as a functional system serving the purpose of communication. Because of this, the language system cannot remain static but has to maintain a dynamic equilibrium. The dynamic approach to language was also extended to the study of syntax and texts. In the theory of functional sentence perspective, the distribution of given and new elements of information in sentences and texts is analyzed. The dynamic distribution and progression of these elements within texts is described as a communicative dynamism.

1.1.2 The Discovery of the Phoneme

With his research in the field of phonology, Trubetzkoy became, so to speak, the discoverer of the atomic structure of language. Following Saussure's differentiation between langue and parole, Trubetzkoy introduced the distinction between phonology and phonetics (1939: 7). Phonetics is the study of the material sounds and their articulation in speech (parole), irrespective of their systemic properties. Phonology (American linguists prefer the term phonemics) studies the sounds of a language as functional elements in a system of form and content (langue).

From a phonetic point of view, an almost unlimited number of phonetic differences can be discovered in the analysis of actually spoken sounds (later also called phones). Phonology reduces these differences to those which play a functional role in the system, the so-called phonological oppositions. The criterion of functionality is the effect of phonic differences on meaning. This effect is tested by means of the substitution of sounds in their context (commutation test). Classes of sounds whose commutation (mutual substitution) in words causes differences of meaning are called phonemes. In English, the sounds /s/ and /θ/ are two phonemes because their commutation in the minimal pair sin and thin causes a difference of meaning. The phonetic difference between the voiceless fricatives /s/ and /θ/ is their place of articulation, which is dental in /θ/ and alveolar in /s/. But it is not the phonetic difference as such which differentiates these two sounds as phonemes. The same phonetic difference can never cause a difference of mean-
ing in German. There is no single pair of words in which the substitution of /q/ for /s/ (which occurs with lisping speakers) changes the meaning of a word. Thus, in German these two phones are not distinguished as phonemes. In spite of their phonetic difference, they are not in phonological opposition.

1.1.3 The Principle of Pertinence: From Etic to Emic Analysis

Trubetzkoy's functionalist discovery procedure of the phoneme illustrates the principle of pertinence (also relevance). Pertinence refers to the feature of distinctiveness of structures within a system. This principle requires the distinction of different levels of analysis. The systemic pertinence on the level of the phonemes can be decided only with reference to a higher level of linguistic structure, namely, the level of the morpheme (and semantics), because only the semantic difference in commutation proves the systemic relevance (pertinence) of the phonetic difference (on the lower level).

To characterize the change of perspective from phonetic to phonological (or in American terminology phonemic) analysis, Pike (1967) later introduced the terms etic and emic. An etic (from "phonetic") approach is nonstructural and studies phenomena in their surface structure. Emic is derived from "phonemic" and ultimately from "systemic." An emic approach to semiotic phenomena considers elements of sign systems with respect to their function within the code. For the principle of pertinence in the study of semiotic systems and for pertinent and emic structures, see Function (2.1.1-2).

1.1.4 Distinctive Features and Binary Oppositions

A further step in the atomization of language was Jakobson's reduction of phonemes to a system of distinctive features in binary (i.e., +/−) oppositions. Although phonemes are minimal elements in the sequence of speech sounds, they may be further broken down into their distinctive features of articulation. The number of these features is less than the number of phonemes. Jakobson claimed that a limited list of distinctive features is valid for all languages. These universally valid features are the so-called phonological universals.

Within the binary system of distinctive features, every phoneme is structurally characterized by those features which it has and by those which it does not have. Thus, the phoneme /s/ is characterized not only positively by the presence (+) of features, such as +alveolar, +continuant, and +fricative, but also negatively by the absence (−) of features, such as -vocalic, -voiced, and -nasal. Phonemes are distinguished by at least one distinctive feature. /q/ and /ð/ are distinguished by the single feature (+) voiced; /q/ and /s/ by the features (+) dental and (+) alveolar. Thus, it is no longer the phonemes which appear as the irreducible atoms of language but the distinctive features, whose combination makes up the phonemes.

Jakobson himself extended the principles of distinctive feature analysis to morphology. His analytic binarism was most influential on structuralists such as Lévi-Strauss and Lacan. The universality of these principles, however, has been questioned both in phonology and in semiotics. Eco suggests that Jakobson's binarism may have been too influential "because semioticians have frequently superimposed binary networks upon phenomena strenuously resistant to them" (1977: 46).

1.2 American Structuralism

The development of American structuralism in linguistics was relatively independent of the European schools. (For surveys see Bense et al., eds. 1976, Ducrot & Todorov 1972: 31-37, Hymes & Fought 1975). The foundations of American structuralism were laid by Bloomfield (1933), and with Harris (1951) the structuralist methodology in American linguistics reached a climax. Two major characteristics of these approaches to language are their antimentalistic descriptivism and their distributionalism.
1.2.1 Antimentalistic Descriptivism

In opposition to nineteenth-century historicism in linguistics, Bloomfield postulated a descriptive approach to language. With this postulate, Bloomfield's approach agrees with the Saussurean shift from diachronic to synchronic analysis. Unlike the European schools, however, Bloomfieldian linguistics is antimentalistic and prefers a behavioristic approach to language. No internal mental facts, such as "ideas," concepts, or intentions, should be taken into consideration in scientific analysis. Instead, linguistics should restrict itself to the analysis of observable behavior, of speech acts in the context of human behavior. The consequence of this antimentalistic point of view was that questions of semantics were long neglected by American structuralists.

1.2.2 Distributionalism

Distributional analysis is the approach of American structuralists to the systemic aspects of language. The first step of this analytic procedure is to determine a corpus of linguistic data. It should be representative and closed, and its analysis should be complete and exhaustive. In a second step, the relevant elements of analysis are determined by means of segmentation of the corpus (into phonemes, morphemes, etc.). In a third step, the relations among these elements, and thus the structure of the language, are studied. This is the step of distributional analysis: Distribution is the occurrence of language elements in their typical linguistic environment. In a procedure of classification, these elements are determined according to the types of context in which they occur in the corpus. Because of its emphasis on segmentation and classification, this approach to linguistics was later also called taxonomic structuralism.

1.3 Poststructuralism in Linguistics?

Opinions about the continuity of structuralism in modern linguistics are divided. (Cf. 4.3 for poststructuralist text theories.) Those who diagnosed the "death of structuralism" in the late 1960s considered Chomsky's Generative Grammar to be the new poststructuralist paradigm of linguistic research. With Chomsky, linguistics turned mentalistic again. The closed corpus was rejected as the basis of analysis. Linguists turned toward the deep structures of language, while accusing the distributionalists of having been concerned with the surface structures of language only. After new schools of linguistics entered into the heritage of the generativists, linguists then emphasized again the common structuralist foundations in all trends of modern linguistics (cf. Anttila 1976). If structuralism is recognized as the broad trend which includes such diverse positions as Hjelmslev's glossematics, Prague functionalism, and American distributionalism, there is certainly a continuity of structuralist methods in modern linguistics.

2. Lévi-Strauss's Structural Anthropology

The French anthropologist Lévi-Strauss (b. 1908 in Belgium) has been acclaimed as the "Father of Structuralism" (e.g., Kurzweil 1980). This evaluation may be correct with respect to the so-called structuralist movement in France and Europe of the 1960s (cf. ibid., Auzias 1967, Corvez 1969, Schiwy 1969a, Leach 1970, Macksey & Donato, eds. 1970, Gardner 1973, Clarke 1981). But it must be remembered that Lévi-Strauss himself derived the principles of his structuralism from structural linguistics, particularly from the teachings of Jakobson. From this perspective, Lévi-Strauss is not only a "father" but also a "son" of structuralism. In this section, Lévi-Strauss's methods of analysis are exemplified only by his approach to kinship analysis. His structural approach to the study of myth, which has become a significant contribution to text semiotics, is discussed elsewhere (see Myth 2.). For a comprehensive survey of Lévi-Strauss's structuralism, see Rossi, ed. (1974).
2.1 Phonology as a Paradigm of the Sciences of Man

Through Jakobson, Lévi-Strauss discovered structural phonology and became convinced that structural linguistics should become the *patron général* of the sciences of man. He argues: "Structural linguistics will certainly play the same renovating role with respect to the social sciences that nuclear physics, for example, has played for the physical sciences" (1958: 33). From Trubetzkoy, Lévi-Strauss derives the following four principles of analysis (ibid.): (1) the shift from the study of conscious phenomena to the study of their unconscious infrastructure, (2) the shift from the terms to the relations between them, (3) the study of the whole system, and (4) the discovery of general laws within the system. Lévi-Strauss emphasizes the innovative character of the structural approach within the sciences of man: "The error of traditional anthropology, like that of traditional linguistics, was to consider the terms, and not the relations between the terms" (ibid.: 46). Lévi-Strauss applies the analytic principles of linguistic structuralism to numerous anthropological phenomena: totemism, rites, customs, marriage rules, and kinship patterns. A pervasive theme of his studies is the structural analogy between language and culture. Such analogies are discovered by Lévi-Strauss in music, art, myth, ritual, religion, and even the cuisine of different societies (ibid.: 83-87). Within the latter, for example, he discovers systems of semantic oppositions (e.g., raw/cooked, sweet/sour, etc.) and derives from these differential structures minimal culinary elements for which he proposes the term *gusteme*.

2.2 Kinship Structures

Lévi-Strauss's analysis of kinship structure is an example of the analogies which he discovers between language and culture: "Like phonemes, kinship terms are elements of meaning; like phonemes, they acquire meaning only if they are integrated into systems. 'Kinship systems,' like 'phonemic systems,' are built by the mind on the level of unconscious thought" (1958: 34). Kinship systems express rules of prohibited marriages (e.g., incest taboo) and in some cultures prescribe certain categories of relatives who should be married. In primitive societies, these rules form a system of exchange, where women are exchanged by men. Thus, Lévi-Strauss interprets kinship as a system of communication, a language, in which the women are the messages exchanged between clans, lineages, or families (ibid.: 61).

Within these systems, Lévi-Strauss isolates minimal units of kinship as the *elementary structures* of a society (ibid.: 46). These structures, however, are not biologically given, but they represent a cultural symbolism. "What confers upon kinship its socio-cultural character is not what it retains from nature, but, rather, the essential way in which it diverges from nature. A kinship system [...] exists only in human consciousness; it is an arbitrary system of representations" (ibid.: 50). Thus, a kinship pattern is not only a system of communication with binary structures (such as father/son, brother/sister, etc.), but it is also, like language, characterized by the feature of arbitrariness.

3. Lacan's Structuralist Psychoanalysis

he derived dichotomies, such as signifier-signified, langue-parole, and metaphor-metonymy, as structural tools for his rereading of Freud. Furthermore, Lacan's structuralism is apparent in his adherence to the Saussurean theory of the differential quality of the sign and the semiotic determination of the sign by the structures of the system.

3.1 The Unconscious as a Language

According to Freud's psychoanalytic theory, man uses language on two levels: simultaneously with the message of his conscious I, the subject transmits the conflicting message of his unconscious. For Lacan, this message of the Freudian unconscious is "the discourse of the other" (1956: 27). Not only the messages of the conscious but also those of the unconscious have a linguistic structure: "What the psychoanalytic experience discovers in the unconscious is the whole structure of language" (Lacan 1966: 147; cf. 234). For Lacan, the language of the unconscious is a system of dyadic signs in which the psychoanalytic symptom functions as a signifier that points to the unconscious thought process (cf. Bär 1975: 38). Reinterpreting Saussure's sign model (see Saussure 3.1), Lacan argued that the formula

$$s(\text{signifier})$$

$$s(\text{signified})$$

indicates two things: (1) a dominance of the signifier over the signified and (2) a primordial barrier between the two sides of the sign (indicated by the line separating the two levels) (1966: 149). For Lacan, this barrier indicates a gulf between the two sides of the sign which prohibits any "access from one to the other" (ibid.: 152). It is an illusion to believe in the signifier as a representation of the signified, since "no signification can be sustained other than by reference to another signification" (ibid.: 150). Since these intrasystemic references develop in speech, Lacan concluded that "it is in the chain of the signifier that the meaning 'insists' but that none of its elements 'consists' in the signification of which it is at the moment capable" (ibid.: 153). According to Lacan, the dominance of the signifier over the signified also interprets Freud's theories about the function of signs in dreams: "Freud shows us in every possible way that the value of the image as signifier has nothing whatever to do with its signification." The "unnatural images" of dreams "are to be taken only for their value as signifiers, that is to say, in so far as they allow us to spell out the 'proverb' presented by the rebus of the dream" (ibid.: 159). Thus, the meaning of dreams is in the signifying chain itself, and not beyond these signifiers.

3.2 Communication

Besides its duality between the conscious I and the unconscious Other, the subject, according to Lacan, is further divided in another dimension: in this dimension, the I is opposed to its own alter ego, which is the subject's image of the I. This image is ultimately derived from the so-called mirror stage, in which the child first discovers its own external image and learns to differentiate between the person as a subject and an object. The thus twofold-split subject experiences language and communication in a quite subjective way. Lacan described communication as a process "where the sender receives his own message from the receiver in an inverse form. [...] For the function of Language is not to inform but to evoke. What I seek in the Word is the response of the other. What constitutes me as subject is my question" (1956: 62-63). With this interpretation of the subject's autonomous role in communication, Lacan proposed a psychoanalytic theory of communication (see Communication 3.3.1) which anticipated the later models developed within the theory of autopoietic systems.

3.3 The Prison House of Language

The idea of the subject's being determined by the structure of language leads to an image of language as a prison house from which there is no escape (cf. Jameson 1972). Since "language and its structure exist prior to the moment at which each subject at a certain point in his
mental development makes his entry to it," Lacan concluded that

the speaking subject, too, if he can appear to be the slave of language is all the more so of a discourse in the universal moment in which his place is already inscribed at birth, if only by virtue of his proper name. Reference to the experience of the community, or to the substance of this discourse settles nothing. For this experience assumes its essential dimension in the tradition that this discourse itself establishes. This tradition [. . .] lays down the elementary structures of culture. (1966: 248)

Man being thus a slave of language is not the master of his own thought. Instead of Descartes's "I think, therefore I am," Lacan's motto is ça pense. It, i.e., the Other, thinks, and since this Other has the structure of the prison house of language, Lacan replaced Descartes's cogito with a "two-sided mystery": "what one ought to say is: I am not wherever I am the plaything of my thought; I think of what I am where I do not think to think" (1966: 166).

4. Philosophical Structuralisms

Among the most prominent philosophers who have been discussed in the context of structuralism (cf. Wahl 1968b, Corvez 1969, Schiwy 1969a, Starrock, ed. 1979, Kurzweil 1980) are the Marxist Althusser, the poststructuralist, neostucturalist (Frank 1984), or superstructuralist (Harland 1987) Derrida, the historian Michel Foucault, and in the field of hermeneutics Paul Ricoeur (b. 1913; cf. Esbroeck 1968, Kurzweil 1980: 87-112). These philosophers have at times objected to being called structuralists, but their theories nevertheless have an unmistakable common structuralist foundation.

4.1 Structuralism and Marxism (Althusser)

Louis Althusser (b. 1918) gives a structuralist interpretation of the work of Karl Marx (cf. Corvez 1969: 151-77, Coward & Ellis 1977: 61ff., Kurzweil 1980: 35-56). Lévi-Strauss, Foucault, Lacan, and the structural linguists have provided the major influences in Althusser's Marxist research (cf. Althusser 1965, Althusser & Balibar 1968). Like Lacan, Althusser & Balibar discover "beneath the innocence of speech and hearing the culpable depth of a second quite different discourse, the discourse of the unconscious" (1968: 16). The unconscious, structured system of a society manifests itself in its ideology, and ideologies are like a langue which remains unconscious in parole (cf. ibid.: 59). A typically structuralist position is derived from these premises: Man disappears from the center of world history. In fact, there is no such center. It is the totality of the social system which determines the subject (cf. Althusser & Balibar 1968: II, 8). History is determined not by a linear but by a structural causality (ibid.: 164). For a more detailed discussion of the relation between structuralism and Marxism, see Füssel (1983) and Heim (1983).

4.2 Foucault's Structural History of Knowledge


4.2.1 Foucault's Structuralism

Foucault's structuralism does not manifest itself in the direct application of linguistic formalisms which aim at a search for differential structures, oppositions, emic units, or other structures in historical systems of ideas. But like other structuralists, Foucault placed the sign in the center of his research and emphasized the disappearance of the subject in an anonymous system. With this latter idea, Foucault retained what Piaget calls "all the negative aspects of static structuralism—the
devaluation of history and genesis, the contempt for functional considerations; and, since man is about to disappear, Foucault's ouster of the subject is more radical than any hitherto" (1968: 134-35).

According to Foucault, "we think within an anonymous and constraining system of thought which is that of an epoch and of a language" (1966b: 15). These constraints on our language and thought make humanism impossible. For humanism, with its concepts of morality and value, wants to introduce meanings into a system of thought from the outside, while according to the structuralists, meaning is always generated within the system itself. As summarized by Silverman,

Foucault insists that man as we know him is the product of certain historically determined discourses, and that by challenging those discourses we can "dissolve" him. Foucault does not suggest that we will thereby eliminate the category of the human, but that we will deconstruct the conceptions by means of which we have so far understood that category. (1983: 129)

4.2.2 Foucault's History of Cultural Semiotics

Foucault's *Order of Things* is also a history of the cultural-philosophical semantics of three periods, the Renaissance, the Enlightenment, and the period from the nineteenth century to modern structuralism. As the French title, *Les mots et les choses*, indicates, the topic is the relation between signs and their objects. The signs are the systems of representation in three areas: in language, the words representing reality; in economics, money representing values; and in natural history, the systems of classification of fauna and flora. Foucault's aim was to determine "on what basis knowledge and theory became possible; [. . .] on the basis of what historical a priori [. . .] ideas could appear" (1966a: xx-i). He called these conditions which determine the possibility of knowledge epistemological fields or *epistemes* (ibid.) and claimed, "In any given culture and at any given moment, there is always only one episteme that defines the conditions of possibility of all knowledge" (ibid.: 168).

In the three periods studied in *The Order of Things*, Foucault discovered such epistemes in semiotic homologies that appear in the fields of language, nature, and economics. In the Renaissance, the relationship between the three semiotic systems and the word designated by them is one of similarity:

To search for a meaning is to bring to light a resemblance. [. . .] There is no difference between the visible marks that God has stamped upon the surface of earth, so that we may know its inner secrets. [. . .] Knowledge therefore consisted in relating one form of language to another [. . .]; in making everything speak. [. . .] The function proper to knowledge is not seeing or demonstrating; it is interpreting. (Foucault 1966a: 29, 33, 40)

In the classical period, a new epistemic paradigm appears (cf. ibid.: 53-56): Resemblances now have to be subjected to proof by comparison. Order is established without reference to an exterior entity. The word is no longer a sign of truth. It is the task of words to translate that truth if they can. From the Stoics to the Renaissance, signs, according to Foucault, had been triadic (including reference to the exterior world as their third correlate) (ibid.: 42; cf. Sign, Fig. Si 3). But in the age of Port-Royal, signs became dyadic. Being without connection to the external "reality," the sign becomes a connection "between the idea of one thing and the idea of another" (ibid.: 63). The consequence of this development is a growing importance of signs in classical thought: "Before, they were means of knowing and the keys to knowledge; now, they are co-extensive with representation, that is with thought as a whole" (ibid.: 65). Thus, a cleavage appears between the sign and its object. Since words no longer allow direct access to the things, all that remains is representation, discourse, and criticism (cf. ibid.: 79-80). "Language was a form of knowing and knowing was automatically discourse. Thus, language occupied a fundamental situation in relation to all knowledge: it was only by the medium of language that the things of the world could be known"
In the nineteenth century, historicism and empiricism discover that language has a history and laws of its own. Language is demoted to the status of an object: "To know language is no longer to come as close as possible to knowledge itself; it is merely to apply the methods of understanding in general to a particular domain of objectivity" (ibid.: 296). With the emergence of philology, biology, and political economy, things no longer obey the laws of discourse and general grammar but those of their own historical evolution. This is the end of the epistemic predominance of discourse, and man begins to emancipate himself in a new relation between words and things. Foucault quotes Humboldt: "Language is human: it owes its origin and progress to our full freedom," and concludes: "Language is no longer linked to the knowing of things, but to men's freedom" (ibid.: 291). This origin of freedom is for Foucault the origin of the sciences of man. But "since man was constituted at a time when language was doomed to dispersion," Foucault asks, "will he not be dispersed when language regains its unity? [. . .] As the archeology of our thought easily shows, man is an invention of recent date. And one perhaps nearing its end" (ibid.: 386-87).

4.3 Derrida: From Structure to Deconstruction

Jacques Derrida (b. 1930) examines structuralism on the basis of a philosophy influenced by Nietzsche and Husserl (Derrida 1967a; b; c, Wahl 1968b; cf. Jameson 1972, Norris 1982, Englert 1987). His position is programmatically poststructuralist (cf. Harari, ed. 1979). Not structural analysis, but deconstruction is his method and goal of research, a method which has meanwhile been adopted by a highly influential critical theory of literature (cf. Culler 1982, Norris 1982, Ulmer 1985, Tallis 1988). Nevertheless, the discussion of Derrida's philosophy in the context of structuralism is not inappropriate. The root or at least the point of departure of his text philosophy is structuralism and Saussure's theory of the sign. It is this structuralist foundation which induces some philosophers to discuss Derrida as a neostructuralist (Frank 1984) or even superstructuralist (Harland 1987). For Derrida's grammatology and his deconstruction of the Saussurean sign, see Writing (5.2.2).

Deconstructionist theory rejects the objectivist idea of a structure inherent in the text and also the assumption of textual universals or codes of interpretation. For Derrida, this "absence of the transcendental signified extends the domain and the play of signification infinitely" (1967c: 280). Meanings are generated in a dynamic process which involves both difference and what Derrida calls différence. Différence is the Saussurean principle of structure, according to which a sign acquires meaning only by its difference from other signs of the system (see Saussure 3.4.2, Structure 2.1). For Derrida, this structural principle presupposes that every sign contains a trace of all those other elements in itself with which it stands in a syntagmatic contrast or paradigmatic opposition (1968: 142). This trace implies a temporal dimension. Signs are not only marked by a static presence or absence. The absences marked by the trace, the reference to the other, imply a dynamic process: The effect of differences is one of delay, postponement, or deferring an idea, for which Derrida coins the term différence (with the suffix -ance referring to the act of 'deferment'). The passive effect of différence and the active process of différence caused by the traces inscribed in the signs result in a generative movement which makes interpretation a semantic process of infinite regression (cf. Peirce's theory of infinite regress in semiosis). This is why the text, the network of these traces, can have no ultimate meaning. Its interpretation becomes an uncontrollable process.
Russian Formalism, Prague School, Soviet Semiotics

Russian Formalism was at the root of the development from text structuralism to semiotics in Eastern Europe. The schools of Prague and Moscow-Tartu became most influential propagators of text semiotics. For other developments in East European text semiotics, see, e.g., Odmark, ed. (1979-80), and Voigt (1979). An integrating figure in this development was the linguist Roman Jakobson (q.v.).

1. Russian Formalism

Russian Formalism had two centers, the Petrograd Society for the Study of Poetic Language (Opoyaz) from 1916 to 1930, and the Moscow Linguistic Circle from 1915 to 1921. Among the most influential Formalists were the literary historians Boris Ejzenbaum, Viktor Sklovskij *, Jurij Tynjanov, the linguist Roman Jakobson, and the folklorist Petr Bogatyrev. For surveys see Erlich (1955), Jameson (1972), Eimermacher (1975), Fokkema & Kunne-Ibsch (1977). Anthologies are Todorov, ed. (1965), Striedter, ed. (1969), Matejka & Pomorska, eds. (1971), Stempel, ed. (1972), Bann & Bowlt, eds. (1973), and Matejka (1978).

The Formalists' goal was to develop a scientific approach to literature and art. Opponents of the Formalists accused the school of being interested only in form (in Hjelmslev's sense of expression-form) and neglecting the dimension of content. A major concern was to determine the differential qualities of poetry and art in comparison with "practical" language and artifacts. In this context, Jakobson developed his theory of literariness (literaturnost) (cf. Literature 1.3).

Art and poetry were studied as autonomous systems which attract attention to themselves and cannot be reduced to their content. A specific technique designed to make a text a work of art was called a device (priem). According to Sklovskij (1916), the devices of art have the central function of "making strange" (ostranenie), causing a renewal of perception against the background of the process of automatization in which we become used to everyday actions and perceptions. The concept of automatization was later used by Tynjanov (1927) in his theory of literary evolution. He described literature as a system whose devices tend to become automatized, i.e., lose their artistic effect with time. As a consequence, new innovative devices are introduced within the system to guarantee its literariness. Such devices are opposed to the former ones which they replace. Thus, literature develops as a dynamic system by integrating innovations and abandoning its automatized structures.

These pragmatic and functional considerations of art show that the Formalists extended their analysis beyond the level of expression-
form (see Hjelmslev 3.). In their contributions to the study of narrativity, the Formalists were even concerned with structures of content. One of the most influential concepts in this field is Sklovskij's * distinction between story (fabula) and plot (syuzhet). Story is the preliterary succession of events and thus the artist's raw material. Plot is the literary transformation of the story in the narrative sequence. Thus, the plot is the way in which the story is "made strange." It is the transformation of actions and events into literature. The most elaborate approach to the study of plot structure at the time of the Russian Formalists is certainly Propp's *Morphology of the Folktales* (see Narrative 2.2, 3.1). But Propp is generally not considered one of the Formalists (cf. Meletinsky & Segal 1971: 89), although he was certainly a pioneer of text structuralism.

2. Prague School Text Semiotics

Within the Prague School of Linguistics (see Structuralism 1.1), scholars such as B. Havránek, R. Jakobson, J. Veltruský, F. Vodicka*, and, as a central figure, Jan Mukarovský* (cf. Winner 1979, Chvatík 1984) developed a structuralist theory of aesthetics and literature with specifically semiotic elements. (For editions, readers, and surveys see Garvin, ed. 1964, Wellek 1969, Osolsobe* 1973, Matejka & Titunik, eds. 1976, Fokkema & Kunne-Ibsch 1977, Mukarovský 1977; 1978, Matejka, ed. 1978, Steiner & Volek 1978, Winner 1978, Tobin, ed. 1988.) Important contributions of the Czech structuralists to text semiotics are discussed in detail in the chapters on aesthetics, theater, poetry, and function. Therefore, a summary of their key concepts must suffice here:

1. The Prague structuralists develop a dynamic concept of structure. Cf. Mukarovský (1977: 79): "The basic notion of structuralist thought is that of the interplay of forces, agreeing with and opposing one another, and restoring a disturbed equilibrium by a constantly repeated synthesis."

2. The Prague structuralists emphasize a functional approach to culture (cf. Bogatyrev 1937) and to aesthetics. The aesthetic function originates in a dialectical process of foregrounding (aktualizace) or deautomatization against a background of norms and automatization. The importance of the social context in the perception of art is emphasized.

3. The Prague structuralists extend their scope of analysis from linguistic expression to content structures, and from the analysis of verbal to nonverbal and visual media of expression.

4. With Mukarovský's paper of 1934 on "Art as a Semiotic Fact" (in 1977: 82-89), Prague structuralism acquires an explicitly semiotic dimension. The work of art is defined as a sign with both a communicative and an autonomous function.

3. Soviet Semiotics

After the end of the Stalinist era, scholars in the Soviet Union were able to revive their own formalist heritage and to join and pursue structuralist research which meanwhile had taken place in Prague, Copenhagen (see Hjelmslev), Paris, and America (see Structuralism 1.2). In the 1960s, research done under these premises became known as "Soviet structuralism" (e.g., Eimermacher, ed. 1971), but since its beginnings, this structuralism was also designated as "semiotic" (e.g., Meletinsky & Segal 1971, Baran, ed. 1974, Eimermacher 1975). After the mid-1970s, "Soviet semiotics" became the general designation of this new direction of research. For further surveys, see Rewar (1976), Winner & Winner (1976), Fokkema & Kunne-Ibsch (1977), Shukman (1977), Lhoest (1979). Translated anthologies are Lotman & Uspenskij, eds. (1973), Baran, ed. (1974), Lucid, ed. (1977), Prevignano, ed. (1979), Eimermacher & Eimermacher, eds. (1982), Eimermacher, ed. (1986), Grzybek (1988), Fleischer (1989).
The two dominant research centers of Soviet semiotics are Moscow and Tartu, Estonia. These centers are also known as the Moscow-Tartu Semiotics School. The founder of the Tartu branch of this school is Jurij Lotman (cf. 1970; 1972, Halle & Matejka, eds. 1984, Shukman 1977). Among the members of the Moscow branch are A. M. Piatigorsky, I. I. Revzin, D. M. Segal, the generative linguist S. K. Shaumyan, V. N. Toporov, B. A. Uspensky, A. K. Zholtkovsky, and, as a dominating figure, V. V. Ivanov (cf. 1976). Contributions by the Moscow-Tartu semioticians (in particular by Lotman) are discussed in various chapters of this handbook (e.g., Aesthetics 1.2.4, 4.2; Literature 2.1.2; Poetry 2.3.1). The following points summarize some of their major characteristics:

1. Soviet semiotics developed out of earlier projects in machine translation, mathematical linguistics, and cybernetics. It continued to develop semiotics with a strong foundation in information, communication, and systems theory. Among the semioticians who have had a strong influence on the Soviet school are Saussure, Hjelmslev, and Jakobson.

2. Their scope of analysis extended from language and literature to other phenomena of culture, such as nonverbal and visual communication (see Painting, Music, Film), myth, folklore, and religion. With the extension of the field of analysis, the concept of text is largely expanded. Thus, Lotman describes not only linguistic and literary utterances but also films, paintings, and even symphonies as texts.

3. In poetics and aesthetics, a characteristic of Soviet semiotic research is the semantization of the form of expression: Features of style and metric form are frequently given a semantic interpretation.

4. Art and culture in general are considered secondary modeling systems. These systems are secondary in relation to the primary system of language because, according to Lotman, "like all semiotic systems, [they] are constructed on the model of language" (1970: 9).
Barthes's Text Semiotics

The continuity in the development from structuralism to text semiotics is particularly evident in the works of Roland Barthes (1915-1980). In the 1960s, Barthes was both a leading structuralist and one of the earliest propagators of Saussure's semiological program. In this tradition, he contributed to text semiotics (see Myth, Literature, Narrative, Theology), to the semiotics of visual communication (see Architecture, Image, Painting, Film, Advertising), and even to the semiotics of medicine (see History 1.2.2). But structuralism and semiotics, to which this survey is restricted, were only two among several phases in Barthes's studies (cf. Barthes 1975a; 1984; 1985a; b; Culler 1983). After his phase of more systematic research in semiotics, which reached a climax with his *Fashion System*, Barthes returned to more essayistic, sometimes even poetic writings on literature and culture. For recent studies of Barthes's work in semiotics see Culler (1975; 1983), Coward & Ellis (1977), Sturrock, ed. (1979), Kurzweil (1980), Strickland (1981), Hervey (1982), Lavers (1982), Füssel (1983), and Silverman (1983).

1. Connotation and Metalanguage

The concept of *connotation* (cf. Meaning 5.2), in particular Hjelmslev's theory of connotation (see Hjelmslev 4.), is a key to Barthes's semiotic analyses of culture (cf. Baker 1985) and literature (q.v. 3.2.1). Barthes used a greatly simplified version of the glossematic sign model. Neglecting the dimensions of form and substance (see Hjelmslev 3.), Barthes (1957; 1964a; 1967b) defined a sign as a system consisting of E, an expression (or signifier), in relation (R) to C, a content (or signified): E R C. Such a primary

Fig. B 2.
Barthes's model of connotation as the semantic extension of a denotative sign.

Fig. B 3.
Barthes's model of metalanguage (1964a: 90).

The extension of a first-level sign system can also occur with the addition of a new expression. This is the case in metalinguistic signs (cf. Fig. B 3), where the primary system is that of an object language, and the secondary system consists of the metalanguage. Scientific terminologies are examples of such metalanguages. For example, the statement "house" is a noun" contains the metalinguistic sign (E₂) "noun." Its content (C₂) is another complete sign on the level of the object language (E₁ = the letters h-o-u-s-e, C₁ the content 'house'). Figures B 2 and B 3 show the structural similarities between connotation and metalanguage. Both are secondary sign systems, but while connotation takes the primary sign as its expression, metalanguage takes it as its content. (In fact, Barthes in his Mythologies [1957] still failed to recognize this Hjelmslevian distinction and identifies connotation with metalanguage; cf. Mounin 1970a: 193.)

2. Mythology and Ideology

In his cultural and literary criticism, Barthes used the concept of connotative semiotics to uncover the hidden meanings in texts. In his Mythologies (1957: 131), he defined such systems of secondary meanings as myths (q.v. 3.). Later, Barthes described this sphere of connotations as an ideology (q.v. 2.1.1). The mass media create mythologies or ideologies as secondary connotative systems by attempting to give their messages a foundation in nature, considered as a primary denotative system (cf. ibid.). At the denotative level, they express primary, "natural" meanings. At the connotative...
level, they conceal secondary, ideological meanings. By referring to a denotative level of content which cannot be questioned (as in his example of the black French soldier), "myth does not deny things; [. . .] it purifies them, it makes them innocent, it gives them a natural and eternal justification" (ibid.: 143).

The idea of an ideologically innocent primary layer of denotation was later abandoned. In S/Z, Barthes redefined denotation as the final result of a connotative process, the effect of a semiotic closure: "Denotation is not the first meaning, but pretends to be so; under this illusion, it is ultimately no more than the last of the connotations (that one which seems both to establish and to close the reading), the superior myth by which the text pretends to return to the nature of language" (1970b: 9).

3. Research in Semiotic Systems

After his more essayistic semiotic analyses in Mythologies (1957), Barthes proposed a program for systematic research in nonlinguistic semiotic systems in Elements of Semiology (1964a). Cars, architecture, furniture, food, and garments were among the objects for which he suggested methods of semiotic analysis. In The Fashion System (1967b), Barthes made the most detailed and at the same time exemplary attempt at a study of sign systems beyond language and literature. The object of this study is fashion in France according to two magazines of 1958-59. The main features of his structuralist-semiotic approach may be summarized as follows:

1. In accordance with principles of linguistic structuralism, Barthes chose a closed corpus of analysis (namely, the fashion magazines of one season) in order to subject it to a synchronic analysis.

2. Methods of structural linguistics, such as distributional analysis and commutation tests (see Structuralism 1.1.2, 1.2.2), were applied to the data of the corpus in order to determine the pertinent or distinctive features of the fashion system. By these procedures, Barthes set up classes of paradigmatic elements (see System 4.1), found rules of syntagmatic compatibilities and incompatibilities of these elements, and determined the minimal units of the fashion system, which he called vestemes or variants (ibid.: 76). After an inventory of possible categories of clothing, called genres, and a typology of possible oppositions in the system of vestemes, Barthes arrived at a comprehensive taxonomy of possible elements of clothing. The limitation of this analysis to a closed corpus of data turns out to be both an analytical virtue (because of the verifiability of the results) and an empirical disadvantage (because data which are not in the corpus may nevertheless be pertinent; cf. Culler 1975: 32-40).

3. In analogy to Saussure's dichotomy of langue and parole, Barthes distinguished between the vestimentary code, the system of fashion elements and rules, and its individual actualization in garments. The vestimentary code determines what is fashionable in a given season. This is the level of denotation in the fashion system. In addition to saying what is fashionable, fashion magazines give a whole "mythology" of comments on the social effects, possible occasions of usage, or personal styles connected with the elements of fashion. These are systems of connotation in fashion, which Barthes defined as a rhetorical system (see Rhetoric 2.3.2).

Since the only denotative message of fashion is whether a garment is fashionable or out of fashion, the fashion system creates a basic paradox between the simple message of the vestimentary and that of the elaborate rhetorical code: Fashion is "a semantic system whose only goal is to undermine the meaning which it so luxuriantly elaborates. [. . .] Without content, it [. . .] makes the insignificant signify" (Barthes 1967b: 269, 288).

4. Systems of Objects as Secondary Systems

Although fashion is a system of visual objects, Barthes's study was only indirectly concerned with such objects or their photo-
graphic representations. Instead of a system of objects, Barthes's corpus of analysis consisted only of "written fashion," i.e., the commentaries beneath the fashion photographs. Barthes argued that clothes in fashion magazines can signify beyond a certain rudimentary level only because their descriptions direct the readers' attention to certain features of the garment, and only the commentary generates meanings by "extracting signifiers" from the objects and by "naming their signifieds" (Barthes 1967b: xi; 1964a: 10). This consideration induced Barthes to deny the semiotic autonomy of nonlinguistic systems:

> It is true that objects, images and patterns of behavior can signify, and do so on a large scale, but never autonomously; every semiological system has its linguistic admixture. Where there is a visual substance, for example, the meaning is confirmed by being duplicated in a linguistic message [...], so that at least a part of the iconic message is, in terms of structural relationship, either redundant or taken up by the linguistic system. (1964a: 10)

Those who favor the possibility of an autonomous semiotics of nonlinguistic objects have accused Barthes of logocentrism, the fallacy that messages have semiotic structure only through the mediation of language (cf. Hervey 1982: 132). But for the phenomena studied by Barthes, the question is certainly (a) how "rudimentary" (see above) the immediate meaning of objects can be, and (b) whether the system of those immediate meanings is in accordance with those meanings provided by the ("rhetorical") system of the commentaries.

5. The Relationship between Linguistics and Semiotics

As a consequence of his thesis of the dependence of nonlinguistic semiotic phenomena on language, Barthes concluded that "linguistics is not a part of the general science of signs, even a privileged part, it is semiology which is a part of linguistics" (1964a: 11). This thesis is the most radical antithesis to Saussure's theory of linguistics as a branch of semiotics (cf. Language 1.3). If this logocentristic position still seems understandable on the basis of iconic texts accompanied by language, it leads to a paradox when Barthes's thesis of semiotics as the study of translinguistic (i.e., textual) systems is taken into consideration (see Text semiotics 2.2.1). If translinguistics is a necessary extension of linguistics, how can it be a branch of linguistics, to which it is supposed to provide an extension? For further arguments against this Barthesian doctrine, see also Prieto (1975a: 133–35).

6. Barthes on the Limitations of Structuralist Semiotics

After his work on The Fashion System, Barthes abandoned the structuralist project of research in semiotic systems. In 1971, he concluded with reference to his earlier research: "I passed through a (euphoric) dream of scientificity" (1971a: 97). Yet, Barthes's semiotic studies not only continued to have a great influence in later text semiotic studies, he also obtained a professorship in "Literary Semiology" at the Collège de France in 1976. In his inaugural lecture, Barthes gave an outline of his new concept of semiotics (in Sontag, ed. 1982: 467-78). Distinguishing between "semiology [...] as the positive science of signs" and "my semiology" (ibid.: 471), he described language as an oppressive system, literature as a revolt against language, and semiotics as a creative activity:

> Semiology [...] does not rest on a "semiophysis," an inert naturalness of the sign, and it is also not a "semioclastry," a destruction of the sign. Rather, [...] it is a semiotropy: turned toward the sign, this semiology is captivated by and receives the sign, treats and if need be, imitates it as an imaginary spectacle. The semiologist is, in short, an artist. . . . (ibid.: 474-75)
Greimas's Structural Semantics and Text Semiotic Project

With his Structural Semantics (1966), Algirdas Julien Greimas (b. 1917) introduced a highly influential and productive text semiotics, which has become the core of a semiotic school, the School of Paris (Coquet et al. 1982, Parret & Ruprecht, eds. 1985, Arrivé & Coquet, eds. 1987, Perron & Collins, eds. 1988). In spite of several phases of continuous development, Greimas (1970; 1976a; b, 1983; cf. Fig. G 1. Portrait of Algirdas J. Greimas (b. 1917).

Coquet 1985) still calls his theory a "semiotic project" (Greimas & Courtés 1979: 291). The influence of Greimas's ideas is noticeable in many areas of the semiotic field (cf. Parret & Ruprecht, eds. 1985), from the semiotics of space and architecture to painting, theology, law, and social sciences (Greimas 1976b), and even to the sciences of documentation (Lagrange 1973) and a semiotics of Eskimo (Collis 1971). The central object of research of this semiotic program, however, is the study of texts, in particular of narrative texts.

1. Greimas's Semiotic Project

Only a rough outline of Greimas's semiotic project can be given here. Access to its basic ideas requires the study of a sometimes idiosyncratic terminology, elaborated in a dictionary of its own (Greimas & Courtés 1979; 1986). A good survey of the development of this project is given by Coquet et al. (1982) and Schleifer (1987). For introductions to and studies and applications of Greimas's text semiotics, see Culler (1975: 75-95), Gumbrecht (1975), Stierle (1975: 186-219), Courtés (1976), Nef (1977), Kritzman (1978), Groupe d'Entrevernes (1979), Hénault (1979; 1983), Hafner (1982), Stockinger (1983), and Parret & Ruprecht, eds. (1985).
1.1 From Structuralism to Structural Semantics

Structuralism in linguistics and in Lévi-Strauss's anthropology, and Propp's and Soutoiau's early formalist theories of action in the narrative and in drama have influenced Greimas's semiotics. His point of departure is the attempt to apply methods of research from structural linguistics (phonology, semantics, and syntax) to the analysis of texts, which Greimas defines as discourse. His linguistic framework is determined by Saussure's concept of structure as difference, the principle of binary oppositions and distinctiveness of functional phonology, and Hjelmslev's glossematic sign model (cf. Greimas 1974a: 58). For the School of Paris, Greimas's *Sémantique structurale* (1966) is the first elaboration of a linguistic semiotics (Coquet et al. 1982: 15). Based on structural lexicology (cf. Coseriu & Geckeler 1974: 136), the goal of this study is the semantic analysis of text structures. *Sémantique structurale* is thus more than structural semantics as represented in the lexical approaches of linguists such as Pottier, Coseriu, Katz & Fodor, and Lyons. Aiming beyond the scope of word semantics, it is a text (or discourse) semantics.

1.2 Greimas's Concept of Semiotics

Against Peirce, Greimas & Courtés object to the concept of semiotics as a theory of signs. In their definition, semiotics should be a "theory of signification" which "becomes operational only when it situates its analyses on levels both higher and lower than the sign" (1979: 287, 147). Two directions of research are indicated in this definition. On the "lower level," analogous to the decomposition of the phoneme into its distinctive features, the structural "atomization" of signs (more precisely: "significations") into their semantic components, called *semes*, yields analytic elements which are not yet signs. On the "higher level," the discovery of textual units yields semantic entities which are more than signs.

2. The Model of Generative Discourse Analysis

The further development of his structural semantics led Greimas to a new semiotic model of text constitution which he defines as the generative trajectory (Greimas & Courtés 1979: 132-34. For discussions and applications see also Courtés 1976, Greimas & Nef 1977, Stockinger 1983, Patte 1984, Schleifer 1987).

2.1 The Generative Trajectory

This generative text semiotic model aims at accounting for the generation of discourses of any semiotic system. While emphasizing the semantic nature of all text semiotic categories (even the so-called syntactic ones), Greimas distinguishes three "autonomous general areas" of interpretation: *semio-narrative structures*, *discourse structures*, and *textual structures* (Greimas & Courtés 1979: 133). Since textual structures in the definition of Greimas are primarily structures of (linear or spatial, phonetic, written or visual) expression and not of content (cf. Courtés 1976: 39-43), they are situated outside of the generative trajectory.

The generative trajectory (Fig. G 2) describes discourse production as a process developing in various stages, each with a syntactic and a semantic subcomponent. The generative process begins at the deep level with elementary structures and extends over more complex structures at the higher levels. The whole trajectory describes structures "which govern the organization of the discourse prior to its manifestation in a given natural language (or in a non-linguistic semiotic system)" (Greimas & Courtés 1979: 85).

2.2 The Semio-Narrative Structures

The semio-narrative structures are postulated as being universal and independent of a spe-
specific code. They describe a semiotic competence of taxonomic and syntagmatic structures which form a *fundamental grammar*, comparable to Saussure's *langue* or Chomsky's *competence*, but both broadened by the dimensions of semantics and discourse (cf. Greimas & Courtés 1979: 83). At the deep level (cf. ibid.: 275, 331), the *fundamental semantics* contains the semantic categories which form the elementary structures of signification, and the *fundamental syntax* contains the relations and transformations which constitute those structures. At the surface level (ibid.: 5, 207, 277, 332), *narrative syntax* analyzes the structure of elementary narrative syntags (called narrative programs) which are conceived in anthropomorphic categories as relations between *actants*. (For Greimas's *actantial grammar*, see Narrative 3.1.3.) The chainlike organization of narrative programs into narrative trajectories reflects the narrative progress of the discourse. *Narrative semantics* is the domain of the actualization of semantic values, selected from the deep structure and attributed to the actants of the surface narrative syntax. Greimas & Courtés distinguish between *descriptive* and *modal* values (1979: 365). The former are either essential or accidental values. The latter refer to categories such as "desire," "obligation," or "knowledge."

### 2.3 Discoursive Structures

The discoursive structures "are charged with 'putting the surface structures into discourse' " (ibid.: 134). *Discoursive syntax* has the effect of producing an organized group of actors and a temporal and spatial framework (ibid.: 86, 330). It is thus the process of localizing narrative actors in time and space. *Discoursive semantics* (ibid.: 275, 344) is a relatively unexamined field. Its components of *thematization*
and **figurativization** describe the isotopic concatenations of abstract themes which may be connected with concrete figures (see 4.).

3. **Signification and the Semantic Universe**

For Greimas, signification is the key concept of semiotics. The totality of significations forms the **semantic universe**. Terminologically, Greimas opposes signification to meaning by defining the latter term as "that which is anterior to semiotic production," whereas signification is "articulated meaning" (Greimas & Courtès 1979: 298). Greimas elaborated his model of the elementary structure of signification and of semic analysis in his *Structural Semantics* (1966). (For introductions and discussions see Grosse 1971, Dierkes & Kiesel 1973, Culler 1975: 75-95, Courtès 1976, Nef, ed. 1976, Schleifer 1983; 1987). In his later text semiotic program (cf. Fig. G 2), the elementary structures of signification are located at the level of deep and abstract structures, where they form an elementary morphological component (cf. Courtès 1976) besides the fundamental syntax to which the semiotic square is assigned (see 3.4).

### 3.1 The Elementary Structure of Signification

The starting point of Greimas's semantic theory is his minimalist definition of structure, in which priority is given to relations at the expense of elements, since only the differences (which are relations) between elements constitute a structure (1966: 19). Also in language and other semiotic systems, significations do not exist as autonomous elements. They are constituted only by relations. Hence, the origin of signification is defined as an elementary relation constituted by the difference between two semantic terms. For example, the difference between the lexical items "son" and "daughter" is due to a semantic opposition which may be described metalinguistically by the features 'male' and 'female.' But for Greimas, this binary semantic structure has already a double aspect (cf. Greimas & Courtès 1979: 314):

The difference between 'male' and 'female,' which is a relation of **disjunction**, presupposes the recognition of some semantic "resemblance," such as the so-called semic category of 'sex,' which is common to both 'male' and 'female.' This common category constitutes a relation of **conjunction**. Such a twofold semantic constellation is defined as an **elementary structure of signification**. Its model is a linear **semantic axis** with two elements at its ends. The axis represents the common semantic feature (the semic category). At the end points are the differential terms ('male,' 'female'). These are defined as **semes**.

### 3.2 Semic Analysis

Semes and semantic axes are abstract entities of the content-substance in the sense of Hjelmslev (Greimas 1966: 27). As Hjelmslev has shown, a semantic axis, like the one designating the color spectrum, may have different "articulations," i.e., form different lexical fields, in different languages. The specific semic articulation in a specific language becomes its content-form.

#### 3.2.1 Seme, Sememe, and Lexeme

In lexical semantics, Greimas's semes have a status and function similar to those of the semantic components in other models of structural semantics. The seme is the minimal unit of semantics, whose function is to differentiate significations. Within the semantic universe, semes form hierarchies of **semic systems** (Greimas 1966: 33). Any two semes subsumed under a common semic category form an element of a semic hierarchy.

Semes are conceived as abstract, deep structural entities of metalinguistic description. The universe of semes represents the totality of conceptual categories of the human mind. At this level, which Greimas calls the level of im-
manence, the units of signification are still independent of the form they take in any particular language. The actual combination of semes into significations as they appear in lexemes takes place at the level of manifestation. Yet lexemes, the surface structural units of the lexicon, are not units of semantics in themselves. Only their significations belong to the semantic level of manifestation. These significations, combinations of semes, are defined as sememes. Since lexemes can be polysemous, one lexeme may have several sememes. For example, different sememes of the lexeme "table" are 'a piece of furniture,' 'a list of facts,' 'a tablet,' etc.

3.2.2 The Combination of Semes

Within a sememe, Greimas distinguishes two types of semes, nuclear semes, which characterize a sememe in its specificity and constitute a permanent, context-independent semic minimum, and contextual semes, also called classemes, which the sememe possesses in common with other elements of the utterance (1966: 46-60). The delimitation of nuclear semes from classemes, however, is connected with considerable methodological problems. The problems with the attempt at establishing two basic types of minimal semantic elements are similar to the difficulties which Katz & Fodor encountered with their proposal to distinguish between semantic markers and distinguishers (cf. Bolinger 1965). While sememes are always composed of nuclear and of contextual semes, there are also lexemes whose significations have only contextual semes and no nuclear semes, e.g., conjunctions and relational adverbs. Such combinations of semes are defined as metasememes (Greimas 1966: 122).

3.3 The Semantic and the Semiological Level

The differentiation between nuclear semes and contextual semes is connected with two further levels of analysis within the signifying universe (Greimas 1966: 53-68, Greimas & Courtès 1979: 282). Semes which form the nucleus of sememes are located at the so-called semiological (or figurative) level. They refer to a universal, extralinguistic sphere of perception ("sensible world") and form the deepest level of analysis. The systems of contextual semes form the semantic (or nonfigurative, also abstract) level of the signifying universe. In contradistinction to nuclear semes, contextual semes refer to categories of the human mind. Greimas also refers to the dichotomy of semiological vs. semantic in terms of the categories exteroceptivity (referring to properties of the exterior world) and interoceptivity (referring to data which have no perceptual correspondence) (1966: 120). For the two levels, see also Semantics (1.4.4).

3.4 The Semiotic Square

The oppositions constituting semantic axes may represent two different types of logical relation. The first type, contradiction, is the relation which exists between two terms of the binary category assertion/negation (cf. Greimas & Courtès 1979: 60). This relation is described as the opposition between the presence and absence of a sememe. In this way, a sememe $s_1$, "life," is opposed to its contradictory non-$s_1$ ("Death" implies "non-life."). This constellation is visualized as a semiotic square (Fig. G 3; cf. Greimas 1970: 160, Greimas & Courtès 1979: 309, and the special issue entitled Le carré semiotique of Bulletin du groupe de recherches sémiolinguistiques 17 [1981]). This diagrammatic way of representing the four relations is a modern version of a formalization known from Aristotelian and medieval logic, where it was called the square of oppositions (cf. Reichenbach 1947: 95, Libéria
1976). The deep-structural character of this semiotic square is evident from the fact that its four semantic values do not always have a corresponding lexical equivalent in the surface structure. There are, for example, no lexical items expressing the ideas of "non-death" or "non-life."

4. Isotopy


4.1 Isotopy in Structural Semantics

Greimas defines isotopy as "the principle that allows the semantic concatenation of utterances" (1974a: 60; cf. 1970: 188). In his first approach, Greimas develops the theory of textual coherence on the basis of his concept of contextual semes: The "iterativity" (recurrence) of contextual semes, which connect the semantic elements of discourse (sememes), assures its textual homogeneity and coherence (1966: 69-101). Greimas (cf. 1974a: 60) links this principle to Katz & Fodor's theory of semantic disambiguation. Within a text, a polysemous noun such as bark (outer covering on the trunk of a tree; and 'sailing ship') is disambiguated by a contextual seme such as 'ocean.' The minimal condition of discoursive isotopy is thus a syntagm of two contextual semes. Later, Greimas & Courtès also interpret the semiotic square in terms of discoursive isotopy (1979: 163).

In its syntagmatic extension, an isotopy is constituted by all those textual segments which are connected by one contextual seme. Since texts are usually neither unilinear nor univocal, Greimas describes the overlapping of isotopies at various isotopic strata (1966: 109-115). When a discourse has only one interpretation, its semantic structure is a simple isotopy. The simultaneity of two readings, such as in ambiguities or metaphors, is called bi-isotopy. The superimposition of several semantic levels in a
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text is called pluri- or poly-isotopy (cf. Arrivé 1973).

4.2 Toward an Extended Typology of Isotopies

From the early model of contextual semic concatenation, the theory of isotopy was progressively expanded to cover recurrences at other textual levels. In addition to semantic isotopies, Greimas & Courtés distinguish grammatical, actorial, partial, and global isotopies (1979: 164). (The latter two play a role in discoursive condensations or expansions, such as in summarizing.) In a further expansion (cf. ibid. and Rastier 1972b: 84), the typology of isotopies is extended by semiological isotopies (cf. 3.3) to cover iterativities in terms of "exteroceptive" world knowledge. These are further subdivided into thematic and figurative isotopies (cf. Fig. G 2, 2.3). A still further expansion of the concept of isotopy was proposed by Rastier (1972b), who extends his typology of isotopies from the level of content to that of expression and thus describes morphological and phonetic recurrences (e.g., rhyme and assonance) as cases of isotopy. A different typology of isotopies is proposed by Eco (1984b).
Kristeva's Semanalysis

Julia Kristeva (b. 1941) is the author of an influential poststructuralist semiotic text theory which she first introduced under the designation of *semanalysis* (Kristeva 1969c). Although this term is rarely used in her later works, Kristeva's (1969c) project of "Research for a
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1. Semiotics as Autocritical Metatheory

Semiotics, according to Kristeva, is concerned with the making of *models*, i.e., "formal systems
whose structure is isomorphic or analogous to the structure of another system (the one under study)” (1969c: 29 = 1986: 76). She gives the following outline of the field of semiotic study: "At present, semiotics is not restricted to discourse. It takes as its object several signifying practices which it considers as translinguistic, i.e., produced by language, but irreducible to linguistic categories” (1969c: 113). In its research, "semiotics uses linguistic, mathematical and logical models" but at the same time "demystifies" the assumed objectivity of scientific discourse (1969c: 32 = 1986: 79). For semiotics not only produces models, it also considers these models as its own object of study.

In Kristeva's view, semiotics should be more than "an empirical science aspiring to the modeling of signifying practices by means of logical [...] formulas" (1969b: 196-97). More than a "technical discourse," semiotics should become a science "critical and autocritical" of its own foundations. Being a "science of the text" (Kristeva 1969c: 18), semiotics turns out to be a signifying practice in itself. "At every instant of its production, semiotics thinks of its object, its instrument and the relation between them" (Kristeva 1969c: 30 = 1986: 77). Thus, "thinking (of) itself," semiotics is "an open form of research, a constant critique that turns back on itself and offers its own autocritique" (ibid.). In this way, semiotics realizes itself only as a critique of semiotics and of the sciences with which semiotics has interdisciplinary connections. Thus contributing to the "disillusionment that takes place within scientific discourse itself," semiotics could be called both a "science of ideologies" and an "ideology of sciences" (1969c: 31-32 = 1986: 78; cf. Ideology 2.2.3).

2. Semanalysis as a Science of the Text

The text, an object of semiotic research, is a central concept in semanalysis.

2.1 Text and System

Kristeva defines the text

as a translinguistic apparatus that redistributes the order of language, relating a communicative "parole" aiming at direct information to different types of previous or synchronic utterances. The text is thus a productivity; which means: 1. Its relation to the language in which it is situated is redistributive (destructivo-constructive). [...] 2. It is a permutation of texts, an intertextuality: In the space of one text several utterances, taken from other texts, cross and neutralize themselves. (1969c: 113)

Thus, text and language (system) are opposed in a dialectical relationship, in which the text appears as the revolutionary transformation of the system:

Submerged in language, the "text" is consequently [...] that which changes it, which dissolves it from the automatism of its habitual development. [...] The (poetic, literary or other) "text" digs into the surface of speech a vertical shaft where the models of that significance are sought which the representative and communicative language does not recite even if it indicates them. [...] The text is not the communicative language codified by grammar. It is not satisfied with representing or meaning the real. Wherever it signifies [...] it participates in the transformation of reality, capturing it at the moment of its non-closure. (ibid.: 8-9)

2.2 The Text as Signifying Practice and Productivity

Kristeva refuses to accept the naive notion of a textual understanding between a sender and a receiver suggested by the simplified model of communication. Instead of analyzing the text as a communicative process of social exchange, Kristeva is interested in the analysis of the text as a generative activity, which she calls a signifying practice and productivity.

Signifying practices are described as the activity of a "plural subject," based on a dialectics of contradiction (cf. Barthes 1975b: 998). The indeterminacy of this activity is particu-
larly evident in view of an object such as literature, which Kristeva characterizes as "plural, sometimes plurilingual, often polyphonic" and as "presenting a potential infinity" (1969c: 16, 180). With the concept of textual productivity, Kristeva wants to focus on "the dynamics of production over the actual product" (1969c: 39 = 1986: 85). This production is seen as a process of work, less in the sense of Marx, who was too much concerned with the product in social exchange, than in the sense of Freud's dream work: "Freud revealed production itself to be a process not of exchange (or use) or meaning (value) but of playful permutation, which provides the very model for production. Freud therefore opens up the problematic of work as a particular semiotic system, as distinct from that of exchange" (ibid.: 38 = 83).

2.3 Intertextuality

One of the factors determining the textual "polyphony" is its intertextuality. Kristeva elaborates this concept under the influence of Bakhtin (1929), who described the literary text as a multilayered mosaic of quotations, forming a dialogical and polyphonic structure. For Kristeva, the text is an intersection of texts and codes, "the absorption and transformation of another text" (1969c: 146 = 1980: 37). Intertextuality cannot be reduced to the question of literary influences. It comprises the whole field of contemporary and historical language as reflected within the text (cf. Barthes 1975b: 998). For the concept of intertextuality in current literary criticism, see Broich & Pfister, eds. (1985).

3. Semanalysis and Psychoanalysis

The importance of psychoanalysis for Kristeva's semiotic research is programmatically expressed in her term semanalysis, a portmanteau word referring to both semiotics and psychoanalysis.

3.1 Textual Analysis, Genotext, and Phenotext

Kristeva understands the concept of analysis in the etymological sense as a 'dissolution' (Gr. ἀναλύω *), a decomposition of the sign and text, a process leading to the discovery of hidden dimensions of meaning (1969c: 278-79). This analysis takes place in a process of two stages called phenotext and genotext (cf. ibid.: 284, Kristeva & Coquet 1972: 335). The distinction is inspired by Shaumyan's genotype and phenotype grammar (see Language 2.3.3). The phenotext is the textual surface structure. It can be described empirically by the methods of structural linguistics (phonology, syntax, and semantics). The genotext is the level of textual deep structure, where the "production of signification" takes place. It is "unstructured and non-structuring," "exterior to the subject," "timeless," and contains the possibilities of all languages and signifying practices as its predisposition "before falling on the phenotext as a mask or censure."

3.2 The Semiotic and the Symbolic

In a later study, Kristeva (1974) elucidates the psychoanalytic position of semanalysis by introducing a distinction between the semiotic and the symbolic, in which the former is related to Freud's primary and the latter to his secondary processes. The semiotic is the prelinguistic disposition of instinctual drives. It precedes the symbolic, with which it is related in a dialectical contradiction. The symbolic is "language as nomination, sign, and syntax." "It involves the thetic phase, the identification of the subject and its distinction from objects, and the establishment of a sign system" (Kristeva 1980: 136, 19).

3.3 Logic of Negativity

Following Freudian psychoanalysis with its theory of a "psycho"-logic determined by processes of displacement and condensation, Kristeva postulates a new "dialectical logic of
contradiction" at work in the signifying practice between geno- and phenotext (1969c: 246–77). She describes the logical operation of negation, which Hegel took for the basis of difference and differentiation, as being at the foundation of any symbolic activity (ibid.: 248). In poetic language, this negation becomes a law, but poetic negativity negates both the parole and that which results from this negation (ibid.: 276).
Eco

Umberto Eco (b. 1932) has made significant contributions to many areas of theoretical and applied semiotics, many of which are discussed in detail in several chapters of this handbook. This chapter gives a survey of the main topics of this research and focuses on Eco's development from structuralism to text semiotics and on his definition of semiotics as a theory of culture.

1. Semiotic Theory and Praxis

Eco's writings extend from philosophy (1984b) to popular culture (1964; 1973a), and semiotics is the center of these manifold studies. His major works in theoretical semiotics are Eco (1968; 1973b; 1976; 1984b; 1985b). Many of Eco's topics in theoretical semiotics are discussed in the chapters on meaning, iconicity, typology of signs, codes, structure, and communication. One of Eco's central fields of research is aesthetics (see especially Eco 1954; 1962 [partially in Eco 1979]; 1978; 1984b). In the field of applied semiotics, Eco has studied topics from medieval culture to avant-garde music, from art to kitsch, and from myth to ideology in the mass media (see also Architecture, Image, Comics, and Film). Of special interest to text semiotics is Eco's semiotics of metaphor, iconicity, ideology, and his theory of open form (in Literature 4. and Aesthetics 4.1.2).

Eco has become the world's most famous semiotician because of his best-selling novel *The Name of the Rose* (1980a). In a way, this novel is a creative work of applied semiotics (cf. Hüllen 1987, Kroeber, ed. 1987). Eco himself set
store by this assessment when he gave the following comment on his own writings: "Every single thing I've done comes down to the same thing: a stubborn effort to understand the mechanisms by which we give meaning to the world around us" (in Sullivan 1986: 46).

2. Eco's Critique of Structuralism

The development from structuralism to semiotics in Italy (cf. Segre 1979a) was significantly influenced by Eco's work. In 1968, Eco published a work whose title, The Absent Structure (La struttura assente, Milano: Bompiani), announces an attack on the foundations of structuralism. The French translation of this study, La structure absente (Paris: Mercure de France 1972), had a subtitle which places the study within the framework of semiotics. Introduction à la recherche sémiotique. The title of the revised German translation of 1972 was only Einführung in die Semiotik. This change of titles is indicative of a research program which developed a Theory of Semiotics (Eco's 1976 revised version of the former titles) from a critique of structuralism.

The study is a synthesis of various approaches to the analysis of texts, visual communication, and meaning in general. Besides such tools of structuralism as the methods of structural semantics and syntax and Hjelmslev's theory of signs, Eco incorporates methods of communication and information theory, cultural anthropology, and Peirce's theory of signs into his theory of semiotics. The climax of this study (cf. Segre 1973: 37-41) is a philosophical critique of structuralism. Eco attacks structuralists such as Lévi-Strauss for their attempt to discover structures, and for ascribing to them the status of an objective reality. Such an "ontological structuralism," according to Eco, "can only result in an ontological self-destruction of structure" (1968: 395). For, if there were an ultimate structure, it could not be defined. There would be no metalanguage to achieve such a definition (cf. ibid.: 411), no opposition to constitute the structure itself. For these reasons, Eco advocates a methodological structuralism (see Structure 3.3). It accepts structural models only as operational procedures and is willing to give these up in favor of new models when new evidence calls for new explanations.

3. Eco's Definition of Semiotics

Eco defines semiotics as a research program which "studies all cultural processes as processes of communication" (1976: 8). Culture, according to Eco, "can be studied completely under a semiotic profile" (ibid.: 26-27), but cultural entities can also be considered from nonsemiotic points of view. For example, a car can be a sign indicating social status, but at a physical or a mechanical level it has no communicative function, and semiotics is not concerned with these levels. Eco's rejection of ontological realism reappears in his theory of the sign and its referent, on the basis of which he gives the following definition of semiotics:

Semiotics is concerned with everything that can be taken as a sign. A sign is everything which can be taken as significantly substituting for something else. This something else does not necessarily have to exist or actually be somewhere at the moment in which a sign stands for it. Thus, semiotics is in principle the discipline studying everything which can be used in order to lie. (ibid.: 7)

This conclusion ultimately derives from a structuralist argument: If something cannot be used to tell a lie, it has no semantic opposition, consequently no structure, and hence no meaning. Without a possible lie there is no possible truth.
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TEXT SEMIOTICS: THE FIELD
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Text Semiotics: Introduction

The introduction to this section gives a brief survey of the field of text semiotics, discusses related approaches to the study of texts, and introduces some major definitions of text and criteria of textuality. Although this handbook discusses many other semiotic phenomena as texts, text semiotics in this section is primarily restricted to the study of verbal texts. The section is further restricted to approaches and topics which are characterized as explicitly semiotic but includes the major precursors of text semiotics.

1. Survey of the Field

After the discussion of current theories of text semiotic research in the previous section, this section deals with the major topics of text semiotics and its precursors.

1.1 Major Topics of Research

The first chapters deal with the ancient precursors (cf. Todorov 1977) of text semiotics, hermeneutics, rhetoric (with stylistics as its younger descendant), and poetics. A related topic is the semiotics of metaphor. Today, these fields are both branches of text semiotics and also its neighboring disciplines within philosophy and aesthetics. The core of current text semiotic research is the field of literature. However, instead of the classical subfields of literature, epic, lyric, and drama, text semiotics comprises the much broader areas of narratives, poeticalness, and theater. In relation to traditional literary criticism, the analytic field is expanded in the direction of a multiplicity of nonlinguistic codes and nonliterary texts.

With its interest in myths, ideology, and theology, text semiotics turns to nonaesthetic phenomena. In this field, semiotic research strives to uncover structures common to texts from archaic times to the modern mass media. Such textual phenomena are also studied in fields which are discussed outside of this section, e.g., advertising, film, and comics. These examples show a certain overlap between the field of text semiotics and areas of research discussed in other sections of this handbook. Within this section this overlap is particularly evident in the chapters on theater and theology.

1.2 Lacunae: Law, History, Mass Media

Two major lacunae in this section, the semiotics of law and of history, and a partial lacuna, the semiotics of mass media, can be filled here only by bibliographical references. The semiotics of law is an expanding area of research (cf. Carzo & Jackson, eds. 1985, Jackson 1985, Mertz & Weissbourd 1985, Kevelson 1986; 1987, and the special issues of the journals Zeitschrift für
The semiotics of history has been debated in several issues of *Semiotica* (1982; 1985, and the special issue *Semiotica* 59.3/4 [1986]) and in the volume by Schmid, ed. (1986). While Uspenskij (1977a) analyzes history as a communication process in which meaning is attributed to events, Haidu (1982, pace Finlay-Pelinski 1982) discusses the transformations of historical codes and the narrative and structural semantic (see Greimas) structures in historical texts. With the semiotic interpretation of historicity and historical truth, Williams (1985) turns to one of the central topics in the current philosophy of history.

The semiotics of the mass media is only a partial lacuna in this handbook because it is the topic of several individual chapters (e.g., Advertising, Comics, etc.). For explicitly semiotic approaches to this vast field of text semiotics, see Eco (1964), Moragas Spaa (1976), Peña-Marin and Lozano y Gonzalo Abril (1978), Bentele, ed. (1981), Berger (1982: 14-43; 1984), Bentele (1985), and Bentele & Hess-Lüttich, eds. (1985).

2. Text Semiotic and Related Approaches to Texts

A necessary complement to the previous section on the schools of semiotics and to this section is a brief discussion of related sciences of the text, particularly of the relation between text semiotics and linguistics.

2.1 Sciences of the Text

After rhetoric, hermeneutics, and literary criticism, a number of more recent disciplines besides text semiotics have developed approaches to the study of texts in general. An impressive number of such disciplines, mostly derived from linguistics and artificial intelligence, are enumerated by Petöfi (1986: 1080–81) under designations such as text (or discourse) processing, text (or discourse) analysis, text linguistics, text (or discourse) grammar, text theory, theory of discourse, and science of texts (Textwissenschaft). Although these approaches may be subsumed under the general heading of text semiotics in its broadest sense (as Petöfi does by including them in an encyclopedic survey of semiotics), most of them are not discussed in this handbook, which focuses on explicitly semiotic fields of study. The research program which is perhaps most closely related to text semiotics because of its interdisciplinary approach and broad scope of topics is discourse analysis (Dijk, ed. 1985).

2.2 Text Semiotics between Linguistics and Literary Criticism

Text semiotics has often been defined as an extension of linguistics into the field of textual analysis or literary criticism. Such delimitations of the text semiotic field depend on the scope of the underlying linguistic model, which is sometimes narrower, excluding the level of the text, and sometimes more extended, including a text linguistics (for a survey of the latter see Beaugrande 1985). Depending on the views about the scope of linguistics, three major types of delimitation of the text semiotic field may be distinguished.

2.2.1 Text Semiotics as Translinguistics

The first delimitation, adopted mainly by French semioticians, is based on a narrower model of linguistics extending from phonology to syntax only. (Cf. Martinet's levels of linguistics: phoneme, moneme, and phrase.) From this point of view, structures beyond the sentence are no longer subject to linguistic research. Research at the textual level is then considered semiotic (cf. Heath 1971: 22). Such a delimitation is the basis of Barthes's defini-
tion of text semiotics as a study whose units of analysis are no longer monemes or phonemes, but larger fragments of discourse. [...] Semiology is therefore perhaps destined to be absorbed into a translinguistics, the materials of which may be myth, narrative, journalism, or on the other hand objects of our civilization, in so far as they are spoken (through press, prospectus, interview, conversation ...). (1964a: 11)

On this type of delimitation between linguistics and text semiotics, see also Greimas (1.1-2).

2.2.2 Text Semiotics as Text Pragmatics

The second delimitation departs from a linguistic model which includes the level of the text but considers text linguistics as a discipline concerned mainly with text syntax and text semantics. Text semiotics in this perspective is the extension of analysis into the pragmatic dimension of texts. The focus is on the communicative processes and functions of texts, and special attention is given to the processes of text reception, the role of the reader (e.g., Wienold 1972, Köller 1975, Koch, ed. 1976, Eco 1979, Merrell 1982; 1985; see also Language 2.2.3).

2.2.3 Theory of Signs and Codes in Texts

The third delimitation represents perhaps not a major trend in text semiotics but is nevertheless a tendency characterizing many assumptions about the specifically semiotic extension of textual research. According to this view, the semiotic extension of text linguistics in text semiotics begins only with the analysis of nonlinguistic signs and codes in texts. This view of text semiotics is particularly evident in the semiotics of theater, but it can also be maintained in the study of genuinely verbal texts (cf. Nöth 1978a; 1980): The relationship between text linguistic structures and nonlinguistic signs or codes in texts can be one of iconic mapping or one of indexical contiguity. In the former case, the verbal text describes or tells about nonverbal or visual signs (e.g., in a poem or a narrative). In the latter case, the verbal text is placed in the context of nonlinguistic signs or codes (e.g., in theater, film, comics, etc.).

3. Text and Textuality

Since textuality "is not an inherent property of certain objects, but is rather a property assigned to objects by those producing or analyzing them" (Petőfi 1986: 1080), it is not surprising that semioticians of the text have been unable to agree on a definition and on criteria of their object of research.

3.1 Definitions of Text

Although this section deals only with texts in the narrower sense, a brief reference to the concept of text in the broader sense is appropriate here.

3.1.1 Texts as Cultural Messages

The concept of text in its broadest sense refers to messages of any code. In this sense, authors such as Koch (1971b), Nöth (1972), Uspenskij et al. (1973: 6), and Bouissac (1976a: 90) study the most diverse cultural phenomena as texts: films, ballet performances, happenings, pieces of music, ceremonies, or circus acts. In a most programmatic way, the Soviet semioticians define texts in this broadest sense as their field of research. Bakhtin, as quoted by Todorov, calls the text the "primary datum" of the human sciences: "The text is the immediate reality (reality of thought and of experience) within which this thought and these disciplines can exclusively constitute themselves. Where there is no text, there is neither object of inquiry nor thought" (1981: 17). More specifically, Uspenskij et al. regard texts as "the primary element (basic unit) of culture" (1973: 6), as a message generated by the systems of cultural codes. (For additional criteria of this definition see 3.2.1.)

3.1.2 Texts as Verbal Messages

In a narrower sense, the text is a verbal message only. Several variants of this definition relate the text to different semiotic concepts.
1. **Text or discourse:** If text is used as a synonym of discourse, the verbal messages under consideration are either oral or written. In linguistics, Benveniste preferred the term discourse with reference to written and spoken messages (1966: 209), while German scholars have preferred the concept of text, and the early American tradition (since Z. Harris) used the concept of discourse for this field of study.

2. **Text vs. (oral) discourse:** Barthes (1975b: 997) and others restrict the concept of text to written messages only. For those who apply this restriction, spoken messages are the domain of discourse (cf. Greimas & Courtés 1979: 340).

3. **Text vs. (empirical) discourse:** In analogy to the distinction between sentence and utterance in linguistics, Dijk defines text as the abstract structure underlying discourse, defined as the empirical verbal utterance (1972: 3).

4. **Text vs. system:** In the tradition of Hjelmslev, text is the semiotic dimension of process and syntagmatic relations, while system is the paradigmatic dimension of choice (cf. System 2.1, 4).

5. **Text, utterance, enunciation:** These concepts refer to the pragmatic dimension of the text. Enunciation is the individual act of speech production. The result of this act is an utterance (cf. Dubois et al. 1973). Utterance (énoncé) is a prestructural semiotic entity designating the product of a speech act which may be a text or merely a fragment of text. The text as a result of enunciation contains traces of the speech act in the form of indexical words pointing to the participants, time, and space of the enunciation.

6. **Text as corpus:** Some linguists use the concept of text in the sense of a corpus, "the set of linguistic utterances subjected to analysis" (Dubois et al. 1973: 128).

7. **Text as productivity:** see Kristeva (2.1).

### 3.2 Criteria of Textuality

The etymology of text, 'something woven,' refers to a characteristic of textuality that might be circumscribed as a 'coherent whole.' This characteristic of textuality has been studied from text semantic and text syntactic points of view. For many scholars, textual coherence presupposes longer segments of language, which is also implied in the characterization of the text as a *transphrastic* structure. Yet, a text cannot be defined by the extension of an utterance alone. Many text semioticians are willing to accept units of one word or one sentence as texts (e.g., road signs, orders, or proverbs). The criterion of textuality in these cases is a text pragmatic one. Both types of criteria are complementary. There is no single minimal criterion valid for all of these forms of textuality. For the systemic properties of text, see System (3).

#### 3.2.1 Text as Message within a Context

In the pragmatic view, the text is defined by criteria of communication: it is the (verbal) message of an addressee to an addressee. Hartmann, proposing the thesis of the text as the original linguistic sign, argues that language in communication is always primarily text (and only secondarily sentence, word, etc.) (1971: 10-11). Several criteria have been proposed in addition to this basic pragmatic postulate of textuality. A frequent criterion is the *intentionality* of the message (cf. Communication 2.4). Uspenski et al. restrict textuality to those messages "which possess a certain integral meaning and fulfill a common function" (1973: 6).

The pragmatic criteria determine the text within its situational context. This context comprises textual and extratextual phenomena, which Lotman has tried to differentiate by the two criteria of *expression* and *demarcation* (1970: 51-52). By its being expression, the text is materially fixed in the form of the signs (parole) of a system (langue). In this sense, the text is opposed to extratextual structures of langue which are not expressed within the text. By its demarcation, the text is opposed to all material signs of the context not contained within the text.

#### 3.2.2 Text as a Coherent Structure

In its internal text syntactic and text semantic structure, the text is characterized as an autonomous and in certain respects closed system
(cf. Ducrot & Todorov 1972: 294). The systemic wholeness of the text is created by a process of the integration of individual signs into an integral sign (Uspenskij et al. 1973: 6) or, in the terminology of information theoretical semiotics, into a supersign (cf. Posner & Reinecke, eds. 1977: 47-106). Lotman characterizes this process as follows: "A text is an integral sign and all the separate signs of the general linguistic text [i.e., of natural language] are reduced in the text to the level of elements of this sign" (1970: 22).

Various text syntactic and text semantic criteria have been proposed to describe the integration of linguistic elements into the textual whole. Some of them are pronominalization (or other pro-forms), syntagmatic substitution, semantic recurrence, and textual deep structure. Within Greimas's text semiotic model, textual coherence is described by the principle of isotopy. A list of no fewer than seven standards of textuality is set up by Beaugrande (1980: 19-20). His criteria are (surface structural) cohesion, (conceptual) coherence, intentionality, acceptability, situationality, intertextuality, and informativity.
Hermeneutics and Exegesis

Hermeneutics is both a predecessor and a neighboring discipline of text semiotics. Originally the "art of interpretation," hermeneutics was one of the earliest sciences of the text and thus a precursor of text semiotics. Like rhetoric, hermeneutics has its most important roots in ancient Greece. (But see Rey 1973: 45-62 and Todorov 1978: 47-49 on Sanskrit, Faure 1986 and Guttgemann 1989 on Jewish hermeneutics.) It reached a first climax with the doctrines of scriptural exegesis developed by Augustine (354-430) and medieval theology. Modern hermeneutics is a neighboring discipline of semiotics (cf. Daube-Schackat 1988). It has become a philosophy of understanding, not only of texts, to which this chapter will be restricted, but moreover of the essence of human existence.

1. Origins of Hermeneutics

The art of interpretation has its traditions in philology (textual commentary on the classics), theology (exegesis), and jurisprudence (cf. Gadamer 1974).

1.1 Ancient Hermeneutics

The principles of *epiphrasein*, of explaining, interpreting, and translating, were a topic of Greek philosophy (cf. Pépin 1975) and mythology. The mythological patron of hermeneutics is Hermes, the messenger of the gods as well as the inventor of speech and writing (cf. Ebeling 1959). Plato (Epinomis 975c) discussed the art of interpretation in connection with that of divination (*mantes*). Both interpretation and divination are hermeneutic arts (cf. Todorov 1977: 31). Both are concerned with the discovery of meaning. Whereas divination reveals meanings in objects that do not seem to have any, interpretation reveals secondary meanings beyond the primary meanings of texts.

A central topic of ancient textual criticism was the allegorical interpretation of Homer's works. Classic criticism was concerned with two levels of textual analysis. At a "surface level," textual commentary had to explain word and sentence meanings. At a "deep level" of analysis, a second, 'hidden sense' (*uponoia*) had to be uncovered which became later known as the allegorical sense.

1.2 Scriptural Exegesis

The ancient notion of two levels of textual meaning was developed into a complex system of interpretation by Christian theologians after Origenes (185-254). Caught in a permanent conflict between dogmatic interpretation and the revelation of new meanings in the Scrip-
tutes, the Church Fathers developed a doctrine of scriptural meanings which has the character of a theory of textual codes (cf. Eco 1984b: 147-53).

Medieval exegesis considered the Bible to have "a cortex, or level of surface meaning, covering a nucleus of truth" which was to be revealed by the exegete (Robertson 1951: 11). The hermeneutic tradition distinguishes three stages of scriptural analysis (cf. Robertson & Huppé 1951: 1-3): The first stage, called littera, was concerned with grammatical structure. At the second stage, called sensus, the obvious, literal, or narrative meanings had to be understood. Littera and sensus form the outer cortex of the text. At the same time, sensus comprises the first of four levels of scriptural meanings. As such it is called literal or historical meaning (sensus litteralis, s. historicus). The more profound meaning concerning the scriptural nucleus is revealed only at a third stage of exegesis, called sententia (see Fig. H 1).

The exegetic stage of sententia is that of the spiritual senses of the Holy Scriptures. These were studied according to the elaborate doctrine of the multiple scriptural meanings (see Lubac 1959-64, Esbroeck 1968). Beyond the first (literal or historical) sense, three modes of spiritual meaning were distinguished (with varying designations): tropology, allegory, and anagogy. The tropological (also moral) sense is the significance which the Scriptures have for the individual life of man on earth. The allegorical sense reveals the layer of meaning referring to Christ and the Church. Finally, the anagogical sense refers to the heavenly mysteries which will be revealed in the future. In scriptural exegesis, every biblical message was interpreted according to one, two, or all three of these spiritual senses. An example of a fourfold scriptural interpretation is the meaning of Jerusalem according to Dante (Il Convivio II, 1, 2-15): Historically or literally, Jerusalem refers to 'the city of the Jews.' Its tropological sense is 'the soul of man.' The allegorical sense is 'the Church of Christ,' and the anagogical sense is 'the city of God in heaven.'

2. The Problem of Understanding in Modern Hermeneutics

Modern hermeneutics developed from Friedrich Schleiermacher (1768-1834) and Wilhlem Dilthey (1833-1911) to Martin Heidegger (1889-1976), Rudolf Bultmann (1884-1976), Gadamer (1960), Betti (1962), Habermas (1968), Ricoeur (1969), Szondi (1975), and Apel (1976). The history of this (only implicitly semiotic) development and its relevance to text semiotics (with special reference to exegesis) are discussed by McKnight (1978). Seung (1982) and Gütgemanns (1983) give the outlines of an explicitly semiotic hermeneutics. For surveys see Palmer
2.1 The Hermeneutic Circle

For the hermeneutics, textual understanding (and human knowledge in general) is possible neither by induction, i.e., by beginning with the textual (or experiential) data and arriving at a general explanation of the text (or law, concerning other phenomena) as a whole, nor by deduction, i.e., by beginning with a general law or knowledge of the whole and explaining the data through it. Against these unidirectional models of scientific discovery, the hermeneutics propose an alternative model of understanding, not unrelated to the alternative which Peirce introduced under the designation of abduction, the method of explaining data on the basis of assumptions and hypotheses about probable, not yet certain laws (see also Daube-Schackat 1988). The hermeneutic model of understanding is the so-called hermeneutic circle. Dilthey describes it as a central theorem of interpretation:

From the individual words and their combinations, the whole of a work is to be understood, and yet, the complete understanding of the individual part already presupposes the whole. This circle occurs again in the relation of the individual work to the mentality and development of its author. It reoccurs in the relation of this individual work to its literary genre. (1900: 330)

The determination of understanding by the individual preconceptions and historical predispositions of the interpreter is one of the central topics of hermeneutics. (See also the related problem of ideology in Ideology 2.2.) According to Hauff's discussion of Gadamer's work,

this preconception generates a context of meaning into which the text is integrated and from which the text appears as understandable. When the text conforms with the given interpretative frame, this preconception [. . .] is confirmed. When the text conflicts with the preconceived frame, contradicting certain semantic expectations, the reader takes offense: Only this moment creates the situation which requires explicit interpretation. Textual understanding [is] seen as an integration of the strange into the familiar, the as-yet-unknown into the already-known [. . .]. (1971: 24)

Following Heidegger, Gadamer emphasizes that the hermeneutic circle is not a vicious circle:

Being neither subjective nor objective, it describes understanding as the interplay of the movement of tradition and of the movement of the interpreter. The anticipation of signification which determines the understanding of a text is not an act of subjectivity, but is determined by the community which connects us with tradition. (1969: 251,277)

2.2 Is a Correct Interpretation Possible?

The ideal of interpretative correctness is based on the assumption of textual monosemy and emphasizes the importance of the author's intentions. Those who reject this ideal accept the principle of textual polysemy and focus mostly on the reader's perspective.

2.2.1 Interpretation as Reconstruction

The objectivist goal of a correct and objective interpretation was aimed at in a tradition from Schleiermacher (1838) (cf. Volp 1982), Dilthey (1900), and Betti (1962) to E. D. Hirsch (1967). The ideal of a true understanding, which implies the rejection of alternative interpretations, is pursued in the search for an original sense, corresponding to the author's intention. This goal seemed to be inherent in the theological and legal traditions of hermeneutics. (But the interpretation of laws already
has a traditional dimension of creativity, as Gadamer [1974: 1067] points out.)

For Schleiermacher, interpretation is a reconstruction of the author's thought. It is based on "the linguistic domain common to the author and his original public" and aims at the discovery of "the unity of the work, considered as the principle moving the author, and [at] the outlines of composition, considered as his characteristic nature apparent in that movement" (1838: 101, 167). Dilthey (1892) pursues the ideal of "objective interpretation" (cf. 1900: 320) in a poetics aiming at an explanation of the work on the basis of the psychology and biography of its author. The interpreter's hermeneutic activity is described as a reliving of the author's psychic condition. For Dilthey (cf. 1958: 315), the interpreter can achieve this reliving of the Other only by a referral to the experiences of his or her own Self. Dilthey's critic, Habermas, interprets this hermeneutic ideal of "reliving" as an equivalent of the objectivist ideal of scientific observation, a kind of a picture theory of truth (1968: 226).

The ideal of interpretative objectivity and the rejection of textual polysemy become a programmatic point of discussion in the hermeneutics of Betti (1962) and Hirsch (1967). Betti describes interpretation as the adequate reconstruction of an intended sense. While he acknowledges the role of the interpreter's subjectivity in this process, Betti wants to reduce this factor to a minimum and warns against "subjective arbitrariness," which might falsify the historically correct interpretation (1962: 49).

Hirsch tries to defend a theory of textual monosemy by introducing a distinction between meaning and significance: "Meaning is that which is represented by a text; it is what the author meant by his use of a particular sign sequence; it is what the sign represents. Significance, on the other hand, names a relationship between that meaning and a person, or a conception, or a situation, or indeed anything imaginable" (1967: 8). From these premises, he concludes that a text has only one unchangeable meaning, while its significance may vary with time and situation.

2.2.2 Productive Interpretation

Schleiermacher's and Dilthey's hermeneutics contained the germ of a view of interpretation transcending mere reproduction. This germ is the postulate that the goal of interpretation should be to understand better than the author himself (cf. Gadamer 1960: 180-85). However, this early topos of hermeneutics basically referred only to the interpreter's activities in raising unconscious processes to consciousness or to clarify the obscure in the text (cf. Bollnow 1949). It was not yet the acknowledgment of the principle of textual polysemy which has now become a topos of current text semiotic and other trends of research (cf. Kristeva's textual "polyphony," Eco's "open text," Barthes's "semiotropy," and Literature 3.3).

Within hermeneutics, the philosopher who comes closest to the acknowledgment of textual polysemy is Gadamer. While emphasizing the dependency of understanding on the horizons of the interpreter and his or her own historicity, Gadamer pleads for the recognition of the productivity of the hermeneutic situation: "Not only occasionally, but always does the sense of a text surpass its own author. Therefore understanding is not mere reproduction but always a productive behavior. [. . .] Understanding is in reality no better understanding [. . .]. It suffices to say that one understands differently, if one understands at all." (1960: 289, 280)
Rhetoric and Stylistics

Rhetoric, the ancient art of persuasion, and stylistics, its younger descendant, are programmatically included in the semiotic field by those who consider semiotics to be the discipline which studies the "life of signs within society" (cf. Saussure 2.1), those who define it as a "translinguistic" science of the text (cf. Barthes 5.), and those who follow Morris's project of a semiotics that transcends syntactics and semantics with pragmatics. Yet, although many have argued that text semiotics has become a modern successor of rhetoric and stylistics, few attempts at a semiotic foundation of those disciplines have been made so far. Also, their place within the sciences of discourse, particularly their relationship to poetics, often remains uncertain.

1. Grammar, Rhetoric, Poetics, and Stylistics


1.1 Rhetoric and Poetics

Originally, rhetoric was the art and theory of public speech. Aristotle (ca. 335-34 B.C.) clearly distinguished this discipline from poetics and discussed both in separate treatises (cf., e.g., Herrick 1965). His poetics is a theory of literature, dealing with the epic, drama, and (only indirectly) lyric. The essence of poetry is characterized as imitation (cf. Literature 2.1), while persuasion is defined as the essence of rhetoric. In terms of semiotics, poetry is thus defined in its semantic and rhetoric in its pragmatic dimension.

The "degeneration" of rhetoric came with a shift of emphasis from a practical art of persuasion in social contexts to an art of mere eloquence or even of deceit. Within a narrower scope, rhetoric developed an elaborate system of ornaments of speech, the so-called rhetorical figures. As such, it took a new direction but also reached a new zenith as literary rhetoric (cf. Lausberg 1960). In this form, rhetoric from the thirteenth century until the Renaissance merged with poetics. In this tradition, some modern scholars still define poetics as a branch of rhetoric (cf. Arrivé 1979: 33).

1.2 Rhetoric, Grammar, and Logic

The medieval canon of the seven liberal arts comprised a trivium of three language arts:
grammar, dialectic (= the medieval logic), and rhetoric. While grammar was defined as the art of correct speech (*ars recte loquendi*), rhetoric was the theory and praxis of technically and morally good speech (*ars bene dicendi*) (cf. Lausberg 1960: 35-40).

In his *Rhetoric* (I, 1-2; II, 20, 22), Aristotle discusses both parallels and differences between the art of persuasion and logic, or dialectic: Both are concerned with methods of reasoning and argumentation. But the methods of giving evidence by means of induction or deduction (syllogism) are different. Logic obtains proofs by means of syllogisms based on premises from which conclusions follow by necessity. But in rhetoric, persuasion is often achieved by apparent proof only. Here, induction proceeds by giving factual or fictive examples, and deduction by incomplete syllogisms (cf. Lausberg 1960: 199-200), based on commonplaces or contingencies. Such rhetorical syllogisms are called *enthymemes*. (For a discussion of their basic forms see Barthes 1970a: 201-206.) Aristotle saw in the enthymeme "the most effective of the modes of persuasion" (I, 1).

### 1.3 Rhetoric and Stylistics

Ancient rhetoric included stylistics in the branch of *elocutio*. Traditionally, three styles (genera) were distinguished (in various versions; cf. Wimsatt & Brooks 1957: 102-103): the lofty or "sublime," the middle or common, and the plain style. But in a broader sense, ancient stylistics comprises the whole sphere of *elocutio*, in particular the rhetorical ornaments (*ornatus*) of tropes and figures. Significantly, these are now often referred to as stylistic figures.

Today, stylistics has been called "rhetoric's most direct heir" (Ducrot & Todorov 1972: 75) or a "modern rhetoric" (Guiraud 1954: 5; cf. Colin 1973). This judgment places stylistics in the tradition of a rhetoric restricted to the study of *ornatus*. Yet, rhetoric in its original, broader sense differs from stylistics in three typical respects: (1) While stylistics is basically concerned with textual surface structures, mostly variants of lexical and syntactic expression, rhetoric provides rules for the organization of a whole discourse. In this respect, rhetoric is more comprehensive than stylistics. (2) While stylistics is mostly interested in the language characterizing an individual author (or epoch), rhetoric is interested in rediscovering or even recommending structural patterns predetermined by a tradition of ancient norms. (This is why the Romantics opposed stylistic liberty to rhetorical constraints). In this respect, stylistics is more comprehensive than rhetoric because it deals with *any*, and not only traditional, textual features. (3) Rhetoric, with its interest in the effect of discourse on the audience, and stylistics, with its focus on textual uniqueness, focus on different phases of text pragmatics, namely, text reception and text production.

### 2. Rhetoric

The elaborate system of ancient rhetoric emphasized the pragmatic dimension of persuasive speech (for surveys of traditional rhetorics see Lausberg 1960, Kennedy 1963; 1972; 1980; 1983, Corbett 1965, McCroskey 1968, Barthes 1970a, Jens 1971, Ueding & Steinbrink 1986). Semiotic and other recent approaches to rhetoric either have shown a renewed interest in rhetorical pragmatics or have restricted themselves to the system of rhetorical figures.

#### 2.1 The Pragmatic Dimension of Classical Rhetoric

Morris mentions rhetoric as "an early and restricted form of pragmatics" (1938: 30). To persuade and to convince the public were the pragmatic goals which orators wanted to achieve by means of rhetorical techniques. The functions of discourse and the phases of its production are pragmatic dimensions studied since classical rhetoric.
2.1.1 Functions and Typology of Discourse

Pragmatic dimensions of persuasion were outlined in Aristotle's *Rhetoric* (I, 2). His distinction of three factors of effective persuasion, (a) "the personal character of the speaker," (b) "putting the audience into a certain frame of mind," and (c) "proof" or "subject," circumscribe the expressive, appellative, and referential functions of discourse (see Function 3.2). The appellative function is the dominant one. Aristotle distinguished three modes of appeal related to his three factors of persuasion as follows: (a) ethical appeal (ηθικήpersuasion), (b) emotional appeal (παθικήpersuasion), and (c) rational appeal (λογικήpersuasion) (ibid.). Cicero reduced these to two: the emotional and the didactic function (movere and docere). Horace added the function of pleasure (delectare).

Pragmatic criteria are also the basis of Aristotle's typology of discourse (ibid.: I, 3): Forensic or judiciary discourse is directed to a judge. Its subject is accusation or defense. Deliberative discourse is directed to public assemblies, who are urged "either to do or not to do something." Advice or dissuasion is its appellative function. A discourse with the referential function of praise or censure is called *epideictic* speech.

2.1.2 Phases of Discourse Production

The system of ancient rhetoric consists of five parts, which correspond to five phases of discourse production:

2. *Dispositio* is the effective organization of a discourse. Roman rhetoricians recommended six parts: introduction (*exordium*), statement of case and facts (*narratio*), outline (*divisio*), arguments for (*confirmatio*) and against (*refutatio*) the case, and the conclusion (*peroratio*).
3. *Elocutio* is the choice of words and their syntactic arrangement. It is the field of style, tropes, and figures.
4. *Memoria* is the art and technique of memorizing a speech. The two principal mnemotechnical devices were the association of ideas with places (*loci*) and with images (cf. Rossi 1960, Yates 1966, Blum 1969, Eco 1989).
5. *Pronuntiatio* teaches the effective vocal and gestural delivery of discourse (see Gesture 2.3.3).

2.2 The New Rhetoric: Current Trends

The revival of rhetoric has led to various schools and trends in current research. For surveys and critical discussions see Steinmann, ed. (1967), McCroskey (1968: 289–302), Jens (1971), Johannesen, ed. (1971), Kopperschmidt (1973), Plett, ed. (1977), Rehbock (1980), Podlewski (1982), Ueding & Steinbrink (1986), and the yearbook *Rhetorik* 1ff. (1982ff.). Besides the literary and the explicitly semiotic approaches, the major trends of new rhetoric are:

1. The new rhetoric of I. A. Richards and K. Burke. In the context of literary theory, semantics, and social psychology, and in opposition to the rhetorical theories of persuasion, Richards redefines rhetoric as "a study of misunderstanding and its remedies" (1936: 3), while Burke (1950) defines it as "the conscious or unconscious use of verbal or nonverbal symbolic strategies to achieve identification between men" (in Johannesen, ed. 1971: 75).
2.3 Semiotic Approaches to Rhetoric

Existing surveys (cf. Kaemmerling 1973, Chatman 1974, Dupriez 1986, Ueding & Steinbrink 1986; cf. Revue d'Esthétique 1979, no. 1/2), special issues of journals (such as Bulletin du groupe de recherches sémi-o-linguistiques 20 [1981] and 26 [1983]), and critical discussions (Man 1979, Valesio 1980) of semiotic approaches to rhetoric have generally included approaches based on (text) linguistics (cf. Kalverkämper 1983) and particularly on structural semantics. The latter have dominated the discussion of the semiotics of rhetorical figures. A more recent theoretical topic of the semiotics of rhetoric is the discovery of the rhetoric of Peirce. Besides these theoretical studies there is a growing interest in applied analyses, particularly in the fields of the mass media.

2.3.1 Semiotics of Rhetorical Figures

Since antiquity, attempts have been made to discover a semiotic system in the field of rhetorical figures. Quintilian first introduced the definition of the figure (and trope) as "a departure from the simple and straightforward method of expression" (Inst. Orat., IX, 1, 3). This concept reappears in modern linguistic rhetoric (and stylistics; see 3.2) in definitions of figures as linguistic anomalies (cf. Todorov 1967: 108) or as a deviation from an ordinary zero degree of language (Dubois et al. 1970). In a more global perspective, semiotic theories have described this aspect of rhetorical deviation as the effect of a secondary code (cf. Barthes; 3.1) or as an instance of overcoding (see Eco 1976: 133, 155, 279), i.e., the establishment and generative application of rules which articulate more macroscopic portions of the text, on the basis of a first level of preestablished rules (see Code 3.3.4).

Quintilian also set up four general categories of deviation (mutatio) (ibid.: I, 5, 38-41), which reappear with modification in modern semiotic systems of rhetorical figures (Dubois et al. 1970, Plett 1975, Plett, ed. 1977): (1) addition of elements (adjectio; e.g., anaphora [= repetition at the beginning of phrases]), (2) omission (detractio; e.g., asyndeton [= omission of conjunctions]), (3) rearrangement (or permutation) (transmutatio; e.g., inversion or metathesis), and (4) substitution of elements (immutatio; e.g., metaphor, metonymy).

Another elementary ancient classification divided rhetorical figures into schemes and tropes (cf. Corbett 1965: 426): A scheme is a deviation from the ordinary patterns of words in sentences (as in Quintilian's categories [1] to [3]). A trope involves a semantic deviation (as in Quintilian's category [4]). The distinction underlying this classification can be correlated with the two dimensions of syntagmatic and paradigmatic relations (see Structure 2.1) and Morris's semiotic dimensions of syntax and semantics. The latter categories are the bases of the typology of figures developed by Todorov (1967) and Bonsiepe (1966; cf. Plett 1975: 141). In addition, Kopperschmidt discusses pragmatic figures as the third semiotic typology (1973: 170).

Within the system of tropes, Jakobson (1956) considered metaphor and metonymy to be two prototypical figures. Dubois et al. (1970), Le Guern (1973), Eco (1976: 280), Shapiro & Shapiro (1976), Metz (1977: 149-297), and others followed Jakobson with this argument. Traditionally, metonymies ("name-changes") are explained as the substitution of a word x for another, y, where the referential objects of x and y are existentially or habitually connected, such as crown for 'king,' White House for 'U.S. President and his staff,' or gold for 'money.' Jakobson explains metaphors as substitutions by similarity and metonymies as substitutions by contiguity and relates these tropes to the paradigmatic and the syntagmatic axes of language (see Structure 2.1). (For a more comprehensive discussion of these interrelations, see Metz 1977: 187.)

One of the most elaborate semiotic systems of rhetorical figures was developed by the Liège Group µ (Dubois et al. 1970; cf. Merrell 1983). Its point of departure is an ideal zero degree language, a language determined by conventional
expectations. Compared with this zero degree, rhetorical figures appear as deviations. The basic unit of deviation is defined as *metaboly*. The field of *metaboly* is further classified according to two categories of criteria, the linguistic level of deviation (basically: word or sentence) and the aspect of the sign (signifier or signified). The resulting categories of figures are *metaplasm* (phonetic or graphemic deviations on the word level, e.g., alliteration), *metatax* (phonetic or graphemic deviations on the sentence level, e.g., ellipsis or inversion), *metaseme* (semantic deviations on the word level, e.g., metaphor or metonymy), and *metalogism* (semantic deviations on the sentence level, e.g., irony).

Structural semantics is the method of Group µ rhetoric, but besides the traditional method of semantic feature analysis, which decomposes meanings into components basically derived from predications or definitions (e.g., *oak* = + plant, + tree, + fagaceae . . .), Group µ introduces two new principles of analysis: *conjunctive* feature analysis (e.g., *tree* = trunk + branches + leaves + roots . . .) and *disjunctive* feature analysis (e.g., *tree* + *oak* or *birch* or *willow* . . .). On the basis of this system, Group µ defines the semantic (and other) deviations of figures with Quintilian's categories of (feature) adjunction, suppression, substitution, and permutation.

### 2.3.2 Applied Studies in Semiotic Rhetoric

The extension of semiotic analysis from the restricted field of *ornatus* to a broader scope of literary, textual, visual, and other phenomena has resulted in various applied studies. Within text semiotics, Valesio proposes a radical, threefold redefinition of rhetoric as (1) "the whole functional dimension of human discourse" (including any form of communication, even the unconscious one), (2) "an integrated structure“ (including topos, arguments, and figures), and (3) "not merely a technical linguistic description, but a philosophic alternative” (1980: 39).

In the semiotics of law, Schreckenberger (1978) developed a comprehensive semiotic rhetoric of legal discourse. For a discussion of a legal rhetorics on the basis of the semiotics of Peirce, see also Podlewski (1982: 83–95). In the semiotics of film, Metz discusses the specific rhetorical *dispositio* of the film (1968: 117–19), and the visual rhetorical figures of film are studied by Kaemmerling (1971) and Metz (1977: 149ff.). In the semiotics of painting, Group µ has developed structuralist categories of a rhetoric of the image (Klinkenberg et al. 1980). For the rhetoric of visual tropes, see Metaphor (§4) and Advertising (2.2).

In his critical studies of the mass media, Barthes discusses rhetoric as the semiotic counterpart of myth and ideology. Barthes defines rhetoric in a nonclassical way as "a set of fixed, regulated, insistent figures, according to which the varied forms of the mythical signifier arrange themselves" (1957: 150). One of seven figures by which he characterizes "the myth of the right" is tautology. ("It is that way because it is that way.") In his *Fashion System* (1967b: 225–75), Barthes studies the rhetorical system as a level of analysis which he characterizes as a semiotic in the sense of Hjelmslev. The rhetorical signifier is the phraseology through which the magazines strive to persuade; the rhetorical signified is the "ideology of fashion." More precisely, Barthes calls these signifiers of ideology "connotators and the set of connotators a *rhetoric*, rhetoric thus appearing as the signifying aspect of ideology" (1964a: 92; 1964c: 49).

### 2.3.3 Peircean Rhetoric

A rhetoric on the basis of Peirce's semiotic is being rediscovered and developed further by Deledalle (1979: 157–67), Podlewski (1982), and Fry (1986). Peirce's triadic theory and typology of signs has been used as a model of interpretation for the system of rhetorical figures (cf. ibid., and Metaphor 4.3), but in partially as yet unpublished papers, Peirce also developed a pragmatic theory of rhetoric.

Peirce (§ 2.93) defined *speculative rhetoric or methodeutic* ("a method of discovering methods," § 2.108) as a theoretical science which constitutes one of the three branches of semi-
otics, besides speculative grammar and critical logic. While grammar studies signs (as "grounds" or "representamens") in their semiotic dimension of firstness, and logic studies their correlation with the object, and thus the dimension of secondness, rhetoric is concerned with the dimension of thirdness (see Peirce 1.4; 3.1) since it analyzes how signs are "rendered effective" as interpretants, i.e., in the minds of the interpreters.

Peirce described rhetoric as "the study of the necessary conditions of the transmission of meaning by signs from mind to mind, and from one state of mind to another" (§ 1.444), and as the study of "the formal conditions of the force of symbols, or their power of appealing to a mind" (§ 1.559). Since this outline describes a field which comprises the whole of Aristotelian rhetoric, pragmatics in the sense of Morris, and even psycho- and neurosemiotics, it is not surprising that for Peirce rhetoric "is destined to grow into a colossal doctrine which may be expected to lead to most important philosophical conclusions" (§ 3.454).

3. Stylistics

It has been argued that "it is difficult, if not impossible, to give a semiotic definition of style" (Greimas & Courtés 1979: 318), that style "has never been given a semiotic definition" (Klinkenberg 1986: 1023), and even that the analysis of the existing definitions of style leads to unsolvable aporias, which should result in the abandonment of the very concept (Gray 1969). Yet, if the scope of style and stylistics is restricted to its narrower sense, the notions of semiotic system or code, with their implications of choice, rule, and deviation, presuppose a stylistic dimension of semiosis. For general discussions and surveys of stylistics see Guiraud (1954; 1969; 1974), Enkvist et al. (1964), Ullmann (1966), Crystal & Davy (1969), Guiraud & Kuentz (1970), Todorov (1970a), Enkvist (1973), Sanders (1973), Spillner (1974), Hendricks (1976), Püschel (1980), Müller (1981), Hervey (1982: 219-33), Schuh (1982), and Klinkenberg (1986). Relevant anthologies are Sebeok, ed. (1960), Freeman, ed. (1970), Chatman, ed. (1971), and Kachru & Stahlke, eds. (1972). A bibliography of stylistics is Bennett (1985). Its index contains references to 117 titles in the field of semiotic stylistics.

3.1 The Scope of Stylistics

A characterization of style, which would include such concepts as deviation, addition, and choice, defines it as the difference between alternative messages. Yet, besides this concept of stylistics and its many variants, style is often defined in a much broader sense (not used in this article). Hill, for example, defines stylistics as the study of language beyond the limits of the sentence (1958: 406). Yet, if the scope of style and stylistics is restricted to its narrower sense, the notions of semiotic system or code, with their implications of choice, rule, and deviation, presuppose a stylistic dimension of semiosis. For general discussions and surveys of stylistics see Guiraud (1954; 1969; 1974), Enkvist et al. (1964), Ullmann (1966), Crystal & Davy (1969), Guiraud & Kuentz (1970), Todorov (1970a), Enkvist (1973), Sanders (1973), Spillner (1974), Hendricks (1976), Püschel (1980), Müller (1981), Hervey (1982: 219-33), Schuh (1982), and Klinkenberg (1986). Relevant anthologies are Sebeok, ed. (1960), Freeman, ed. (1970), Chatman, ed. (1971), and Kachru & Stahlke, eds. (1972). A bibliography of stylistics is Bennett (1985). Its index contains references to 117 titles in the field of semiotic stylistics.

On the other hand, style and stylistics are not restricted to language or literature. Defined as the difference between alternative messages, style depends on the code. Hence, codes, such as painting, architecture, or fashion, presuppose their own styles (cf. Uspenski 1971a: 445). This makes style a pansemiotic phenomenon, even if the identification of stylistics and (text) semiotics is rejected.

In an even more pansemiotic view (also adopted by Bureau 1976: 12), Granger, in his "philosophy of style," locates style at the very roots of semiosis and even of human praxis in general. Defining semiosis as a process of work, in which obstacles have to be overcome during the transformation of the amorphous into the structured and of content into form,
Granger describes style as the "individual's mode of integration" into this very process of structuring (1968: 8). Yet, this assumption of an omnipresence of style in every act of semiosis presupposes the communicators' permanent consciousness of the semiotic alternatives to their choices which constitute this style. This unlikely view of semiosis and style can be modified by the ontological assumption of style as a potential structure (q.v. 3.4) in the act of semiosis.

3.2 Semiotic Criteria of Style

According to Barthes (1971 b), two semiotic dichotomies have traditionally determined the concept of style, content vs. form (style as *elocutio*, ornament, or "dress," thus: form) and code vs. message (style as a deviation of the message from the coded norm). In both cases, style is connected with some semiotic difference, be it an addition or a deviation.

But what is the semiotic basis on which stylistic features can be determined as a difference? Some have assumed a norm (cf. Fricke 1981) against which the stylistic feature is a deviation, be it everyday language, one of its subcodes, or an abstract code (for a typology see Spillner 1974: 31–40). Some have postulated a neutral or stylistically unmarked (cf. Enkvist 1973: 15) zero degree level of language (cf. 2.3.1). Others have argued that only the (con)text (Riffaterre 1959; 1971) or the semiotic function establishes such a norm. (For the latter theory see Dolezel * & Kraus 1972 on the Prague School theory of functional styles.) Still others have rejected the norm-deviation dichotomy altogether in order to describe style autonomously as "the internal characteristic of a type of discourse" (Todorov 1970a: 226) or as a language use with a (transformational) grammar of its own (cf. Spillner 1974: 40–45). Those who are willing to abandon the possibility of finding a zero degree language have to accept a variable basis for a differential determination of style(s). A general definition under these premises could describe style as the difference between alternative messages.

3.3 The Semiotic Dimensions of Stylistics

Style has been approached in terms of different elements in the process of semiosis and on different levels of the code. There is a partial overlap of criteria in a taxonomy of concepts of style according to the dimensions of semiosis.

3.3.1 Pragmatic Approaches

From the pragmatic perspective, style is studied in terms of the participants of semiosis. With respect to the process of encoding, style has been described in the categories of selection or choice (e.g., Prieto 1975a: 99-100; cf. Spillner 1974: 45-49 for a survey). In the tradition of so-called genetic stylistics (cf. Guiraud 1967), these stylistic choices were interpreted as being determined by the author's psychological, sociological, or cultural constitution. Under the motto "Style is man," stylistic features were taken as indexical signs of the author and his time (cf. Thoma 1976: 130-37).

Several authors have analyzed style with respect to the process of decoding, either as their dominant perspective or as one complementary (cf. Spillner 1974: 64) to stylistic encoding. A most consistent stylistics of encoding was developed by Riffaterre (1959; 1971), based on elements of information theory and behavioristic ideas of structural linguistics. Riffaterre proposes to study stylistic effects from the reactions of an average reader, whose activity of decoding is determined by expectations and thus predictabilities of new message elements. Such patterns of expectation exist due to language and genre norms as codes *a priori*, but they are also built up within an individual text, where they form a code *a posteriori* (cf. Riffaterre 1971: 78). Based on these assumptions, Riffaterre defines a *stylistic stimulus* as an element of surprise being the effect of a (con)textually unpredictable, pattern-disrupting element (1959: 171). The basic assumptions of this theory are related to the principles of automatization and deautomatization (or foregrounding) which the Russian Formalists postulated as general determinants of poetry and aesthetics (see **Poetry** 1.3).
3.3.2 Semantic and Syntactic Approaches

In the semantic perspective, Dolezel * & Kraus define style as "the study of alternative modes of expressing the same (or approximately the same) content" (1972: 37). The controversial point in this and similar definitions is, of course, the problem of semantic sameness. Linguists are confronted with the same problem when discussing the semantics of synonyms and paraphrases (cf. Spillner 1974: 23). As a solution to this semantic problem of style, Koch (1963) has proposed to acknowledge both sameness and difference in meaning. Accordingly, alternative semiotic items have a common semantic core but also a difference in meaning, which Koch calls the *semantic differential*. It is this differential which constitutes the semantic essence of style.

Several proposals have been made to give semantic interpretations of the stylistic differential in general. Bally defined style as the study of the expressive ("affective") value of language, in contradistinction to its nonstylistic referential ("intellectual") function (1909: 1). Riffaterre continues this tradition when he defines style as "an emphasis (expressive, affective or aesthetic) added to the information conveyed by the linguistic structure" (1959: 155). Hjelmslev founded a semiotic tradition according to which the stylistic differential is a connotative semiotics (1943: 114; cf. Kerbrat-Orecchioni 1977: 94-103).

Syntactic approaches to stylistics were for some time inspired by the model of generative grammar (for a survey see Spillner 1974: 40-45), where stylistic features of sentences were defined on the basis of transformational rules operating on a stylistically neutral deep structure. A syntagmatic approach is also implicit in Riffaterre's contextual view of style. But ultimately, a syntagmatic approach to style is not possible without the paradigmatic dimension of semiosis (see Structure 2.1). Style is a matter both of selection and of combination.
Literature

The semiotics of literature studies the specifics of literary signs and systems. A survey of the state of the art in literary semiotics shows that research in this field overlaps especially with poetic and aesthetic semiotics. Also, literary semiotics is not always clearly distinguished from text semiotics as a whole. This chapter will focus on semiotic theories of literariness, the specific features of literature. Other topics concerning particular literary genres (see Poetry, Narrative, Theater) and individual semiotic approaches to literature (e.g., see Hjelmslev 4., Greimas, Kristeva) are therefore excluded from the following discussion.

1. Literature and Semiotics: State of the Art

Semiotics of literature has its roots in linguistics and structuralism since Russian Formalism. In spite of a great variety of semiotic approaches to literature, literary semiotics is only one among several other modern theories of literature. The divergence of semiotic schools and traditions has prevented a general consensus about the essence of literature.

1.1 Semiotics, Poetics, and Theories of Literature

The field of literary research is particularly open both as a discipline and with respect to theories and methods.

1.1.1 Poetics and Theory of Literature

Literary scholarship is an activity whose "scientific" character and designation as a discipline have been a topic of permanent debate (cf. Culler 1982: 21-28). While the discipline is officially called literary science (Literaturwissenschaft) in Germany, the Anglo-American tradition usually prefers the more modest designation of literary criticism. Todorov (1968: 69), in continuation of the Aristotelian tradition, proposes a science of literature under the designation of poetics (a term which others, e.g., Preminger, ed. 1965: 639, Kloepfer 1975: 24, prefer to restrict to the field of poetry). Scholarly discourse about literature, as Todorov points out (1968: xxi-ii), has traditionally taken two directions, exegesis (or interpretation; cf. Hermeneutics) and theory. The semiotics of literature is a theory of literature (or a group of theories), but in its application it becomes a method of exegesis.

1.1.2 Semiotic Approaches to Literature

The boundaries between semiotic and nonsemiotic approaches to literature are particu-
Several reviews of the state of the art in literary semiotics include theories of literature which are not usually characterized as "semiotic" by their authors. Examples are van Dijk's (e.g., 1972) generative poetics and S. J. Schmidt's (e.g., 1973; 1974; 1980) philosophy of literary communication, both presented as prominent semiotic theories of literature in reviews by Kloepfer (1977a) and in Helbo, ed. (1979). Such reviews tend to convey the impression that the theory and semiotics of literature are coextensive fields. Yet, there are major theoretical trends in literary scholarship which prefer to describe their own approaches as being separate from semiotics, e.g., reception theory (cf. Holub 1984), or even opposed to semiotics, e.g., poststructuralism (cf. Young, ed. 1981) and deconstruction (cf. Culler 1982, Norris 1982; cf. Structuralism 4.3), even though others have discovered affinities between these theories and the foundations of semiotics (e.g., Culler 1981a; 1982). Faced with this vagueness of the field of literary semiotics, this chapter will primarily discuss studies which have explicitly placed their approach in the framework of semiotics.

1.1.3 Between Linguistics and Literary Criticism

Since its origins, literary semiotics has been situated between linguistics and literary criticism. Some early semioticians of literature have opposed their approaches to those of literary critics. Barthes (1963: chap. III; 1964b: 249-54; 1966b), for example, attacks "academic" historical criticism, while Koch (1971a; b) and Wienold (1972: 27) define literary semiotics as a meta-theory of literature and literary criticism, not opposed to but essentially different from the latter. But literary criticism and theory soon accepted and adopted semiotics as a method of literary research (e.g., Plett 1975, Fokkema & Kunne-Ibsch 1977, Bohn, ed. 1980). Within literary scholarship, the "semiotic trend" has already resulted in a number of "semiotic" studies whose semiotic substratum is hardly perceivable (e.g., Hantsch 1975). Within linguistics, the closest neighbor of literary semiotics, and also concerned with the analysis of literary texts, is text linguistics. For text linguistic approaches to literature see Ihwe, ed. (1971), Dijk (1972), Ihwe (1972a), Hendricks (1973), Dijk & Petöfi, eds. (1977).

1.2 The State of the Art

The state of the art in literary semiotics has been reviewed in the following general surveys covering the various schools and mostly including semiotic theories of narrative and poetry since structuralism and Russian Formalism: Scholes (1974), Blanchard (1975), Brütting (1975), Culler (1975; 1981a), Todorov (1975), Wittig (1976), Hawkes (1977), Mignolo (1978), Cerisola (1980), Fellinger (1980), Oldani (1981), Garrido Gallardo (1982), and Tiefenbrun (1984). Several surveys review the state of the art in various countries (Fokkema & Kunne-Ibsch 1977, Helbo, ed. 1979), in Italy (Kapp, ed. 1973, Segre 1979a), in Germany (Kloepfer 1977a, Schmitter 1980), in France (Arrivé 1979; 1982a), or in Spain (Garrido Gallardo 1982).

Besides the various schools of semiotics which have developed their own approach to literature (discussed elsewhere, esp. Hjelmslev 4., Soviet Semiotics, Barthes, Greimas, Kristeva, Eco), several other authors have made general contributions to the semiotics of literature, either in the form of original models of literary semiotics or in pluralistic attempts at a synthesis: Wienold (1972) develops a pragmatic theory of literary text processing. Pignatari (1974), Köller (1980), Eco & Sebeok, eds. (1983), and Johansen (1986a) develop Peircean categories within literary semiotics. Nöth (1980) and Koch (1986c) propose the study of literature on the basis of a transdisciplinary world-text model. MacCannell & MacCannell (1982) discuss the literary sign from the Saussurean perspective. Antezana (1977), Corti (1978), and Marchese (1981) have published introductions to literary semiotics. Segre (1973; 1979a) and Talens et al. (1978) give a pluralistic perspective of the field.

Applied literary semiotic research is docu-

1.3 Literature and Literariness

In 1921, Jakobson postulated the following Formalist objective of literary research (quoted in Étienne 1927: 8): "The object of study in literary science is not literature but 'literariness,' that is, what makes a given work a literary work." With this programmatic postulate, Jakobson, as Scholes puts it, "delivered us from 'literature' as an absolute category. 'Literariness,' he has taught us, is found in all sorts of utterances, some of which are not especially literary. And a 'literary work' is simply one in which literariness is dominant" (1982: 19).

The search for literariness has developed in two directions. The first direction assumes a "qualitative difference" (Corti 1978: 50) between literature and nonliterary language which, for some, is even describable by an autonomous grammar (Dijk 1972: 200). Some of the features which have been considered to be specific to literature will be discussed in the following sections. The second direction in the search for literariness has rejected the assumption of a literary grammar as a fallacy (Pratt 1977) because all features which have been described as specifically literary are to be found in other types of discourse as well. Greimas & Courthéys, for example, therefore "consider the concept of literariness [...] as void of meaning," but nevertheless "grant it, on the other hand, the status of a social connotation" (1979: 178). This solution moves literariness from the dimension of syntax and semantics to that of pragmatics. Such theories are discussed in the context of poeticalness (see Poetry 3.) and aesthetics (q.v. 3.).

2. Literariness as a Special Mode of Reference

Implicitly semiotic interpretations of literariness can be traced back to early theories of aesthetics defining the distinctive feature of literature as a particular relation between the literary sign and its referential object. There are three major theories of a specific referential function of literature, the thesis of literary iconicity and its antitheses, literary autonomy and literary fictionality.

2.1 Literary Iconicity

The thesis of iconicity in literature has both traditional and modern variants (see also Morris's theory of the aesthetic sign in Aesthetics 2.2).

2.1.1 Literature as Mimesis

Ancient theories of mimesis (Auerbach 1946, Abrams 1953, Lyons & Nichols, eds. 1982) represent the earliest theories of literary iconicity. Socrates illustrated the mimetic, i.e., imitative, function of literature by means of a mirror (Plato, Republic X, 596). By this demonstration of mimesis, literature is characterized as an icon of the depicted world.


Poetry must necessarily seek to raise its signs from arbitrary to natural ones [...] The means by
which it achieves this are: the sound of words, the order of words, length of syllables, figures and tropes, comparisons, etc. All these things bring the arbitrary signs closer to the natural ones [. . .]. The highest genre of poetry is the one which transforms arbitrary signs wholly into natural signs. This is the drama, for in drama words cease to be arbitrary signs and become natural signs of arbitrary things.

In this manifesto, Lessing interprets literariness on the basis of a semiotic theory of arbitrariness and relates ideas about degrees of iconicity to corresponding degrees of literariness. The highest iconicity, and with it literariness, is represented by drama, since acting and speaking on the stage appear as the best possible icon of human actions (cf. Theater 3.3.2). Because of the arbitrariness of language, the other literary genres, according to Lessing, have a lower degree of literariness.

2.1.2 Lotman’s Theory of Literary Iconicity
A modern semiotic variant of literary iconicity is proposed by Lotman (1970; cf. Soviet Semiotics 3.). Based on the premise "that signs in art are iconic and representational rather than conventional," Lotman concludes that in verbal art a sign (as expression) is the model of its content and that in literature a "semantization of the extra-semantic (syntactic) elements of natural language occurs under these conditions" (1970: 21). By this process of semantization of elements on the expression plane, the literary text, according to Lotman, is characterized as a secondary modeling system. On the basis of language, the primary system, literature acquires a supplementary secondary structure in iconic relation to its primary structure. The thesis of literature as a secondary semiotic system is also maintained in French literary semiotics. For further aspects of Lotman's literary semiotics, see Aesthetics (4.2).

2.1.3 Aporias of Literary Iconicity
In their discussion of literary iconicity, theorists have often been vague about the component of the literary sign which they claim to be an icon. Is the expression or the content of the literary sign an icon of the depicted world? In either case the thesis would be strictly untenable. On the expression plane, icons actually occur only in onomatopoeic language use. On the content plane, optimum iconicity is also typical of descriptive or scientific language. In any case, there is a rather loose concept of the terms which are said to be related iconically in literature.

2.2 Literary Self-Referentiality
The literary work refers to itself. This thesis has been discussed under such labels as autonomy (Mukarovsky *, Jakobson), autonymy (Rey-Debove 1971; 1974), and auto-reflexivity (Eco 1968: 145). Literary self-referentiality is related to the more general aesthetic and the more particular poetic autonomy. Its theoretical origin is the classical l'art-pour-l'art aesthetics. In the history of English literature, the thesis was defended from A. Pope ("poem per se . . . written solely for the poem's sake") to T. S. Eliot ("considering poetry . . . primarily as poetry and not another thing") (cf. Abrams 1953: 27).

In the tradition of literary semiotics, the thesis of literary self-referentiality was discussed in Russian Formalism, Prague Structuralism, and French text semiotics. Barthes, for example, defends this thesis when he argues that the literary author's "raw material becomes in a sense its own end" and that "literature is at bottom a tautological activity, like that of those cybernetic machines constructed for themselves" (1964b: 144). Criticism of the theory of literary self-referentiality has come from various directions. Besides those who reject self-referentiality as a semiotic contradiction in terms (e.g., Laferrière 1979: 309), many refuse to accept the argument that literariness should not also consist in reference to extraliterary reality.

2.3 Fictional Reference
The literary text has no reference because the agents and objects depicted in it have no real-world existence. This thesis (critically dis-
cussed by Arrivé 1972: 16 and Lavis 1971) is the point of departure of theories which take the criterion of fictionality as the distinguishing feature of literature. (For a comprehensive discussion of the semantics of fictionality, see Gabriel 1975, Cebik 1984).

2.3.1 Literature and Truth

From the point of view of logical semantics, the referential relation of literary statements has been characterized as lacking truth value and the possibility of empirical verification (cf. Dijk 1972: 336). (For a comprehensive discussion of the semantics of fictionality, see Gabriel 1975.) This negative characterization of literariness, however, requires modifications. Reichenbach restricts the lack of truth value in literature to its factual statements, arguing that "the laws assumed for the behavior of the fictitious persons should be objectively true" (1947: 282). For Mukarovsky *, reference is only a secondary function of a literary text, subordinate to its primary aesthetic function (1936: 70-77). However, in literature, reference occurs to "systems of values." Stankiewicz, too, describes "the requirement to relate subject matter to external referents" as "a side line of literary interpretation" (1960: 72).

2.3.2 The Imaginary, "As If," and Possible Worlds

Todorov ascribes to literature an imaginary reference (1967: 117), and Arrivé characterizes the referent of the literary text as a simulacrum (1972: 17-18). In a related tradition, Hamburger calls the referential world of literature an "appearance of reality," or an "as-structure" (1957: 55; cf. also Lüthe 1974). Merrell relates the "as-if" view of the literary text to Coleridge's "willing suspension of disbelief" (1982: 88). Finally, Pavel (1976) has resumed the discussion of the semantic autonomy of literary worlds from the point of view of possible-world semantics.

2.3.3 Pragmatic Views of Fictionality

From a pragmatic perspective, literariness is analyzed with reference to the author's intention and the reader's way of interpreting the text. Schmidt ascribes to the literary text a merely potential reference which lacks unequivocal instructions for exhaustive referential mappings onto particular communicative situations (1974: 81). Accordingly, the literary text is polyfunctional and permits reference to several extratextual contexts. Similarly, Gabriel defines fiction as a "non-assertive discourse which does not claim to be capable of making any reference or of being fulfilled" (1975: 27-28). A positive characterization of the pragmatics of literature is given by Segre: Literature "maintains its communicative potential also outside of its pragmatic context: in the literary text an introjection of contextual referents occurs, so that the reader can derive these from the text itself" (1979b: 35). (On this thesis see also Marchese 1981: 41.)

3. Literariness as a Structure of Meaning

Semantic definitions of literariness ascribe to literature levels of meaning beyond its primary, textual meaning. Such semantic structures exemplify a phenomenon which Lotman has discussed as secondary coding. In generalization of the more particular phenomena of figurative discourse (see Rhetoric 2.3.1) and metaphor, literary semiotics has discussed this semantic feature of literature under the heading of connotation. An extension of the theory of literary connotation is that of literary polysemy.

3.1 Secondary Meaning as Secondary Coding

Literary connotation and polysemy are a particular case of what Lotman describes more generally as secondary coding (cf. Soviet Semiotics 3.): "Literature speaks in a special language which is superimposed as a secondary system on natural language. Literature is accordingly defined as a secondary modeling sys-
tem. [...] Literature possesses an exclusive, inherent system of signs [...] which serve to transmit special messages, nontransmittable by other means" (1970: 21).

3.2 Connotation as Semantic Feature of Literariness

Attempts to characterize literature as a language of connotation have led to contentious debates in literary semiotics. For the concept of connotation, see also Meaning (5.2).

3.2.1 For Connotation

Connotation (cf. Prieto 1975b: 61-75, Kerbrat-Orecchioni 1977, Rössler 1979) was first discussed as a feature of literariness within the literary theory of glosssematics (discussed in Hjelmslev 4.). In the simplified model proposed by Barthes, the principle of connotation became widely adopted in literary semiotic studies (e.g., Todorov 1967: 29-37, Arrivé 1972: 19, 99, Lipski 1976, Segre 1979b: 40). As Barthes pointed out, the secondary content of a connotative sign is added to its primary, denotative content (unlike in metaphor, where primary and secondary contents are usually incompatible in spite of being similar in origin). When, for example, the "cat" in Baudelaire's poem connotes 'voluptuousness,' this content element is part of a secondary connotative system. The connotation extends beyond the primary denotative level of meaning (at which "the cat" denotes 'the feline pet') but still includes the latter.

The sphere of connotations turns out to be unlimited if it is extended from lexicalized and culturally codified secondary meanings to individual associations of ideas (cf. Kerbrat-Orecchioni 1977). Most semioticians have therefore excluded individual, noncodified associations from the class of connotative signs (e.g., Todorov 1967: 30, Barthes 1970b: 14-15). Typologies of connotative signs (cf. Greimas 1970: 93-102, Kerbrat-Orecchioni 1977, Rössler 1979) include dialects, sociolects, idiolects (characterizing individual authors), styles, and cultural symbols (see also Meaning 5.2). The signifier of a connotative sign can be an element of language or a nonlinguistic object, which, in literature, would be represented linguistically.

3.2.2 Against Connotation

The vagueness of the concept of connotation and the ubiquity of connotations even outside of literature (see, e.g., Myth, Ideology, and Advertising) have resulted in criticism or even in the rejection of connotations as a factor of literariness (cf. Barthes 1970b: 13 and Barthes 1.-2., Gary-Prieur 1971, Spinner 1980, Arrivé 1982a: 137-38). The problem of conceptual vagueness is apparent when connotations are characterized in definitions such as "everything which a term can distinctly or vaguely evoke, suggest, excite or imply in every language user individually" (Martinet 1967: 1290). At any rate, since connotations, according to Barthes, are "meanings which are neither in the dictionary nor in the grammar of the language" (1970b: 15), it is evident that connotative analysis cannot hope to reach the scientific standards of precision of lexicology or linguistic syntax.

Another problem with the semiotics of connotation is the impossibility of a clear-cut dividing line between primary denotations and secondary connotations. This problem led some semioticians of literature to abandon the distinction altogether or even to declare that "everything in the text is connotation, including the denotation" (Gary-Prieur 1971: 103; cf. also the revision of the concept by Barthes in Barthes 2.). This criticism of the denotation-connotation dichotomy does not imply the desire to return to the myth of the "definitive text." It is rather an affirmation of the principle of literary polysemy.

3.3 Literary Polysemy

The characterization of literature as a polysemic message can be interpreted as an extension of the principle of literary connotation. Corti summarizes this theory as follows:
Every text can support an incalculable number of decodifications or destructuralizations; in effect, every text is many texts in that the very nature of its polysemic complexity prevents identically repetitive readings even in the same cultural context. This explains why in our era there has arisen the conception of readings as variations of a basic invariant, that is, the text. (1978: 42)

A variant of the theory of literary polysemy is Kristeva's and Bakhtin's theory of the literary text as a polyphonous structure. These theories are only one step away from the literary theory of deconstruction (see Structuralism 4.3).

4. Systemic Characteristics of the Literary Text

Closure and openness are two apparently incompatible features which have both been discussed as characteristic of the literary text (cf. Arrivé 1982a: 134-36).

4.1 Closure

Kristeva develops the thesis of the closure of the literary text (1969c: 113-42; cf. Arrivé 1972: 13-16). She sees closure on two levels, those of story and of discourse (cf. Narrative 1.3). At the level of story, Kristeva discovers closure because its narrative logic implies its own end from its very beginning (1969c: 117). The end is present in embryo from the beginning of the literary text. The "oppositional dyads" of action (cf. Narrative 3.1.2) strive toward their logical solution at the end of a narrative (ibid.: 119).

At the level of discourse, Kristeva discovers a compositional closure (1969c: 138-39). This type of closure is most evident where the text has explicit boundary signals, e.g., by the words beginning and end. However, "the explicit termination of a fictional text can often be missing or ambiguous or implicit. But this incompleteness nevertheless underlines the structural closure of the text" (ibid.). Although Kristeva mostly refers to literature in general, her analyses are concerned only with narrative texts. For the structural closure of poetry see, in addition, B. H. Smith (1968).

4.2 Openness

If one accepts Bremond's principle of alternative functions in narratives (see Narrative 3.1.2), the very logic of action does not mean closure, as Kristeva argues, but implies openness to those countless possibilities of action which guarantee the reader's suspense (cf. Koch 1985). Against the argument of logical closure, Eco (1962; 1979) thus develops the thesis of an "open logic of signifiers [. . .] by which the work fulfills its double function of stimulating interpretations and of controlling the free space of interpretations" (Eco 1968: 162; cf. Aesthetics 4.1.2).

Greimas has indicated two sources of the literary text, the intertextual (cf. Kristeva 2.3) and the semantic universe: "Every poetic object is thus open toward the universe of poetic forms and has existence only within this universe. The poetic object is, on the other hand, open toward its context, toward the semantic universe" (1972: 22). The thesis of literary openness is closely connected with the analytic shift of perspective from the author's to the reader's perception of the text. Openness characterizes the reader's processes of interpretation. Owing to "a fundamental ambiguity of the aesthetic message it is a constant factor of every work from every time" (Eco 1962: 11; cf. Poetry 2.2.3).

4.3 Dialectics of Openness and Closure

Yet, openness and closure, according to Eco (1979), are not contradictory but rather complementary characterizations of the artistic text referring to different aspects of literary semiosis. While openness characterizes the reader's interpretative potential and activity, closure describes the author's communicative effort, because the author presents a finished product with the intention that this particular composition should be appreciated.
and received in the same form as he devised it. [. . .] A work of art, therefore, is a complete and closed form in its uniqueness as a balanced organic whole, while at the same time constituting an open product on account of its susceptibility to countless different interpretations. (1979: 49)

5. Dynamics of Evolution and Evaluation

Literature is not a static category. The predicate of literariness characterizes aesthetic evaluation, and such evaluations may change with cultures and times. Originally nonliterary (e.g., religious) texts have after centuries been evaluated as literary, and originally literary texts may lose their literariness with time (Lotman 1970: 287-88). Especially radical changes of literary evaluation have been demonstrated by the modern literary avant-garde, where among other texts, cooking recipes have been raised to the status of literariness (cf. Nöth 1977a; 1978a). For these and other evolutionary aspects of literariness, see System (3.2).
Poetry and Poeticalness

The semiotics of poetry and of the more general phenomenon of poeticalness is an interdisciplinary project of linguistics (cf. Levin 1962, Cohen 1966, Koch 1966, Bauergärtner 1969, Greimas, ed. 1972, Delas & Filliolet 1973, Kloepfer 1975, Shapiro 1976, Pelletier 1977, Oomen 1979, Posner 1982, Hoffstaedter 1986) and literary theory (cf. Culler 1975, Arrivé 1979, Hardt 1976). The semiotic study of poetry in the narrower sense is part of the semiotics of literature. Poetry is also sometimes the topic of studies under the title of semiotics and poetics (Kloepfer 1975, Hardt 1976), but for others (cf. Todorov 1968, Culler 1975), poetics covers the whole field of literature (cf. Rhetoric 1.1). Poeticalness is also defined as a more general phenomenon of semiosis, occurring in and outside of literature and even outside of language (see, e.g., Film; cf. Éichenbaum, ed. 1927). Jakobson defined it as a pansemiotic phenomenon (1960: 351). In this wider sense, the semiotics of poeticalness converges with semiotic aesthetics. These manifold points of contact make it impossible to delimit poeticalness clearly from the related areas of the semiotic field.

Two fundamental positions have basically dominated the semiotic debate on the essence of the poetic (cf. Koch 1983). One considers poeticalness a textual function or a mode of communication; the other describes it as a textual structure. For the integration of both principles within one semiotic model of poeticalness, see 3.

1. Functional Views of Poetry and Poeticalness

Pure functionalist views of poeticalness reject the assumption of a poetic language having characteristic structural features (cf. Pratt's [1977] and Posner's [1982: 125] arguments against the "poetic language fallacy"). Instead, the theory of the poetic function (cf. Pelletier 1977) defines poeticalness as a specific act of communication. In the functionalist view, poeticalness is not a matter of syntax and semantics, but one of pragmatics.

Semiotic research in poeticalness was initiated by Roman Jakobson. He was the dominant proponent of a functionalist view of the poetic. In Jakobson's view, however, the functional explanation of poeticalness was not irreconcilable with a structural principle, which he proposed at the same time. Jakobson's functionalist views are closely related to theories of poeticalness developed by the Russian Formalists and Prague structuralists (q.v.).

1.1 Poetry and Poeticalness

In continuation of the Formalist search for literariness (see Literature 1.3), Jakobson (1933a) introduced the concept of poeticalness. For him, poeticalness was a synonym of...
In this view, poeticness is a general semiotic phenomenon which may occur to various degrees as a function of any text. Poetry, on the other hand, presupposes poeticness, but, in addition, the evaluation of a text as poetry depends on literary conventions of a given epoch. Jakobson therefore concluded: "The linguistic study of the poetic function must overstep the limits of poetry, and, on the other hand, the linguistic scrutiny of poetry cannot limit itself to the poetic function" (1960: 357).

1.2 The Poetic Function

In accordance with the semiotic theory of literary and aesthetic autonomy, Jakobson defined the poetic message as autotelic, i.e., as having no other function besides itself. At the same time, Jakobson repudiated the critique of aestheticism raised against his position. The poetic, in this view, has certain affinities with metalanguage.

1.2.1 The Autotelic Message

According to Jakobson, poeticness "manifests itself in that the word is perceived as a word, and not only as a mere substitute for the named object or as an outburst of feeling. [. . .] Poetic words and their combination [. . .] are not indifferent indices of reality, but they attain their own importance and independent value" (1933a: 124). And in his classical manifesto on poeticness, Jakobson states: "The set (Einstellung) toward the MESSAGE as such, focus on the message for its own sake, is the POETIC function of language. [. . .] Poetic function is not the sole function of verbal art but only its dominant, determining function, whereas in all other verbal activities it acts as a subsidiary, accessory constituent" (1960: 356).

1.2.2 The Social Dimension

The theory of poetic autonomy has often been criticized for being aestheticistic and for neglecting the social dimension of the poetic. Jakobson countered such objections with reference to his distinction between poetry and poeticness, and more generally between art and the aesthetic. It is poetry that changes with social reality, not the poetic function:

It is said that the formalist school of literature does not understand the relation between art and social life. Allegedly it proclaims the ism of l'art pour l'art following in the footsteps of Kant's aesthetics. [. . .] Neither Tynjanov, nor Mukarovsky*, nor Sklovskij* nor I myself proclaim the self-sufficiency of art. But we emphasize to the contrary that art is a constituent part of the social system, an element in connection with other elements, a variable element, because both the sphere of art and its relation to the other sectors of social structure are in a permanent dialectical change. What we emphasize is not the separatism of art, but the autonomy of the aesthetic function. (1933a: 123)

1.2.3 The Poetic and the Metalinguistic

In Jakobson's theory, the poetic function is both opposed and similar to the metalinguistic function (see Function 3.2). Both similarity and difference are apparent with respect to Jakobson's structural principle of poetic equivalence:

It may be objected that metalanguage also makes a sequential use of equivalent units when combining synonymic expressions into an equational sentence: A = A ("Mare is the female of the horse"). Poetry and metalanguage, however, are in diametrical opposition to each other: in metalanguage sequence is used to build an equation, whereas in poetry the equation is used to build a sequence. (1960: 358)

Besides this structural difference between the
poetic and the metalinguistic function, Jakobson implicitly also recognized a fundamental heuristic similarity between the poetic and the metalinguistic. Jakobson pointed out that insight into the autonomous structure of the poetic sign results in a metalinguistic insight into the structure of the linguistic sign in general. It demonstrates that "the sign does not fuse with the referential object," and shows that besides the immediate consciousness of identity of sign and object (\(A = A_1\)) the immediate consciousness of the incomplete identity (\(A \neq A_1\)) is necessary; this antinomy is inevitable, since without contradiction there is no movement of concepts, no movement of signs. The relation between concept and sign becomes automatized, the course of events stops, the consciousness of reality dies. (1933a: 124)

With these observations, Jakobson raised the more fundamental question of the relation between poetry and semiotics, more generally between poetry and science. A semiogenetic theory of correspondence between these two fields has been developed by Koch (1985).

1.3 "Estrangement," Deautomatization, and Foregrounding

The communicative and the conventional, thus social, aspects of the poetic function were a central topic of the poetics of Russian Formalism and Prague structuralism. In contradistinction to the structural explanation, functional theories permit explanations of the potential poeticalness of minimal art poems.

1.3.1 "Making Strange"

According to Sklovskij * (1916) and Tynjanov (1924), the typical device of poetry (and art in general) is that of "making strange" (ostranenie; cf. Russian Formalism 1.). "Estrangement," later called deautomatization, is the process of perceiving differences in comparison with the habitual semiotic patterns of everyday communication. Such patterns, perceived without special attention, are described as being automatized. Perceptual deautomatization (ultimately caused by structural deviation; cf. 2.2) results not only in an awareness of the creative difference but also in a "new way of seeing" and that autotelic awareness of language described by Jakobson.

1.3.2 Poetic Foregrounding

A further development of this functional view of poeticalness was the theory of foregrounding in Mukarovský's* aesthetics (q.v. 3.2.2). Poetic language is defined by Mukarovský as follows:

The function of poetic language consists in the maximum of foregrounding of the utterance. Foregrounding is the opposite of automatization, that is, the deautomatization of an act; the more an act is automatized, the less it is consciously executed; the more it is foregrounded, the more completely conscious does it become. [...] In poetic language foregrounding achieves maximum intensity to the extent of pushing communication into the background as the objective of expression and of being used for its own sake; it is not used in the services of communication, but in order to place in the foreground the act of expression, the act of speech itself. (1932: 19)

For further aspects of Mukarovský's functional poetics, see Mukarovský (1939; 1976).

1.3.3 The Functionalist Explanation of Minimal Art Poems

The poetic avant-garde has raised texts whose poeticalness cannot be explained by structural features to the rank of poetry. Found objects and trivial events have been acclaimed as objects or performances of representational art (cf. Nóth 1972). Catalogue excerpts and cooking recipes have been included in anthologies of poetry under the label of found poems (cf. Nóth 1978a). All these examples of concrete poeticalness require a functional approach. They demonstrate how a "new way of seeing" can be achieved even with texts that have no evident aesthetic features.
2. Structural Features of Poeticalness

Traditionally, the structural devices of poetry have been located at two levels of linguistic analysis (e.g., Cohen 1966). At the level of expression, the specific feature of poetry has traditionally been phonetic recurrence in the form of rhyme, alliteration, or other prosodic structures. (Jakobson, however, extended the principle of recurrence also to the level of content; cf. 2.1.1). At the level of content, poetry has traditionally been defined in terms of semantic deviation, particularly within rhetoric and stylistics. An attempt to define poeticalness as a specific correlation between expression and content is made by those who propose the theory of poetic convergence.

2.1 Poeticalness of Recurrence

Repetition, parallelism, symmetry, similarity, equivalence, and variation are variants of poetic recurrence which can be detected on the levels both of expression and of content. The semiotic foundation of recurrence is Jakobson's thesis of poetical equivalence.

2.1.1 Jakobson's Thesis of Equivalence

Besides his functional criterion of the poetic, Jakobson also proposed a structural ("empirical linguistic") principle of poeticalness (1960: 358). The point of departure of Jakobson's theory of the poetic is the distinction between the paradigmatic and the syntagmatic dimensions of semiosis (see Structure 2.1). The former describes the process of selection, the latter that of combination of linguistic items. According to Jakobson, "selection is produced on the base of equivalence, similarity and dissimilarity, synonymy and antonymy" (ibid.). In everyday language, this paradigmatic dimension is only a potential structure of discourse. It refers only to linguistic alternatives which are not actualized in speech. Once the speaker's selection has taken place, the equivalent forms which he or she could (e.g., synonyms) or could not (e.g., antonyms) have chosen are lost in the chain of discourse. In poetry, however, these equivalences reappear in the text and are thus preserved in the axis of combination. Jakobson's thesis is: "The poetic function projects the principle of equivalence from the axis of selection into the axis of combination. Equivalence is promoted to the constitutive device of the sequence" (1960: 358).

2.1.2 Recurrence of Expression

The reiteration of phonetically similar or even identical forms of expression in "I like Ike" or "Veni, vidi, vici" conveys a certain degree of poeticalness to these phrases from contexts outside of poetry (cf. Jakobson 1960: 356-57). The pansemiotic phenomenon of poeticalness also manifests itself in other substances of expression. Graphemic recurrences are a constitutive device of visual poetry. Other visual and acoustic recurrences determine the pansemiotic poeticalness of media such as film, painting, and music. Koch extends the pansemiotic research in poeticalness even to the sphere of the presemiotic, where he discovers biopoetic structures in symmetries and other recurrences within nature (1983: e.g., 436).

2.1.3 Recurrence and Structures of Content

The semantic principle of poetic recurrence was formulated by Jakobson as follows: "In poetry not only the phonological sequence but in the same way any sequence of semantic units strives to build an equation. Similarity superimposed on contiguity imparts to poetry its thoroughgoing symbolic, multiplex, polysemantic essence" (1960: 370). Forms of semantic recurrence ("topical recurrence") have been studied by Koch as a mode of poeticalness (1966: 32-34; 1968). With his study in poetic isotopies (following Greimas 4.), Rastier (1972b) proposed a related approach to semantic recurrences in poetry. Nevertheless, Koch concludes that semantic ("informational") poeticalness remains a major neglected area of semiotic poetics (1983: 72).
2.2 Poeticalness of Deviation

Innovation and creativity are concepts which refer to forms of deviation from a given semiotic norm. The classical field of poeticalness by deviation is rhetoric, stylistics, and metaphor. For some authors, deviation is the foundation of all forms of poeticalness. Cohen (1966), for example, even explains phonetic recurrences as a systematic violation of the laws of ordinary language use. Every deviation presupposes a norm. The norm from which poetical structures are assumed to be deviating has been conceived either in terms of the language system or in terms of the readers' expectations.

2.2.1 Deviation and the Grammatical Norm

Especially in the tradition of generative grammar, several attempts were made to define poeticalness in terms of a deviation from the rules of language (cf. Ihwe, ed. 1971). Some have described how poetic structures infringe the generative rules of normal language. Others have attempted to formulate the rules proper by which those poetic structures were generated. One of the problems with these attempts was the difficulty of distinguishing between linguistic errors and poetic creativity by these procedures. Critics of these methods have also questioned the possibility of establishing a nonpoetic language norm in the first place. Should it be the everyday language, the written, the literary, or any other language norm? Posner, for example, has rejected the assumption that rules could ever determine the structures of poeticalness, because a system of rules would be the death of poetry (1982: 125). Yet, while a system of rules generating poetry may be an illusion (or at best a tautology because every new poetical structure would require a new rule), the category of deviation, or at least difference (cf. Rhetoric 2.3.1) from a semiotic norm, seems to be indispensable in semiotic rhetoric and stylistics.

2.2.2 Deviation From Expectation

The difficulties with an abstract language norm were avoided in Riffaterre's structural stylistics (see Rhetoric 3.3.1) by the assumption of certain contextual expectations of an average reader. In Semiotics of Poetry (1978: 1-2), Riffaterre continues to develop and to expand this idea, beginning with the assumption that "poetry expresses concepts and things by indirection," occurring in several forms of grammatical and semantic deviation. On this premise, Riffaterre develops a two-phase model of the reading of poetry (ibid.: 4-5): In the first phase, the reader encounters poetic ungrammaticalities on the basis of his or her linguistic competence. At this stage of heuristic reading, a coherent referential (mimetic) interpretation of the poem is still prevented because of the difficulties which result from the textual indirection ("saying one thing and meaning another"). Only at a second stage, called retroactive reading, does the reader succeed in resolving the mimetic deviations by integrating them into a new semantic system in which the text acquires its poetic function. At this higher level, mimetic ungrammaticalness turns into poetic grammaticalness.

2.2.3 Ambiguity and Poeticalness

Supporting Empson's (1930) theory of poetic ambiguity, Jakobson also characterized poeticalness as fundamentally ambiguous: "The supremacy of poetic function over referential function does not obliterate the reference but makes it ambiguous. The double-sensed message finds correspondence in a split addressee, and besides in a split reference" (1960: 371). Eco interprets this poetic ambiguity in terms of deviation: "Semiotically speaking ambiguity must be defined as a mode of violating the rules of the code" (1976: 262-63). Eco furthermore characterizes the device of poetic ambiguity as "a sort of introduction to the aesthetic experience" because it focuses the reader's attention and "incites me toward the discovery of an unexpected flexibility in the language." Poetic deviation thus leads to the recognition of poetic auto-reflexivity.

2.3 Poetics of Convergence

While poeticalness has so far been studied on the expression and the content planes separately, the poetics of convergence assumes a
fundamental correlation between these two planes of poetic semiosis.

2.3.1 Semantics of Expression-Form

The assumption of a semantic value for the poetic form of expression is a variant of the theory of literary iconicity. Jakobson shared this assumption and claimed: "Rhyme necessarily involves the semantic relationship between rhyming units." And still more generally: "In poetry, any conspicuous similarity in sound is evaluated in respect to similarity and/or dissimilarity in meaning" (1960: 367, 372). Lotman has frequently insisted on the semantic function of rhyme and other recurrences of expression-form in poetry, but for him such recurrences are only a part of a more global system of correspondences: In poetry "the phenomenon of structure in a line always, in the final analysis, turns out to be a phenomenon of meaning" (1970: 119).

2.3.2 Coupling

Levin (1962) developed a structuralist theory of poeticalness in which he describes the specific fusing of form and meaning in poetry by the concept of coupling. Coupling is the structural parallelism between syntactically equivalent positions in the text, on the one hand, and semantic or phonetic equivalences, on the other (cf. ibid.: 33, 36): For example, in Pope's line "A Soul as full of Worth as void of Pride," the modifiers "full of Worth" and "void of Pride" are the syntactically equivalent positions in which the adjectives full and void exhibit the additional phonetic (both are monosyllabic) and semantic (they are antonyms) parallelism. Levin summarizes this principle of poeticalness as follows: "The individual items occurring in the coupling are positionally equivalent in the message and naturally [i.e., semantically or phonetically] equivalent in the code" (1962: 38). Coupling is thus a specific form of the Jakobsonian projection of paradigmatic structures into the syntagmatic axis of the poem. The poetic convergence which is achieved by coupling is not simply an iconic mapping of content structures into language form (cf. ibid.: 37, Literature 2.1) but is the creative process of generating a textual structure of a higher order, namely, the structure of poetic unity.

2.3.3 Convergence by Isomorphy

Greimas (1972: 13-15) and other semioticians of the Paris School consider the relationship of isomorphism between structures of the expression and of the content plane to be the specific feature of poeticalness. Greimas postulates a parallel development of the phonetic and the semantic structures in poetry and describes the formal equivalence between the two planes of discourse in terms of his formula of homologation A: B :: A': B' (ibid.; cf. Greimas & Courtés 1979: 144): A and A', two phonetic elements of expression, are considered to be homologous with the two semantic structures B and B' which they express. Coquet describes homologations between elements at several levels of the poetic text, e.g., A : A' (a syntactic parallelism) :: B : B' (a metric p.) :: C : C' (a prosodic p.) :: D: D' (a semantic p.), and concludes that such homologies in poetry occur as points of equivalence without constituting a system of equivalences (1973: 102).

3. Poeticalness and Poetry

In spite of Jakobson's early plea for an integrated view of the poetic, many semioticians have taken sides for either the functional or the structural view of poeticalness. Yet, only the consideration of both structure and function seems to allow a satisfactory explanation of poeticalness in all of its modes of appearance in poetry.

3.1 Structural and Functional Poeticalness

Koch criticizes the "pernicious onesidedness" of theories that "try to outlaw either function or morphology" (i.e., structure) as determinants of the poetic (1983: 39). Based on the assumption of a mutual feedback relationship between poetic structure and function, Koch attempts to integrate both principles in his own semiogenetic
Structure and function determine his three modes of the poetic (e.g., Koch 1983: 124-29), the stylistic (mode of deviation; cf. 2.2), the aesthetic (mode of phonetic or morphological recurrence; cf. 2.1.2), and the informational (mode of content). According to Koch, this latter mode of semantic poeticalness comprises not only recurrences of sememes (cf. 2.1.3) but also more fundamental dimensions of content (such as meanings concerning man and life in the universe) which he calls *metaphysical* poeticalness (ibid.: 63-65, 80-89). Besides these modes of poeticalness, Koch's poetics furthermore distinguishes three phases of the poetic process which correspond to the order of poetogenesis: the phase of symmetry (*prophory*), the phase of asymmetry (*diaphory*), and the phase of integration (*symphony*) (ibid.: 281,383).

### 3.2 Poeticalness as Potential Poetry

While for Jakobson texts of the genre of poetry were characterized by the dominance of poeticalness, Koch proposes a different delimitation (1966: 22; 1983: 45). For him, poeticalness "refers to the structural properties susceptible of being universally regarded as potentially pertaining to poetry." Poeticalness is thus *potential poetry*. While poeticalness is amenable to structural analysis, poetry depends on additional literary conventions and evaluations. Poets, readers, and literary critics are the ones who by their selection and evaluation transform the potential structures of poeticalness into poetry. Poetry is thus not a matter of a certain quantity of poeticalness. It is the functional act of aesthetic perception which turns the structures of poeticalness into poetry.
Theater and Drama

Theater and Drama

The theater is a topic of many semiotic dimensions. Barthes describes it as an "informational polyphony" and characterizes theatricality by its particular "density of signs" (Barthes 1964b: 262). As presentation, theater has the character of a sign, showing one thing instead of another (Eco 1975: 34). As sign, it participates in processes of aesthetic communication. As play and show, it exhibits iconic and indexical signs; as drama, it has specific actantial structures; as written text and visual and nonverbal performance, theater is a code participating in still other modes of semiosis. Because of these numerous intersections with topics and codes discussed in the sections on aesthetics and visual and nonverbal communication, the semiotics of theater transcends the field of text semiotics in its narrower sense.

1. The State of the Art

Contributions to the semiotics of theater have come from individual schools of semiotics, and more recently from authors who have attempted pluralistic syntheses of various approaches. General surveys of the whole field are given by Wittig (1974), De Marinis & Magli (1975), Ertel (1977), de Lauretis (1979), Elam (1980), Lewis (1981), De Marinis (1982: 9-23), Pavis (1982: 11-21), and Esslin (1987).

1.1 Schools of Semiotics in Theatrical Research

Early explicitly semiotic studies of theater were pursued in the 1930s and '40s within the aesthetics of the Prague School. Among the contributors were Zich (1931; cf. Steiner & Volek 1978), Bogatyrev (1936; 1938; 1940), Brusák * (1939), Honzl (1940), Veltruský (1940; 1978; 1984a), and Mukarovský* (1941). For general surveys see Deák (1976), Matejka & Titunik, eds. (1976: xi-xv), Slawinska (1978), Elam (1980: 5-19), and Veltruský (1981). Other schools of semiotics developed new contributions to the study of theater only decades later.

Information theory and mathematical linguistics were the models of analysis for a series of studies: Frank (1959), Balcerzan & Osinski* (1966), Dinu (1968; 1972), Schraud (1966), Marcus (1970: 287-370; 1975), Ruffini (1973), and Marcus, ed. (1977). From the point of view of Hjelmslev's glossematics, Jansen (1968) outlines a semiotics of drama. While his study is concerned primarily with the written text, Kowzan (1968; 1975), inspired by Saussure's semiology, launched a theory of theatrical codes.

Various schools of text semiotics have influenced to different degrees semiotic theater studies in France (Hamon 1972, Corvin 1973, Ertel 1977, Ubersfeld 1977), Belgium (Helbo 1975a; b; 1981; 1983a; 1987), Canada (Pavis 1976;
1.2 Pluralistic Approaches

According to Alter, semiotic approaches to theater have to deal with "two categories of signs," which the author calls verbal signs and staging signs (1981: 113-14). Theater studies have often neglected one of these two semiotic dimensions and have thus become the victim of one of two "fallacies": "The literary fallacy leads to the assimilation of theater to the text only and results in its reduction to the status of a particular genre of literature. The performing fallacy, increasingly popular, leads to the assimilation of theater to the performance only, and results in its reduction to the status of a particular genre of show" (ibid.). The attempt to overcome such fallacies in a holistic approach to the medium is perhaps one of the most general characteristics of semiotic approaches to theater.


2. Communication in Theater


2.1 Theater and the Semiotics of Communication

Denying the communicative nature of theatrical semiosis is understandable only in terms of the concepts of communication and signification evolved by the functional school of semiotics of Buyssens, Prieto, and Mounin. This theory postulates intentionality, bidirectionality, and a code common to addressee and addressee as criteria of a semiotics of communication (q.v. 2.4). Mounin claims that such semiotic interaction does not occur between the audience and the actors in a theatrical performance (1970b: 91). With reference to Eco, Kirby proposed a similar thesis (1982: 110). In his view, theater is nonsemiotic because the audience does not decode but only interprets the theatrical message.

Such arguments may be objected to on both
terminological and material grounds. Terminologically, there is communication in theater for all those who define this concept in the broader sense which includes also unidirectional forms of semiosis (cf. Helbo 1975a: 14). On material grounds, Mounin's arguments neglect a plurality of interactions between actors and audience. These interactions existed in conventional forms of theater where the audience always had some "secondary role" (Campeau 1975, Veltruský 1978: 576–92) in the performance. They emerged more strongly in anti-illusionist performances and reached their climax in "living theater" and "happenings" (cf. Nöth 1972).

2.2 Models of Theatrical Communication

Prototypically, theatrical semiosis comprises two interlocking systems or frames of communication (cf. Pfister 1977: 21, Koch 1988: § 4). The inner frame is the communication on stage. This is an essentially bidirectional exchange of messages between at least two actors. The outer frame consists of the author's message (whose signs are the actors) to the theatrical audience. This communication flow is superficially unidirectional, but if the various feedback messages from spectators to the author are taken into consideration, this outer system has bidirectional aspects, too. More comprehensive analyses of communication in theater have frequently been carried out on the basis of Jakobson's model of communicative functions (e.g., Revzine & Revzine 1971). For these functions in theatrical semiosis, see also Pavis (1976: 23–25), Pfister (1977: 149–68), Ubersfeld (1977: 42–44), and Veltruský (1978: 576–92). Elam develops a more complex "theatrical communication model" (1980: 39).

3. The Theatrical Sign

Which objects, events, and acts on the stage have the character of a sign, what is the structure of such signs, and what types of signs are used in theatrical performances?

3.1 The Semiotic Transformation on the Stage

The essence of the theatrical sign and its semiotic dynamics was a recurrent topic of Prague text semiotics (cf. Bogatyrev 1936; 1938, Veltruský 1940, 1981; for a summary see Elam 1980: 3–19). For the Prague structuralists, theater is a place of semiotic transformation: Material objects, events, and behavior which have a practical, nonsemiotic function in everyday life are transformed into signs by being presented in the aesthetic context of the stage. This process of transformation of a practical action into a theatrical sign is described by Veltruský as follows:

The properties of an action directed toward a practical objective are determined by this objective, irrespective of the perceiver [...]. In the theater, however, the action is an end in itself and it lacks an external practical purpose which might determine its properties. [...] The properties of the action are thus pure meanings, just as its purpose is a semiological matter and not a matter of practical life. (1940: 83)

Bogatyrev considered the process of semiotic transformation to be the specific feature of theatricality (1940: 51). In poetic or epic literature, he argues, the author writes about himself or some other person, which results in a certain aesthetic distance between author and narrated events. In theater, however, the actor is obliged to identify himself completely with the person he represents by transforming his own self into the theatrical sign of that person. By such semiotizations, everything on the stage can finally turn into a sign (Veltruský 1940: 84). Moreover, one and the same material object can be used to refer to several objects (especially in Chinese theater), and it can acquire a plurality of connotations. The Prague structuralists have discussed this semiotic flexibility under the concept of the communicative dynamics of signs in theater (cf. Honzl 1940).
3.2 Structure of the Theatrical Sign

Objects, persons, and their behavior are the signifiers of theatrical signs formed by stage properties, actors, and actions.

3.2.1 Signs of Objects and Signs of Signs

With respect to signs formed by objects, Bogatyrev distinguishes between signs of objects and signs of signs (1938: 33-34). Signs of objects, e.g., a cardboard set signifying a 'stone house,' imply only a single transformation from the nonsemiotic to the semiotic. Signs of signs, e.g., a folk costume signifying first a nationality and secondly a social status, transform the nonsemiotic object ("piece of clothing") twice into units of cultural meaning. This is the semiotic process which Hjelmslev has characterized as a connotative semiotics. On such connotative levels of meaning in theater, see also Ubersfeld (1977: 33-35) and Elam (1980: 10).

3.2.2 The Self-Referential Actor

With respect to actors and acting, Veltruský points out that "the material the actor uses is the actor himself, his own properties and abilities" (1978: 554). Signifier, the human being and his behavior, and signified, the represented person and his actions, are thus of the same nature: "Even the concept of similarity in its simplest semiotic sense of resemblance tends, therefore, to give way to the idea of sameness." This aspect of self-referentiality is also emphasized by Ubersfeld, who claims that the theatrical sign has three referents, (1) within the theatrically represented world, (2) in the extratheatrical world, and (3) in its own material existence (1977: 37).

3.2.3 Multimedial Polysemy

Theatrical signs are thus basically polysemous. As a source of this polysemy, Ubersfeld discusses the possible semiotic discrepancies between the theatrical text as written script, on the one hand, and as performance, on the other (1977: 35-36). In her interpretation, both forms of the theatrical constitute two potentially independent triadic signs (with signifiers, signifieds, and referents). While the "classical" concept of theater postulates a congruence of the signifieds and referents of these two signs, contemporary theater has emphasized the potential differences between the written and the staged signs.

3.3 Typologies of Theatrical Signs

Typological considerations of theatrical signs have been based on two main types of classification, the dichotomy between natural and artificial signs and the Peircean icon–index–symbol trichotomy.

3.3.1 Natural or Artificial Signs?

The discussion about the naturalness and artificiality of the theatrical sign was already a major topic of the literary theories of the classics (cf. Fischer-Lichte 1983b). More recently, Kowzan resumed the discussion, applying different criteria of naturalness (cf. Elam 1980: 20). He argues that "the spectacle transforms natural signs into artificial ones. [...] It has thus the power to 'artificialize' signs" (1968: 68). Kowzan's "artificialization" is basically the Prague structuralists' semiotic transformation. He defines "artificial" signs as those whose communicative function is higher than that of "natural" signs.

3.3.2 Icons and Symbols

Several authors have discussed the theatrical sign with respect to Peirce's trichotomy of icon, index, and symbol (cf. Kott 1969, Helbo 1975b: 68-71, Pavis 1976: 13-18, Elam 1980: 21-30, Pladott 1982, Esslin 1987). In accordance with Peirce's functional conception of this typology, Ubersfeld points out that every theatrical sign is to some degree icon, index, and symbol at the same time (1977: 30). Nevertheless, the dominance of these sign types in theater may vary.

The symbolic, thus arbitrary and conventional, and the iconic, thus motivated, are two modes of theatricality which are characteristic of different theatrical traditions and genres.
Prototypical of the symbolic is the Balinese, the Chinese, or the Japanese theater (cf. Brusák 1939, Ertel 1977: 134, Veltruský 1978: 564ff.), while the naturalistic theater is the prototype of the iconic on stage. But there are many intermediate degrees of arbitrariness in the diverse epochs and traditions of theater (cf. Kott 1969).

For the conventionality of theater, see also 4.1.

Pavis considers the iconic to be the basic mode of theatricality (1976: 13). It is the basis of theatrical mimesis, the imitation of persons and acts by the actor (the "mime"). Iconic signs in theater are not only visual and nonverbal (actors, stage props, costumes, gestures, etc.) but also acoustic and verbal (theatrical sounds and words imitate extratheatrical events and persons).

3.3.3 Ostension and Indexicality

Eco considers the ostensive sign to be "the most basic instance of performance" (1977c: 110; cf. De Marinis 1979: 11-16, Elam 1980: 29-30). This mode of semiosis by showing an object or event vicariously for a class of referents (cf. Eco 1973b: 63-67) is sometimes interpreted as being iconic. Yet, a distinction has to be made between the act of showing, which is an index, and the object shown, which is an icon of the referent. The indexical mode of theatricality is present both in the inner and in the outer frame of theatrical communication. In the outer frame, indexicality dominates in the above-mentioned act of ostension. In its inner frame, the actors' interpersonal, spatial, and temporal orientation presupposes indexical signs. This indexicality is reflected in the highly deictic language of dramatic discourse (cf. Elam 1980: 138-48).

4. Theatrical Code and Codes in Theater

The conventions of theatrical performances constitute the theatrical code, but theater is a medium which makes use of many codes which have a semiotic existence outside the stage.

4.1 Theatrical Code

The semiotic conventions which constitute the code and system of theater are discussed in detail by Ertel (1977), Elam (1980: 49-87), De Marinis (1982: 113-38), and Esslin (1987).

4.1.1 Code and System

Following Coseriu (see System 2.2.3), Fischer-Lichte differentiates between the theatrical code as system, as norm, and as speech (1983a: 21-23). As system, the theatrical code comprises all those semiotic elements, codes, and subcodes which can possibly be used in theatrical performances. As norm, a theatrical code consists of the acting conventions of a given epoch. This norm is only a selection from the potentialities of the theatrical system. At the level of speech, the theatrical code is finally formed by the specific theatrical performance.

4.1.2 Problems of Segmentation

The structures, units, and segments of the theatrical code are the topic of several semiotic studies (Koch 1969, Hein 1976, Pavis 1976: 8-10, Ertel 1977: 134-39, Ruffini 1978: 123-73, De Marinis 1978-79, Serpieri et al. 1981, and Fischer-Lichte 1983c: 76-96). The procedures proposed for the discovery of minimal units and larger autonomous segments of theatrical performances are related to those discussed in the semiotics of film (q.v. 5.). Critics of the attempts at theatrical segmentation have discovered "little progress" in this field of study (Elam 1980: 46). Particular criticism has been directed at the attempts to discover minimal units of theatrical code (cf. Ertel 1977: 134-36, De Marinis 1979: 3-7, Ubersfeld 1977: 32-33, Elam 1980: 48). On the other hand, it is true that the principles of segmentation (into such units as scenes, acts, etc.) have been a central topic of the theory of drama since ancient poetics and rhetoric (cf. Lausberg 1960: 565-71, Pfister 1977: 307-318). The methods
of theatrical segmentation are relevant to the problem of the transcription of performances into a dramatological *score*. Such a score is proposed by Elam (1980: 184-207).

### 4.2 Codes in Theater

Kowzan considers the following codes to be typical constituents of theatrical performances (1968; 1975: 167-221): (1) word, (2) tone (see *Paralinguistics*), (3) facial mime (see *Facial Signals*), (4) gesture (q.v.), (5) movement (see *Kinesics*), (6) makeup, (7) hairstyle, (8) costume, (9) props, (10) decor, (11) lighting (cf. Russell 1978), (12) music (q.v.), and (13) sound effects. This model of theatrical codes has influenced a number of semiotic studies in theater (Eichbach 1979: 148-71, Molinari & Ottolenghi 1979, Fischer-Lichte 1983a). Elam, criticizing among other things Kowzan's neglect of the architectural, pictorial, and proxemic codes, expands this model to a system of twenty-nine codes which he describes as specifically theatrical and dramatic derivatives of more general cultural codes (1980: 49-87). Esslin (1987) proposes a typology which distinguishes five groups of theatrical codes: (1) framing systems outside the drama proper, (2) sign systems at the actor's disposal, (3) visual sign systems, (4) the text, and (5) aural sign systems.

For a more elementary model of codes in theater see Roventa-Frunusanti * (1982). Specific nonverbal codes in theatrical performance are discussed by Pavis (1982) and Poyatos (1982b). For the theatrical codes of gestures see Pavis (1981; 1985: 83-134) and *Gesture* (2.3.4).

### 5. Actantial Constellations in Drama

A number of studies have developed or applied text semiotic models for the analysis of dramatic actions and processes. Souriau's (1950) model of *dramatic functions* is discussed by Greimas (1966: 201-215) as a precursor of a text semiotics of drama. A discussion of Souriau's actantial constellations is also included in Elam's semiotics of theater (1980: 126-34). Pavis (1976: 67-78) and Segre (1981) study dramatic structures of action from the point of view of semiotic *narratology*. Ubersfeld applies Greimas's actantial model in her more comprehensive study of dramatic constellations (1977: 58-150) and gives also the outline of a text semiotic theory of *character*, a topic to which Hamon (1972) dedicated an earlier study. Elam (1980) extends the research in the logic of drama by applying models from the logic of *possible worlds* and the philosophical *theory of action*.
Narrative

The semiotics of narrative has become a classical area of text semiotics. Its closest neighboring field is the semiotics of literature, but narratology, the theory of narrative, is also concerned with nonliterary narratives. In its foundations, semiotic narratology was also influenced by the structural analysis of myth. Pursuing a tradition beginning with Russian Formalism (Propp) and structuralism in anthropology (Lévi-Strauss; see Myth 2.), text semiotic research has given special attention to the minimal units of a narrative and the principles of their combination into a grammar of the plot. Extending these approaches, narrative pragmatics and the study of visual narratives are further topics of semiotic narratology.

1. Foundations of Narratology

Narrativity, the specific feature of a narrative text, is a subject of interdisciplinary research which has also become known as narratology.

1.1 Survey of Narratology

Narrativity extends beyond the scope of a specific genre and medium of expression. Within the interdisciplinary field of narratology, several approaches have been distinguished besides the semiotic ones.

1.1.1 The Scope of Narrativity

The semiotic universality of narratives has been pointed out in a definition given by Barthes:

Narrative is first and foremost a prodigious variety of genres, themselves distributed amongst different substances. [. . .] Able to be carried by articulated language, spoken or written, fixed or moving images, gestures, and the ordered mixture of all these substances, narrative is present in myth, legend, fable, tale, novella, epic, history, tragedy, drama, comedy, mime, painting [. . .], stained glass windows, cinema, comics, news item, conversation. (1966a: 79)

1.1.2 The Scope of Narratology

A new discipline to study this extended field of narrative discourse was first proposed by Todorov under the designation of narratology (1969: 10), a term which has now become established within the sciences of discourse (cf. Genette 1972: 22, Chatman 1978: 9, Bal 1977, Prince 1982). Ihwe introduced the term narrativics (1972b: 6), probably in order to emphasize the parallelism with poetics. This term became widely adopted in German narratology (cf. Haubruchs, ed. 1976-78, Sparnacher 1981). Genot, however, distinguishes between the two terms, defining narrativics as the discipline "charged with the elaboration, the criticism and the comparison of narratological models" (1979: v).
Theoretical and applied narratology is a transdisciplinary field of research (cf. the bibliographical surveys in Haubrichs, ed. 1976-78, and by Mathieu 1977 and Güllich & Quasthoff 1985). Beyond the "theory of literature" (cf. Lämmert 1955, Scholes & Kellogg 1966, Lämmert, ed. 1982, Stanzel 1979), structures of narrativity are objects of study in anthropology (Jason & Segal, eds. 1977), the philosophy of history (Danto 1965, Miguelz 1971), theology (q.v. 2.2), journalism, text linguistics, and the social sciences (ethnomethodology) (cf. Güllich & Quasthoff 1985). Within the latter field, the scope of narratology has been extended from oral and written literature to everyday conversational narratives (cf. ibid.; cf. also Labov & Waletzky 1967). Two more recent interdisciplinary fields of research which are contributing to narratology are discourse analysis (Textwissenschaft; cf van Dijk 1980b, van Dijk, ed. 1985) and cognitive science, which extends from cognitive psychology to artificial intelligence (cf. van Dijk 1980a, Beaugrande 1982).

1.1.3 Semiotic Approaches to Narrativity

Güllich (1973) and Haubrichs (1976: 8) have suggested typologies of approaches to narratology which locate semiotic narratology basically within the French structuralist posterity of Propp and Lévi-Strauss (cf. Myth 2. and Sparmacher 1981). Following Ihwe (1972b: 6), both consider text linguistics as a major approach to narrativity separate from the semiotic one. For Güllich (cf. Güllich & Raible 1977: 192), the third major approach is represented by Wiemold's "reception theoretical" approach. However, it should be pointed out that the latter was developed within Wiemold's Semiotics of Literature (1972) and that the former, the text linguistic approach, is not always programatically differentiated from the semiotic approaches either (besides Wiemold 1972 see also Hendricks 1973). For text linguistic approaches see Dijk (1972), Dijk et al. (1972), Prince (1973; 1982), Baum (1977), Dijk & Petöfi, eds. (1977), Güllich & Raible (1977), Genot (1979), Ryan (1979). Even the more recent trend in narratology, the cognitive science approach, has already been subsumed under the semiotic framework (Maranda 1985).

For surveys of semiotic approaches to and studies in narratology (besides the ones discussed in detail below), see Chabrol (1971), Chabrol, ed. (1973), Pavel (1973), Scholes (1974), Culler (1975), Bal (1977), Hawkes (1977), Fokkema & Kunne-Ibsch (1977), Kloepfer (1977b), Chatman (1978), Grosje (1978), Hornung (1978), Marcus, ed. (1978), Dornier-Bachmann (1979), Blanchard (1980), Sparmacher (1981), Hendricks (1982), Ricoeur (1984: 29-60), Stewart (1987), and Everaert-Desmedt (1988). Special mention is due to Saussure (q.v. 2.2.2). In a way, he deserves to be called the first semiotic narratologist, but his narratological studies have had almost no influence on current semiotic narratology.

1.2 Narrative and Narrativity

With reference to the Formalists' theory of literariness, semiotic narratologists have proposed to study narrativity (instead of "the narrative") as the specific feature of narrative discourse (cf., e.g., Cornsola 1980: 109). The essence of narrative has been defined in relation to various other modes of discourse. While most narratologists define it in terms of content, Plato characterized narrativity with reference to the act of narrating (Republic 392c-395). He distinguished between pure narrative (diegesis), in which the author is speaking himself without pretending to be a fictive character, and imitation (mimesis), in which the author is speaking as someone else (cf. Genette 1972: 162-63). An influential linguistic characterization of narrativity has been proposed by Benveniste (1966: 205-216). He opposes historical narrative to nonnarrative discourse according to criteria of tense and person. (E.g., indexical words, such as I, you, he, characterize nonnarrative discourse, while the pronoun he is typical of narrative.)

The closest rivals to the concept of narrative are those of fiction and epic. But besides the
fact that there are also historical and "true" narratives (cf. Miguelez 1971), fiction also includes the mode of description as a nonnarrative form of discourse (cf. Todorov 1971b: 38). In any case, narrativity is not the feature of a specific genre. It transcends the traditional genre of the epic. Narrativity is furthermore translinguistic (in the sense of Greimas [1971: 793]: "common to cultures with different natural languages").

It should not be ignored, at this point, that the narrative vs. nonnarrative distinction has also been challenged (cf. Rauch 1981: 172). However, such a challenge is based on an unusually abstract and extended concept of narrativity, such as the one proposed by Greimas, for whom "narrativity is [...] the organizing principle of all discourse" (Greimas & Courtés 1979: 210).

1.3 Narrativity in Story and Discourse

Narratologists early recognized the necessity of distinguishing between narrative discourse and narrated events. This distinction was first discussed in the form of dichotomies, such as Aristotle's *mythos* vs. *mimesis* (cf. Ricoeur 1983: 31-51) or more recently *story* and *plot* (or discourse). Later, various expansions of this basic distinction were proposed (cf. Stierle 1975: 49-55, Segre 1979c: 1-56, Schmid 1984).

1.3.1 Story and Discourse (Or Plot)

The basic dichotomy of narratology is defined by Chatman as follows:

*A story* (*histoire*) [*is*] the content or chain of events (actions, happenings), plus what may be called the existents (characters, items of setting); and a *discourse* (*discours*) [*is*] the expression, the means by which the content is communicated. In simple terms, the story is the *what* in a narrative that is depicted, discourse is the *how*. (Chatman 1978: 19)

Chatman traces this narratological dichotomy back to Aristotle's distinction between *mythos* and *logos* (see Myth 1.2). The most influential version of this dichotomy is the distinction between *fabula* and *sjuzet* *([mostly translated as] story vs. plot), introduced by the Russian Formalists V. Sklovskij* and B. Tomasevskij* (cf. Chatman 1978: 20, Segre 1979c: 4-24). According to this theory, story is the basic succession of events, the author's raw material, so to speak, and plot is the result of the author's creative (trans)formation of these events in the narrative.

Semiotic narratologists have partly transformed, partly adopted (cf. Gölich & Raible 1977: 216) the story-plot dichotomy. Bremond distinguishes between *récit raconté* (narrated story) and *récit racontant* (the narrative message) (1964: 4; 1973: 12, 102), and Todorov (1971a) between *histoire* (story) and *discours* (narrative discourse). Other concepts which have been interpreted as corresponding to this dichotomy are Greimas's dichotomy of *immanence* vs. *manifestation* and Kristeva's distinction between *genotext* and *phenotext*, but these two dichotomies are elements of much more complex text semiotic theories.

1.3.2 Barthes's Levels of Narratological Analysis

Barthes proposed a hierarchy of three levels forming a narrative code (1966a: 88). At the lowest level, that of *functions* and indices, there are the minimal units of the narrative. At the next higher level, that of *actions*, these elements are integrated in a functional syntax of actions. The third level is that of *narrative communication* between a narrator and a listener.

1.3.3 Genette's Theory of Narrative Discourse

Genette replaces the story-plot dichotomy by the following three levels of narrativity (1972: 27): (1) *story*, "the signified of narrative content" (comprising Barthes's first two levels of functions and actions), (2) *narrative*, "the signifier, statement, discourse or narrative text itself," and (3) *narrating*, "the producing narrative action" ("l'acte narratif producteur"). Focusing on the second level, Genette develops a theory of narrative discourse based on the assumption that the essence of narrativity can be studied with reference to categories borrowed from the
2. In Search of the Narreme

*Motif, motifeme* (Dundes 1962: 101; Dolezel *1972*), *mytheme, narrreme, minimal narrative* (Labov & Waletsky 1967, Dorfman 1969, *minimal story*, and *kernel story* (Prince 1973; 1982) are concepts which have been proposed in the search for a minimal constituent of the narrative (cf. König & Maranda 1971: 21). Two approaches to this problem may be distinguished: The first is the *a priori* determination of the narrreme on the basis of an elementary logic of action, and the second is an *a posteriori* approach, which derives the narrreme by deduction from a corpus of narratives.

2.1 Elementary Unit of Action

From the point of view of the logic of action, narratologists have defined narrremes as units corresponding approximately to one, two, or three propositions.

2.1.1 The Monadic View

The monadic view is based on an elementary unit which corresponds referentially to an event (Prince 1973: 17) and linguistically to a proposition. Todorov (1967; 1969; 1970b; 1971a; b), Dolezel (1972; 1976), Gättgemanns (1977: 80), and Greimas (cf. Greimas & Courtès 1979: 203) have taken monadic approaches to the narrreme. Within his grammar of the narrative, Todorov defines the basic element of narrative syntax as a proposition corresponding to an "irreducible" action (1969: 19). Such narrative propositions are formed by a proper name (corresponding to an agent) plus a predicate, consisting of either a verb (of action) or an attributive adjective (ibid.: 27). Narrative propositions are furthermore characterized by secondary categories such as that of mode (ibid.: 46-52). They may express facts (indicative mode), volition (obligatory and optative modes), or hypotheses (conditional and predicative modes).

Dolezel expresses the monadic view of the narrreme in the following logical form: "A *motifeme* (M) is a proposition predicating an act (Act) to an actant (Ant): M = Ant + Act" (1972: 59). Essentially, however, this concept of motifeme was not developed within an elementary logic of action, but is derived from Propp's corpus-based tradition.

2.1.2 Dyadic and Triadic Views of the Narreme

The dyadic and triadic views expand the narrative monad by a dimension of *process*, expressed in categories of *time* (Danto 1965: 236), *causality* (van Dijk et al. 1972: 16), or, more generally, *transformation* (cf. Todorov 1971b: 39). If the narrreme is to be defined in terms of action and not only in terms of events, the dimension of process is logically presupposed. For action, in a definition given by van Dijk, is "a change of state brought about intentionally by a (conscious) human being in order to bring about a preferred state or state change" (1976: 550).

An example of a dyadic view is Labov's definition of the "minimal narrative as a sequence of two clauses which are temporally ordered" (1972: 360). The triadic view is formulated by Danto (1965: 236), who characterizes the structure of a story (and of "narrative explanation") by the sequence (1) \( x \) is \( F \) at \( t-1 \). (2) \( H \) happens to \( x \) at \( t-2 \). (3) \( x \) is \( G \) at \( t-3 \) (where \( F, G, \) and \( H \) are predicate variables and \( x \) is an individual variable designating the subject of change). Triadic views of elementary narrativity, however, refer elsewhere also to narrative sequences or even macrostructures.
2.2 Corpus-Based Definitions of the Narremes

Propp's *Morphology of the Folktale* (1928) is the point of departure of a narratology which derives its elementary units from the narrative text as a whole and/or from a corpus of narratives. With his formalist method, Propp founded a structural narratology which turned from an etic to an emic approach to narrative structure (Dundes 1962; cf. Structuralism 1.1.3). For Propp's influence on Lévi-Strauss and the structural study of myth, see Lévi-Strauss (1973: 115-45) and Myth (2.).

2.2.1 Propp's Functions

Traditional motif research, e.g., Stith Thompson (cf. Dundes 1962: 97), considers actors, items (objects), and incidents as minimal units of narrative analysis. Propp rejects such an approach as too surface-oriented. His minimal unit, called *function*, is one of action, and "an action cannot be defined apart from its place in the course of narration" (Propp 1928: 21). "Functions of characters serve as stable, constant elements in a tale, independent of how and by whom they are fulfilled" (ibid.). Functions as units of action are narrative invariants, while the agents performing those actions are textual variables. Within his corpus of one hundred fairy tales, Propp discovered a relatively small number of thirty-one such invariant functions, as opposed to a large number of persons, objects, or events (corresponding to the traditional motif).

2.2.2 Motif and Motifeme

Propp's basic functional (emic) principles of analysis have influenced most semiotic narratologists, although many improvements and further developments were proposed. The basic distinction between variable and invariant elements of content, for example, was reinterpreted in terms of the categories motif and motifeme (Dundes 1962). In the interpretation of Dolezel * (1972: 59-60), motifemes ("acts of an actant," see 2.1.1) are entities of an abstract, deep level of analysis, thus corresponding to Propp's functions. At a higher level, closer to the textual surface structure, motifemes correspond to motifs (m), defined as propositions predicating an action (a) to a character (c). For example, the motifeme "The hero defeated the villain" could correspond to the motif "Ivan killed the dragon."

2.2.3 Barthes's Functions

Within his narratological model, Barthes distinguished between *functions* and *indices* as minimal units of narrative. Following Propp, Barthes described functions as units of content in syntagmatic correlation with other narrative elements representing a course of action (1966a: 89-90). Functions which concern the semantic kernel of a narrative are defined as *cardinal functions*. Less important functions are called *catalysts* (ibid.: 93). Barthes called functions *distributional* units and distinguished them from indices, which he characterized as *integrational* units. Indices have a low degree of narrative functionality (ibid.: 96). Instead of structuring the chain of events, indices proper refer "to the character of a narrative agent, a feeling, an atmosphere (for example suspicion) or a philosophy." A second class of indices, called *informants*, "serves to identify, to locate in time and space."

3. Narrative Syntax and Macrostructure

The rules by which narremes may be combined into a narrative form the *narrative syntax*. The global semantic structure of a narrative, as it may, for example, be expressed in the form of a summary, is often referred to as its *macrostructure* (cf. Dijk 1972; 3.2).

3.1 Narrative Syntax

The influential point of departure is again Propp. His narrative syntax was developed further by Bremond, Greimas, and many other narratologists.
3.1.1 Propp's Narrative Sequences

Within his corpus of one hundred fairy tales, Propp discovered that a sequence of altogether thirty-one functions was always identical (1928: 25ff.). To illustrate this narrative syntax, the first three functions (after one called \( a \), "initial situation") and the last four may be quoted: (1) \( b \), absention (One of the members of a family leaves home.), (2) \( g \), interdiction (addressed to the hero), (3) \( d \), violation (of the interdiction) . . . , (28) \( E x \), exposure (of the villain), (29) \( T \), transfiguration (The hero is given a new appearance.), (30) \( U \) Punishment, (31) \( W \), Wedding.

Not all thirty-one functions have to be present in every tale, but "the absence of certain functions does not change the orders of the rest" (Propp 1928: 22). Propp further argues that the thirty-one functions are distributed among seven spheres of action, which may be performed by varying characters (ibid.: 79). These spheres give the fairy tale the following actantial framework: (1) the villain, (2) the donor, (3) the helper, (4) the sought-for person, (5) the dispatcher, (6) the hero, (7) the false hero.

3.1.2 Bremond's Decisional Syntax

Bremond (1964; 1966; 1970; 1973) objects to Propp's principle of strict linearity in the combination of functions. Against the assumption of a logically necessary connection between each two functions in the sequence, Bremond argues that every function opens a set of alternative consequences. (E.g., a "fight" may be followed either by "victory" or by "defeat.") With this principle of narrative alternatives, narrativity is described as a process reflecting the reader's narrative expectations.

While Bremond's model of narrative is dyadic in its paradigmatic dimension (reflecting the alternatives), it is triadic in its syntagmatic dimension. An elementary narrative sequence, according to Bremond, consists of the following triad of phases describing a narrative process (1970: 249; 1973: 131): (1) situation opening a potentiality, (2) its actualization (alternative: lack of a.), (3) success (alternative: failure). Various possibilities of combining these phases lead to a typology of complex sequences.

3.1.3 Greimas's Actantial Model

Greimas's actantial model has three major sources: Propp, Souriau's theory of dramatic constellations (1950: 117), and Tesnière's (1959) dependency grammar. Greimas reduces Propp's seven spheres of action and Souriau's six dramatic functions to a basic inventory of narrative actants forming three binary oppositions (1966: 197-207): (1) subject vs. object (Propp's hero vs. sought-for person), (2) sender vs. receiver, and (3) helper vs. opponent. These actantial functions form an elementary narrative constellation which Greimas represents in his ("mythical") actantial model (Fig. N 1).

![Greimas's actantial model](image)

The syntactic order of these actantial categories is basically as follows: a subject wants an object, encounters an opponent, finds a helper, obtains the object from a sender, and gives it to the receiver. This narrative syntax, originally derived only from the structure of myth (or fairy tales), describes the structure of many other types of text, from ideologies (Greimas 1966: 208) to the messages of advertising (q.v. 3.).

In the further development of his actantial model, Greimas later abandoned the helper-opponent dichotomy as a major category of actants (cf. Courtés 1976: 68ff, Coquet et al. 1982: 54). He now describes narrative sequences as processes of value transfer among four agents related by disjunction (e.g., separation, fight) and conjunction (e.g., union, reconciliation) (see Greimas 3.1). Accordingly, narrative sequences begin with a relation of conjunction between two actants, followed by
a disjunction. The end of the narrative is a new conjunction resulting in a redistribution of semantic values (Greimas 1970: 182; cf. 1966: 234). In this form, the narrative is already described in its macrostructure.

3.2 Narrative Macrostructures

Time and causality as basic dimensions of the narrative process (cf. Ricoeur 1983-84) suggest a linear macrostructure of the narrative. Sequences such as "initial state transition final state" (cf. Dijk et al. 1972: 17) or "problem solution" (cf. Todorov 1969: 76) suggest linearity in the narrative macrostructure. Most narratologists, however, agree that narratives essentially refer to sequences of events of which the final event is semantically connected with the initial event. This idea has led to cyclical models of narrative macrostructure. These models are based either on a full cycle or on a semicycle. Semicyclical, for example, is Prince's model of narrative macrostructure (1973: 31). Prince defines a minimal story as a sequence of three temporally and causally conjoined events, of which the third event is the inverse (e.g., wealth) of the first (e.g., poverty).

In further development of Greimas, Bremond proposes a cyclical model of the narrative with four phases beginning either with a state of deficiency or with a satisfactory state (1970: 251) (Fig. N 2). Todorov also adopts this model (1971b: 39). A different cyclical model is proposed by Labov & Waletzky (1967: 41; cf. Labov 1972: 369) for the macrostructure of oral narratives. Its phases are: (1) orientation, (2) complicating action, (3) evaluation, (4) resolution, and (5) coda.

4. Beyond Syntax, Semantics, and Verbal Structure

Beyond narrative syntax and semantics, semiotic approaches to narratology have dealt with the pragmatics of narrative discourse and with narrativity in nonlinguistic media.

4.1 Pragmatics of Narrativity

Recent developments toward a pragmatics of narrativity are discussed by Prince (1983). An approach to the structures of narrative communication, based on Hjelmslev's glossematics, is outlined by Junik (1985). Wienold (1972) developed a pragmatics of narrativity within his theory of text processing, which is a text semiotic variant of literary reception theory (cf. Holub 1984). Wienold is concerned not with "text structures" but rather with the structures of the readers' reactions to the narrative (1972: 65, 82; cf. Gülich & Raible 1977: 280-305). Two strategies of text processing are described as typical of narrativity by Wienold: textual rearrangement, by which the reader reconstructs the narrated events in their logical sequence, and recipient commitment (Rezipientenengagement), which describes the reader's emotional involvement in narrative situations such as horror or suspense. For a semiogenetic theory of narrative suspense and tension, see Koch (1985).

4.2 Narrativity in the Media

In the semiotics of visual communication, the specifics of narrativity have been studied especially in the fields of film (Metz 1968, Chatman 1978; 1980, Scholes 1982: 57-72) and comics (Hünig 1974, Mathieu 1977: 257 with bibliography). For narrativity in advertising, see Advertising (3.).
Myth

Myth is a basic phenomenon of human culture. Its fundamental relevance to the sciences of man has made it an object of study of interdisciplinary research. Modern interpretations of myth begin in 1725 with Vico's New Science (cf. Hawkes 1977: 11-15). With Lévi-Strauss, myth becomes a privileged object of text semiotics. Beginning with Barthes, myth has been interpreted as a semiotic phenomenon of everyday culture. For surveys of research in myths and mythology see Sebeok, ed. (1955), Maranda, ed. (1972), Dupré (1973), Bolle (1974), Calame (1982), Hendricks (1982), and Hübner (1985).

1. General Definition of Myth

Myth (from Gr. μῦθος *, 'word', 'speech', 'tale of Gods') "may be defined as a story or a complex of story elements taken as expressing, and therefore as implicitly symbolizing, certain deep-lying aspects of human and transhuman existence" (Wheelwright 1974: 538).

1.1 Myth as a Metaphorical Narrative

The above definition characterizes myth as a metaphorical narrative, a text that is to be interpreted on two levels. One is a surface level, referring to actions of mythical agents. (Greimas & Courtès [1979] call this the practical level of myth.) The other is a deep level, referring to existential questions (cf. Jolles 1930) concerning man and cosmos. Examples from Greek and Christian mythology are the myths of the origin and end of man, cosmos, or natural elements (e.g., fire or water), myths of time and eternity, or myths of rebirth and renewal.

1.2 Myth, Science, and Truth

The transcendental character of these questions has made mythology a topic in the study of religions. Its cosmological dimension brought mythology (like magic, q.v. 3.–4.) into conflict with science. The Greeks (cf. Nestle 1942) distinguished between mythos (possibly fictive discourse) and logos (rational discourse). In the ages of Enlightenment and Positivism, myth even became opposed to reality. Mythical was a synonym of false. After having designated the "absolute truth" and "sacred history," myth was now an antonym of science and reality (cf. Eliade 1957: 23–24). Yet, modern theology (e.g., Eliade), psychoanalysis (Freud, C. G. Jung), the philosophy of symbolic forms (E. Cassirer, S. Langer), literary criticism (N. Frye), and finally structural anthropology (Lévi-Strauss) have contributed to the understanding of myth as a constant dimension of the human mind (cf. Hübner 1985).
2. Lévi-Strauss's Structural Analysis of Myths

Lévi-Strauss developed a structural method of myth analysis which became paradigmatic for text semiotics, in particular Greimas's structural semantics and the semiotic theory of narrativity. For surveys and applications of this method see Greimas (1970: 117-34), Köngäs Maranda & Maranda (1971), Culler (1975), and Hawkes (1977).

2.1 Myth as a Sign System

For Lévi-Strauss, myths are messages based on a code with structures similar to those of a language (1958: 206-231). Methods of linguistic structuralism, such as segmentation, classification, and the search for binary oppositions, are therefore his tools of analysis. In his study of the Oedipus myth, Lévi-Strauss begins by breaking down the text into basic units consisting of summarizing sentences. These express a relation in the form of a subject-predicate structure. " Bundles" of such relations within a myth and its variants form the " gross constituent units" of myth analysis, which Lévi-Strauss calls mythemes (ibid.: 211). In myth, these constituents function like phonemes in language: They are "made up of all their variants" (ibid.: 212). In a two-dimensional notational system, which Lévi-Strauss likens to an orchestra score (ibid.: 213), the mythemes are arranged on a syntagmatic and a paradigmatic axis. The former follows the narrative sequence of mythical events shown in the textual combination of the mythemes. The latter represents the semantic equivalences of the textual units in the form of columns. Especially with its paradigmatic dimension, this method of structural text analysis provided a new approach to the analysis of narratives. Propp, Lévi-Strauss's predecessor in the history of text semiotics (see Narrative 2.2), had developed a model of analysis that was still predominantly syntagmatic.

A myth, like the Oedipus myth, which contains four mythemes (1, 2, 3, 4) occurring in the textual sequence 1, 3, 2, 4, 2, 4, 3, 4, 1, 2, 1, is then represented in the following chart:

```
<table>
<thead>
<tr>
<th>1</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>4</td>
</tr>
<tr>
<td>---</td>
<td>---</td>
</tr>
<tr>
<td>2</td>
<td>4</td>
</tr>
</tbody>
</table>
```

By this analysis, a semantic reduction of the text from eleven to four content units becomes possible. With such procedures of textual reduction, Lévi-Strauss arrives at specific deep structures in which he discovers a hidden logic of myth.

2.2 Mythological Logic

The final sequence of textual units can be reduced still further. According to Lévi-Strauss (ibid.: 228), every myth contains a kernel of four mythemes related by opposition and equivalence:

\[ F_r(a) : F_r(b) = F_s(b) : F_s(y) \]

In this formula, \( a \) and \( b \) refer to two terms representing agents; \( x \) and \( y \) are functions representing actions. The formula states that term \( a \) is replaced by its opposite \( a^1 \) and that an inversion occurs between the function value \( y \) and the term value \( a \). In the Oedipus myth this means, for example, that the killing (\( F_r \)) done by the Sphinx (\( a \)) is related to the rescue of the men (\( F_r \)) by Oedipus (\( b \)) as the murder (\( F_s \)) committed by Oedipus (\( b \)) is related to the final rescue of the men (\( y \)) by the destruction of the Sphinx (\( a^1 \)) (cf. Köngäs Maranda & Maranda 1971: 26-34). More generally, \( F_r : F_s \) is the conflict between evil and good. It is resolved by the hero committing a negative act, the destruction of the villain. This nevertheless results in the inverse, namely, a victory. In this way, "mythical thought always progresses from
the awareness of oppositions toward their resolution.—The purpose of myth is to provide a logical model capable of overcoming a contradiction" (Lévi-Strauss 1958: 224, 229).

3. Everyday Myths

With his Mythologies (1957), Barthes founded a semiotic approach to modern culture which defines myth not as a form of narrative, but as a phenomenon of everyday life (see Barthes 2., Hervey 1982: 139-48, Lavers 1982: 113-27).

3.1 Myth as a Secondary Semiotic System

According to Barthes (1957), myth is a "second order semiotic system" built on the principle of connotation (see Barthes 1.). Myths consist of connotative meanings which are, so to speak, engrafted in a parasitic fashion onto a denotational level of meaning. As such, myths appear in advertising (q.v. 3.), films (cf. Drummond 1984), business life (cf. Broms & Gahmberg 1981), or the daily food of a given culture (e.g., wine or steak and chips in France).

3.2 From Mythoclasm to Semioclasm

In this tradition, the concept of myth becomes an instrument of cultural criticism (Barthes 1957: 151-53). Myth serves to "naturalize" the messages of the bourgeois class by using factual messages (on the denotational level) as a vehicle for hidden (connotational) ideological meanings. Myths deprive their object of their history and avoid questioning the present state of affairs by disguising particular statements as universal truths. "Under the effect of mythical inversion, the quite contingent foundations of the utterance become [. . .] the Norm, General Opinion, in short the doxa" (Barthes 1977: 165). Thus, "myth is always a stolen language" (Barthes 1957: 131). A crucial point of this theory of myth is its probably naive assumption of an ideologically "innocent" primary level of meaning onto which the myth is grafted as a secondary system. In a later revision of his own theory, Barthes seems to have recognized this problem. Barthes concludes:

The new semiology— or the new mythology— can no longer, will no longer be able to, separate so easily the signifier from the signified, the ideological from the phraseological [. . .]. A mythological doxa has been created [. . .] and the ideological as a secondary system. In an initial moment, the aim was the destruction of the (ideological) signified; in a second, it is that of the destruction of the sign: "mythoclasm" is succeeded by a "semioclasm." (1977: 166-67)

4. Mythological Consciousness

Myth and mythology are also among the dominant topics of Soviet semiotics (cf. Ivanov 1978b). In this tradition, Lotman & Uspenskij define mythological thought as a general phenomenon of human consciousness (1974: 5). The mythological world seems to be composed of holistic objects which are (a) not integrated into hierarchies, (b) without structural features, and (c) singular. In such a world, signs appear as analogous to proper nouns. Names are without semantic features, merely denote objects, and, according to Lotman & Uspenskij, are identified with the named (ibid.: 8; cf. Magic 3.2). With these characteristics, the mythological consciousness is interpreted as asemiotic: "Myth and name are directly connected in their nature [. . .]. Myth is personal (nominal), and name is mythological" (ibid.). In this perspective, the mythological consciousness in the history of culture "began to be perceived as an alternative to semiotic thinking," sometimes even as a negation of sign systems.
Ideology

The study of ideologies brings semiotics into interdisciplinary contact with philosophy and the social sciences. As a science, ideology has been connected with modern semiotics since its early history. Today, the semiotic analysis of ideologies is a recurrent topic of theoretical semiotics and of text semiotics, especially in the critical semiotic study of the mass media.

1. The Meaning of Ideology

The term ideology was first used in 1796 by A. L. C. Destutt de Tracy to designate a new empiricist "science of ideas" (cf. Rastier 1972a). In the Age of Enlightenment, the French idéologues (see History 3.3.4; Busse & Trabant, eds. 1986) developed this "study of the origins of ideas" as a science free from metaphysical and religious prejudices. When Napoleon later attacked and ridiculed these philosophers, the concept of ideology began to acquire a negative connotation. Until today, the meanings of ideology have continued to be situated between these early positive and negative evaluations. In current usage, two main versions of the concept and a third, less frequent one may be distinguished (for more comprehensive surveys see Plamenatz 1970, Dierse & Romberg 1976, Williams 1977: 55–71).

1.1 The Value-Neutral Concept

In a value-neutral sense, ideology is any system of norms, values, beliefs, or weltanschauungen directing the social and political attitudes and actions of a group, a social class, or a society as a whole. In this value-neutral sense, ideology is mostly defined by American sociologists (e.g., Parsons; cf. Dierse & Romberg 1976: 178), but even Lenin uses a value-neutral term when he speaks of the "socialist ideology." Thus, both socialism and capitalism, nationalisms and religions are ideologies in this sense.

1.2 The Pejorative Sense

The pejorative sense of ideology goes back to Marx and Engels, who defined ideologies as systems of false ideas, representing the false consciousness of a social class, in particular of the ruling class, the bourgeoisie. The ideas are false because they promote the interest of a particular class while pretending to be in the interest of the society as a whole. In this sense, ideology is seen as an instrument of deceit. It is sometimes associated with myth and opposed to science and truth. Those who adopt this evaluative concept of ideology have always refused to consider their own system of ideas an ideology. For them, ideology is the thought of the others (cf. Nattiez 1973a: 72).
1.3 The Universalistic Sense

The universalistic sense is a less frequent version of the concept. It identifies ideology with the sphere of ideas in general. In Marxist contexts, ideology in this sense sometimes refers to the superstructures in opposition to the material basis of a society. Bakhtin (under the pseudonym Volosinov *) uses ideology in this sense when he writes: "Everything ideological [. . .] is a sign; without signs, there is no ideology. [. . .] The domain of ideology coincides with the domain of signs. [. . .] Wherever a sign is present, ideology is present, too. *Everything ideological possesses semiotic value* (1930: 9-10). In this sense, the study of ideology merges with semiotics.

2. Semiotic Approaches to Ideology

With exceptions, such as Bakhtin, semiotics has discussed ideology mostly as a concept with negative connotations. (For surveys see Carontini & Péraya 1975: 133-73, Nuttiez 1973a, Larrain 1980, Zima 1981, Heim 1983: 261-311, Nicholson 1986.) The tenor of the arguments is that semiotics should provide scientific instruments to destroy or at least reveal ideologies. In applied semiotics, text semiotic studies were for some time pursued with the conviction of the former possibility. Theoretical or metasemiotic studies, however, have often acknowledged the impossibility of an escape from ideology.

2.1 Applied Semiotic Analyses of Ideologies

The interest of text semiotics in ideology as an object of analysis is expressed by Rossi-Landi as follows: "It is by means of sign systems that ideologies are transmitted and by reflecting on sign systems that it becomes possible to demystify them in their internal mechanisms" (1972: 9). Two prominent semioticians who have made proposals for such a program of ideological demystification are Barthes and Eco.

2.1.1 Ideology as a Secondary Semiotic System

In his critical studies of messages in the mass media, Barthes describes ideology as a secondary semiotic system based on the principle of connotation (see Barthes 1.): The "common domain of the signifieds of connotation is that of ideology, which cannot but be single for a given society and history, no matter what signifiers of connotation it may use" (1964c: 49). In this description, the concept of ideology merges with that of myth (q.v. 3.), and it remains unclear whether Barthes intends any difference between the two concepts (cf. Silverman 1983: 30). A possible differentiation and a further parallel between ideology and myth are suggested by Larrain (1980: 145, 150) with reference to Lévi-Strauss's theory (see Myth 2.): "The difference is located in the fact that ideology tries to solve social contradictions and myth tries to solve contradictions with nature." But both myth and ideology are phenomena operating in the unconscious. (Cf. also Althusser's position; Structuralism 4.1.)

Barthes understood ideology in the pejorative sense outlined above. A logical problem with this definition of myth and ideology is therefore the normative value which denotation assumes when it is seen as nonideological and nonmythological. Does not this distinction between an "innocent denotation" and a "biased connotation" presuppose an ideological point of view itself? Barthes's later revision of his own concepts (see Myth 3.2, Barthes 2.) took this dilemma into consideration. For an extensive discussion of the theories of ideological connotations, see Kerbrat-Orecchioni (1977: 208-233).

2.1.2 The Ideological Code

Eco (1970) describes ideologies as codes which generate messages with connotations of a particular kind. According to Eco, ideological connotations form "sclerotically hardened messages, which become the signifying unit of a rhetorical subcode" (1968: 173). Ideologies
"prevent us from seeing the various semantic systems in the totality of their mutual relations" by restricting the field of possible connotations to the ones determined by the ideological subcode and by concealing all other connotations. Later, Eco describes ideology as an instance of overcoding, i.e., a process where (secondary) meanings are assigned to messages generated by a basic (primary) code (1976: 135, 290, cf. Code 3.3.4).

2.1.3 Ideologemes

For the study of ideology in (literary) texts, Kristeva introduces the term ideologeme (1969c: 113-14). It is defined as that intertextual function (cf. Kristeva 2.3) which gives a text its historical and social coordinates and which relates the text to the other signifying practices which make up its cultural space. Kristeva's (1970) textual analyses show that her ideologemes are something like a semiotic paradigm (in the sense of Kuhn) or the episteme (in the sense of Foucault; see Structuralism 4.2.2) of a cultural epoch.

2.2 Metasemiotic Reflections

Several metasemiotic studies start out with the assumption of the "ideological character of every discourse" (Rossi-Landi 1968: 95). In this perspective, semiotic discourse becomes itself a potentially ideological activity. From the double encounter of semiotics and ideology, on the object- and on the metalevel, Rossi-Landi concludes "on the one hand that a doctrine of ideologies without semiotics is incapable of articulating itself sufficiently. [. . .] On the other hand, a semiotics, without the support of a doctrine of ideologies, remains a specialized discipline, separated from praxis, in spite of its claim to be a general theory of signs" (1972: 9). While most metasemiotic studies agree on the impossibility of an escape in principle from one's own ideological bias, they nevertheless suggest that a scientific semiotics might be able to "neutralize" this bias.

2.2.1 Ideology as a Disguise of Structural Alternatives

Prieto gives an account of ideology based on the structuralist principle of pertinence (1975b: 143-65) (see Structuralism 1.1.3). In semiotic research, this principle reveals that distinctive features, and thus the structures of an object, never have their foundation in the material object itself: "The way a subject perceives a material object [. . .] presupposes a particular way of perceiving another object deriving from another universe of discourse" (ibid.: 147). In accordance with this Saussurean principle of structure as difference, Prieto argues that objective knowledge in the sciences of man requires reference to the historicity and arbitrariness of knowledge, a reference which reveals the alternatives to the object of analysis. In contradistinction to such differential procedures of analysis, ideologies attempt to "naturalize" the cognition of a material reality, i.e., to make knowledge appear as a necessary consequence of its object (cf. ibid.: 160). Ideology thus disguises its own semiotic foundations.

2.2.2 The Scientific Neutralization of Ideology

Verón, too, admits that the ideal of pure, objective scientific knowledge can never be attained but suggests that scientific research may nevertheless be able to neutralize its ideological bias. According to Verón, an ideology is not a message but "a system of semantic rules to generate messages," which are transmitted through the "communicational dimension" of connotation (1971: 67-68; cf. 1973b; 1978). Ideology is both similar and opposed to science (1971: 71): Whenever the scientist makes choices the bases for which are scientifically unverifiable, his or her decisions are ideological. But science, unlike ideology, makes an "effort towards a neutralization of connotative meanings by making explicit the decisions that generate them."

2.2.3 Autocritical Semiotics

In a metasemiotic perspective, Kristeva criticizes certain formalistic tendencies in semi-
otics for neglecting "the question of the presuppositions or the ideology which authorize the application of this formalization, and ultimately its validity and its truth" (1975: 703). At the same time, she points out that by investigating that ideology, semiotics "attacks itself at those same matrices which allow the process of cognition: the sign, the subject, and its sociohistorical position." Her own escape from this metatheoretical dilemma is outlined in her proposals for an autocritical research, constantly reflecting upon its own theoretical and ideological presuppositions (see Kristeva 1.).
Theology

Although semiotic theology has so far been concerned mainly with the semiotics of texts, it belongs only in part to the field of text semiotics. If theology is research in religious texts and their exegesis, and if the semiotics of religion is to be defined as "a science which studies religious discourse within religious praxis" (Davidsen 1981: 79), then theological semiotics is a branch of text semiotics. From this point of view, theology is also discussed in the chapter on hermeneutics and exegesis. But there are aspects of theology which transcend the field of text semiotics in the narrower sense, in particular the concept of the religious sign and the semiotics of liturgy. Further topics which have been discussed in the interdisciplinary context of semiotics and theology are the semiotics of translation (see Güttgemanns 1982: 156-57) and more generally the topic of intertextuality (see Compagnon 1979: 155-232, Delorme & Geoltrain 1982: 113-17).

This chapter will be restricted to Christian theology. For the semiotics of religions in general see Ogibenin (1979), Gay & Patte (1986), and the special issue of Le bulletin du groupe de recherche sémi-o-linguistique 8 (April 1979) entitled Sémiotique du domaine religieux. For the philosophical theology of Peirce, another related topic of interest to semioticians, see Orange (1984).

1. Theology of the Sign

E. Cassirer, M. Eliade, and Meschonnic (1975: 48) have pointed out a fundamental affinity between the sign and the dimension of the sacred: "The model of the sign is the model of the sacred: a relation to the Absent, to the Other." It is thus not surprising that the essence of signs has been a topic of theological concern since the early patristic writings. Specifically theological dimensions of the sign are a central topic of biblical exegesis and the medieval pansemiotic vision of the universe.

1.1 Church Fathers as Semioticians

The history of semiotics from the late ancient to medieval times is part of Church history. There was a unity of philosophy and theology in this epoch, so that significant contributions to the theory of signs could be made by the Church Fathers. For the discussion of this early Christian semiotics, see History (2.1.5-2.2.1).

1.2 The Sign as a Key Concept of the Bible

Semeion (σημεῖον; cf. Charlier 1959, Rengstorf 1971), eikon (εἰκόν; cf. Eltester 1958), and imago (cf. Dürig 1952, Otto 1963, Lange 1969) are semiotic key concepts of the Scriptures re-
ferring to signs, symbols, and images. In the Old Testament, signs are mostly indices or symbols. Indices occur in the form of natural signs of orientation in time and space (e.g., "lights in the firmament" as signs "to divide the day from the night," Genesis 1:14), prophetic signs of future events, and signs of proof of the presence of God (Judges 6:17: "show me a sign that thou talkest with me."). Among the latter group of signs are miracles, taken as proofs of the will of God (Exodus 4:17: "And thou shalt take this rod in thine hand, wherewith thou shalt do signs."). Besides these indices explicitly called "signs," the pansemiotic sphere of universal symbolism is one of implicit indexicality.

Examples of conventional symbols in the Old Testament are the signs of the covenant between the people of Israel and God (e.g., circumcision, Genesis 17:11; blood at the door, at Passover, Exodus 12:13). In Genesis (9:12-13), a natural phenomenon, the rainbow, is interpreted as a conventional sign, "a token of covenant between me and the earth." In the New Testament, the concept of sign is central to the Gospel of Saint John (cf. Charlier 1959). The miracles performed by Christ are interpreted as manifestations of God's glory (John 2:11) and thus as indexical signs. In contradistinction to the Old Testament, the New Testament puts more emphasis on reporting the effects of the signs on the minds of their addressees (ibid.: "and his disciples believed on him."). There seems to be a shift toward the pragmatic dimension of theological semiosis.

1.3 The Medieval Pansemiotic View of the Universe

"The heavens declare the glory of God" (Psalm 19:1) and "the God of glory thundereth" (Psalm 29:3): such messages express Old Testament views of the universe as a sign of God's power. In the Middle Ages, this view developed into an elaborate pansemiotic system of world interpretation. Not only the words of the Bible but also the objects designated by those words (thus Thomas Aquinas, Summa Theologicae I, 9.1, art. 10) and finally the whole universe became signs of divine revelation. Medieval theology interpreted these universal signs on the basis of the exegetic codes of manifold scriptural meaning (see Hermeneutics 1.2). The medieval doctrine of universal symbolism (cf. Dunbar 1961: 19-20, Bialostocki * 1973: 20ff.), which ascribed pansemiotic meanings to natural objects in the universe, became codified in lapidaries, bestiaries, and other pseudoscientific treatises. In this theological interpretation of nature, a rock, for example, could have the following three spiritual meanings (cf. Dunbar 1929: 19): In a tropological sense it was 'that which each soul should be to its fellows'; allegorically it referred to Christ, and anagogically to 'the foundation of the heavenly kingdom.'

In the pansemiotic theological exegesis, the natural signs of the universe are either symbols or icons. These types of sign are implied in two topoi of medieval universal symbolism, namely, those of the world as a book and as a mirror of God. The book metaphor (cf. Curtius 1948: 323-29) of the world as a codex vivus written by God is based on an arbitrary system of symbols, which could be deciphered only by an exegetic code. The mirror metaphor implies iconicity in a world which was considered to be an image or even an imitation of God (cf. Gilbert & Kuhn 1939: 147-50).

2. Religious Discourse and Theological Text Semiotics

gious language, biblical narratives, and practical theology. A text semiotic theology transcending these topics by a special emphasis on psychoanalytic (Lacan) and other dimensions (e.g., Derrida's grammatology) of theological hermeneutics has been developed by Güttgemanns (1983).

2.1 Religious Discourse

According to Grabner-Haider, semiotics can contribute to theology in its "urgent task" of the "development of a metalanguage of religious discourse" (1973: 209). This goal has been pursued in several semiotic studies. Morris, in his behavioristic semiotics, classifies religious discourse as being prescriptive and incitive (of behavior). A more differentiated semiotic typology of religious discourses (including prophetic, apocalyptic, epistolary, liturgic, theological, and mystic discourse) is discussed by Delorme & Geoltrain (1982: 112).

Following Morris, Grabner-Haider (1973) gives a general outline of the syntactic, semantic, and pragmatic dimensions of religious discourse and develops a "theological theory of language" on the basis of analytic, hermeneutic, and transcendental philosophy. Analytical philosophy of language (Austin, Searle), in addition to the semiotics of Peirce, is also the basis of Almeida's (1978) study of religious discourse. Hermeneutical questions about the interrelation of written and spoken theological discourse are discussed by Maga (1983). Goldschläger (1980) discovers the foundation of religious rhetoric in a "vertical reasoning" in which all argumentation is subordinated to a superior, divine principle.

2.2 Semiotics of Biblical Narratives

Biblical narratives are the topic to which most semiotic studies have been dedicated in the field of theology. A comprehensive survey of semiotic research methods in this field since structuralism is given by Greenwood (1985). An earlier review is included in McKnight (1978). Early semiotic approaches to biblical narratives were based on Levi-Strauss's structural model of myth (e.g., Leach 1962) and structuralist approaches to narrativity from Propp to Barthes and Ricoeur (Barthes et al. 1971a; b). Later, Greimas's text semiotics became the dominant model of research in biblical texts (Chabrol & Marin, eds. 1971; 1974) in France. This direction of study was intensified at the Centre pour l'analyse du discours religieux (Lyon). Authors from this center (Groupe d'Entrevernes 1977; 1979) give an introduction to Greimas's text semiotics with applications to the Tower of Babel narrative and present further analyses of biblical parables. An exemplary study in the spirit of Greimas is also Courtés (1985). Delorme and Geoltrain give a survey of the Paris School approaches to biblical texts. Marin (1971c) extends semiotic research in narrativity from actantial constellations to the function of personal and place names in the logic of biblical narratives.

In the United States, studies such as Culley (1976), Patte (1976), Patte, ed. (1976), McKnight (1978), Patte & Patte (1978), and papers in Semeia have applied models of structuralist and text semiotic narratology. In Belgium and France, Almeida (1978) pursued a pluralistic semiotic approach to biblical parables. Numerous German contributions to the field were published in Linguistica Biblica.

3. Semiotics of Religious Praxis

Against logocentric theories of religion, theologians have consulted semiotic models to underline the importance of nonlinguistic signs, codes, and communication in religious praxis (cf. Güttgemanns 1982: 152; 1986: 472).

3.1 Divine Communication

According to Schiwy, the founding of the Christian religion constituted a specific communicative act (1975: 245): The addresser, the sign, and the first addressee merge in the person of the founder, who declared, "I am the
way, and the truth, and the life” (John 14:6). Accordingly, the religious sign given by Jesus of Nazareth refers back to itself, since being a "sign of God," Christ is at the same time the first addressee of this message. Schiwy further argues that in this act of divine communication, Christ is a sign whose signifier is his human shape and whose signified is his divinity (1975: 245-48). The decoding of Christ's message is finally possible on the basis of several codes, which allows a plurality of interpretations.

### 3.2 Sacraments as Signs

Thomas Aquinas (1225-1274) in his *Summa Theologiae* (III, 60-84) discussed the Christian sacraments in terms of a theory of signs. Schiwy resumes this discussion in explicitly semiotic terms (1969b: 58-62). One of the most disputed topics in the history of Christianity has been the semiotic status of the signs of "wine" and "bread" within the sign system of "the Holy Communion." During the Reformation, the question of the substance of the Eucharist developed into a theological dispute which Güttgemanns interprets in semiotic terms (1982: 153; 1983: 228-30): Are "wine" and "bread" indexical (*pars pro toto*) signs of the "real presence" of Christ, as Luther argued with his "hoc est" thesis, or are they, following Zwingli's "hoc significat" thesis, natural icons of the divine?

### 3.3 Liturgical Semiotics

Proposals for an applied semiotics in practical theology have been presented in a volume by Schiwy et al. (1976). The authors examine liturgy as processes of semiosis and demonstrate the possibilities of applying semiotic insights in the course of the planning and practical innovations in church services. Semiotic implications of the mass, prayers, and the Eucharist are also discussed in several papers in Volp, ed. (1982), with special attention to the various liturgical codes and subcodes. For a study of liturgy from the point of view of Greimas's text semiotics, see Calloud (1973). Güttgemanns (1986; 1989) gives a more comprehensive survey of the semiotics of liturgy since its Jewish origins.
PART VII
NONVERBAL COMMUNICATION
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Nonverbal Communication: Introduction

Pursuing Saussure's program for the extension of research from linguistics to "a science that studies the life of signs within society," semioticians have turned to the study of nonverbal communication as the semiotic field most closely connected with verbal behavior (cf. Rossi-Landi 1968: 66). The core of nonverbal communication is the semiotic function of the human body in time and space, but there is some vagueness in its delimitation against visual and vocal communication. The conditions under which nonverbal behavior becomes sign or communication are of central interest to the foundations of semiotics.

1. Survey of the Field

Nonverbal communication is a transdisciplinary field of research. Its branches are commonly determined according to the parts of the human body functioning as a signifier in semiosis, but some authors have proposed alternative classifications of the field according to criteria such as the relation to verbal behavior (Ehlich & Rehbein 1982), channels, and psychological or semiotic functions (Poyatos 1982a, 1983, Patterson 1983, Tantam 1986).

1.1 State of the Art

Nonverbal communication research is a rapidly expanding field of transdisciplinary interest.

1.1.1 Sources of Research


1.1.2 Transdisciplinary Connections

The transdisciplinary interest in nonverbal communication research was evident from its earliest precursors, which are in the fields of theater (Engel 1785), rhetoric (Bell 1806), biology and ethology (Darwin 1872), and cultural history (Kleinpaul 1888). Today, nonverbal communication research is an established branch of social psychology. One of the more specific topics within this field is the study of sex differences in nonverbal behavior (cf. Henley 1977, Mayo & Henley 1981). There are many other transdisciplinary contributions to the field, in particular from psychology and psychiatry (Ruesch & Kees 1956, Schefflen 1972; 1973, Wolfgang, ed. 1984: 203-252), sociology, anthropology (Goffman 1963; 1971, La Barre 1964, Birdwhistell 1970, Benthall & Polhemus, eds. 1975), and ethology (Eibl-Eibesfeldt 1967, Hinde, ed. 1972, Cranach & Vine, eds. 1973, Krames et al., eds. 1974, McCardle 1974).

1.1.3 Nonverbal Behavior Research and Linguistics

The most important contribution of linguistics to the study of nonverbal communication is Pike's (1967) Unified Theory of Human Behavior. Pike's work is an attempt to develop a unified structural framework for the analysis of both verbal and nonverbal behavior. His aim is the extension of language studies to a theory of culture. His methods are those of structural linguistics, tagmemics, as his approach is called. In analogy to the phonemes and utteremes (utterances) of language, Pike postulates such general behavioral units as the acteme and the behavioreme. Outside of the school of tagmemics, these proposals have not yet had a great impact on nonverbal behavior research, but Pike's principles of emic and etic research (cf. Structuralism 1.1.3) have been highly influential in many fields. For further studies of nonverbal behavior in the context of linguistics and discourse analysis, see Duncan & Fiske (1977), Key, ed. (1980), Goodwin (1981), and Scherer & Wallbott (1985).

1.1.4 Nonverbal Communication and the Semiotic Field

Applied research in nonverbal behavior is of interest to several other areas of the semiotic field such as literature (Poyatos 1983), narratives (Müller 1981), rhetoric (McCroskey 1968; see Gesture 2.3.3), theater (see Gesture 2.3.4), the comics (q.v. 3.), advertising (Goffman 1976, Umiker-Sebeok 1979), other media (Bosmajian 1971, Bölme 1982), and teaching (Smith 1984).

1.2 Extension of the Field

There are broad and narrow definitions of the field of nonverbal communication (cf. Harrison 1974: 27-29, Harper et al. 1978: 2-4, Patterson 1983: 1-11). In its broadest definition, nonverbal communication has been determined according to the formula "communication minus language," thus including animal and visual communication. In its narrowest definition, it is restricted to behavior which is concomitant of verbal communication (cf. Kendon 1981: 3-4, Posner 1985a: 241-42). In this handbook, nonverbal communication is any nonlinguistic human somatic mode of semiosis.

Central domains of the field are those included in this section: gesture, kinesics, and "body language," facial signals, gaze, tactile communication, and proxemics. Only chronemics is less often discussed as a domain of nonverbal communication. Mostly, paralinguistics is also considered a central domain of the field, but in this handbook vocal communication is discussed as an area of language studies. Several surveys of nonverbal communication include research on bodily appearance and clothing (Argyle 1975: 323-44, Key 1975: 27-29; 1977: 116-17, Leathers 1976: 85-115, Knapp 1978: 152-95, Kendon 1986a). Among the topics of study in appearance are physical attractiveness (Adams 1977),

In spite of the fact that Wescott (1966) has proposed to study the communicative functions of taste and odor in disciplines for which he proposed the designations of geustics and osmology, these areas have remained marginal domains of research. For discussions of olfactory signals see Key (1975: 110-14; 1977: 113), Leathers (1976: 155-65), Poyatos (1976; 1983), Knapp (1978: 169-71), and Sebeok, ed. (1986: 647-48). For a few remarks on gustatory signals see Eisenberg & Smith (1971: 119-20) and Poyatos (1976; 1983). The related topic of culinary semiotics has been given more attention (Sebeok, ed. 1986: 157-62, Zeitschrift für Semiotik 4.4 [1982]). More exotic topics which some authors have studied within the field of nonverbal communication include telepathy (Leathers 1976: 169-98) and extraterrestrial communication (Key 1977: 37).

1.3 Neighboring Fields

Some taxonomies of nonverbal communication include domains which have a different systematic place in this handbook. Thus, topics of zoosemiotics are discussed in the context of nonverbal communication by Hinde, ed. (1972), Krames et al., eds. (1974), and Argyle (1975: 18-49). Topics from the semiotic field of language studies which appear in nonverbal communications research (cf. Key 1977) are paralinguistics (frequently; cf. 2.1), sign languages, and language substitutes. One of the earliest books on nonverbal communication (Ruesch & Kees 1956) also includes portions of the semiotic field of visual communication, namely, "messages through objects and pictures." Except for Harrison (1974), this view is not adopted by other researchers in the field, but the view that all nonlinguistic messages should be defined as nonverbal is also taken by semioticians such as Rossi-Landi (1968: 66-82). Lange-Seidl (1975) has a similarly broad concept of the sphere of nonverbal signs.

2. Terminological Considerations

There has been some terminological criticism of the concept of “nonverbal communication.” It has been deplored that it gives only a negative characterization of a field of research, that it is often too broad or too vague in its scope, and finally that the nonverbal cannot be successfully separated from other modes of communication. In view of the high degree of acceptance which this designation has found in the research field under discussion, the total rejection of the term, which Sebeok proposes in view of the "morass of nomenclature" (1976: 158; 1977: 1065-66), has found little resonance. Evidently, terms cannot be expected to derive their definition from their own etymology.

2.1 Verbal, Vocal, and Nonverbal

Some authors have discussed or proposed the terms vocal vs. nonvocal as an alternative to the verbal-nonverbal dichotomy (Laver & Hutcheson, eds. 1972: 12, Poyatos 1976: 23-25; 1983: 66-69), but these are in fact overlapping categories. Verbal means "of words," which can be acoustic (vocal) or visual signs (see Writing). Thus, the two fields of communication by language and by somatic (bodily) signs can be subdivided as follows (cf. Poyatos 1976: 23-25):

1. Verbal-vocal communication comprises messages of a spoken natural language.
2. Nonverbal-vocal communication (cf. Helfrich & Wallbott 1980: 268) comprises the field of paralinguistics and some other nonlinguistic uses of the human voice (e.g., screaming, laughing, etc.).
3. Verbal-nonvocal communication is carried
4. Nonverbal communication (cf. Helfrich & Wallbott 1980: 268) comprises the somatic signs in time and space dealt with in this section.

2.2 Communication Excluding and Including Language

Studies which "insist on viewing nonverbal communication as 'communication minus language' " have been criticized by Sebeok for "encompassing an astounding congeries of topics" (1977: 1065). In agreement with this criticism, the field of nonverbal communication is restricted in this handbook to nonlinguistic somatic modes of communication (cf. 1.2).

Another criticism of nonverbal communication research has been that its establishment as a separate field of study threatens to separate artificially language from concomitant modes of semiotic behavior (cf Kendon 1977: 211; 1980b: 30-31, Sebeok 1977: 1065, Knapp 1978: 3). A number of authors have consequently preferred the term face-to-face-interaction (e.g., Kendon et al., eds. 1975, Duncan & Fiske 1977) for their approach to the field. This criticism is justified as a memento for the necessity of an integrated view of semiotic behavior in all of its contexts but cannot discredit attempts at the analytic isolation of the various components of semiosis. There are furthermore various degrees of autonomy of the codes of nonverbal communication in relation to language (cf., e.g., the relative autonomy of gestural emblems in Gesture 2.2).

3. Nonverbal Behavior, Sign, and Communication

Nonverbal behavior raises the question of the threshold of semiosis: According to which criteria is human behavior to be considered as sign or communication? (Cf. Gesture 2.1, Tactile Communication, and Communication 2.) The answers depend, of course, on the definitions of these terms. As discussed in the chapters on sign and communication, the plurality of criteria which may be valid independently suggests an approach which determines semiosis according to various degrees of semioticity. The lowest degree of semiosis would be the pansemiotic position, and the highest degree would include all of the additional restrictive criteria discussed in the following. For good surveys of and proposals for the solution of these questions at issue, see Knapp (1978: 2-12), Patterson (1983: 37-55), and Posner (1985a).

3.1 The Pansemiotic View

According to the pansemiotic view, all nonverbal behavior is communication (cf. Patterson 1983: 37-38). This is basically the position of the proponents of the metacommunicative axiom of the impossibility of not communicating (see Communication 2.6). Goffman, for example, argues that "although an individual can stop talking, he cannot stop communicating through body idiom; he must say either the right thing or the wrong thing. He cannot say nothing" (1963: 35). Those who reject this very broad concept of communication will have to admit that nonverbal behavior is a permanent source of potential messages (cf. Communication 2.6.2).

3.2 Unilateral Semiosis

In unilateral semiosis, the nonverbal behavior is a sign either only to the receiver or only to the sender. In the first case, semiosis is observation, diagnosis, or interpretation (see Communication 2.1). In the second case a sign is intended, but the receiver is not aware of it. This situation is also defined as "unsuccessful communication" (cf. Posner 1985a: 243). To many semioticians, unilateral semiosis implies a sign but is not yet communication.

Intentionality and awareness are two related
categories of behavior which may be present independently in the production and in the reception of signs. Intentional (also goal-directed or purposive) behavior is described from the sender's perspective. Only bilateral communication is intended and interpreted as intended ("successful communication"; cf. Posner 1985a: 243). In unilateral communication, intentionality may be present in the following types of situation (cf. MacKay 1972: 24): The sign is (1) intended but not interpreted as intended, or (2) not intended, but interpreted as intended. (Nonintentional behavior which is not interpreted as such would not qualify as semiosis at all.)

Awareness describes the degree to which signs may be conscious or unconscious to the receiver (R) or to the sender (S). According to Argyle, this feature is mostly unilateral in nonverbal semiosis (1975: 7). The following cases may be distinguished (cf. ibid.): (1) Both S and R are mostly unaware of the sign. (According to Argyle, this situation is typical of most nonverbal modes of semiosis.) (2) S is unaware and R is aware of the nonverbal sign (e.g., in diagnosis). (3) S is unaware and R is unaware but influenced (e.g., gaze shifts or pupil dilation). (4) S is aware but R is unaware (as, e.g., an actor employing certain gestures).

3.3 Bilateral Communication

According to Wiener et al., nonverbal behavior is communicative only when it is bilateral (cf. Communication 2.3). To these authors, nonverbal communication involves "(a) a socially shared [. . .] code, (b) an encoder who makes something public via that code, and (c) a decoder who responds systematically to that code" (1972: 186). To these and other authors (Posner 1985a: 243), unilateral semiosis can imply only nonverbal signs but no communication. An additional criterion of bilaterality in nonverbal communication is interaction (Ekman & Friesen 1969: 56, Posner 1985a: 243): The nonverbal behavior of an agent is interactive if it influences or modifies the behavior of other persons. Since many modes of semiosis studied in the field of nonverbal communication are clearly unilateral, the requirement of bilaterality seems to be too strong as a criterion for a definition of the field.
Gesture, "Body Language," and Kinesics

This chapter deals with the semiotic potential of the human body from hand and arm gestures to posture and body movements. Following Birdwhistell, this field of research is often subsumed under the designation of kinesics, but many social psychologists use this term only for Birdwhistell's own structuralist approach to the field. The study of gesticulation (parallel to speech) and of spontaneous and coded gestures is of concern to many fields of semiotic research, in particular to rhetoric, theater, ritual, and to language, speech and its origins. Special gestural languages are discussed in the chapters on sign languages and language substitutes.

1. Survey of the Field

The "language of the body" is a field which extends from subconscious emotional expressions to highly conventional and ritualized forms of behavior. The diversity of approaches to and research interest in this field of study is reflected by differences in terminology.

1.1 State of the Art

A survey of the state of the art in this vast field of research must remain far from comprehensive. In addition to monographs, anthologies, and bibliographies on nonverbal communication in general, which deal extensively with this field, the following more specialized publications may be consulted: On gestures, see Critchley (1975), Nespoulous et al., eds. (1986), and Kendon's (1986b) survey in the special issue of Semiotica (62.1/2) entitled Approaches to Gesture. A popular but richly illustrated account of gestures is Morris et al. (1979). Classics in the history of research in gestures are Darwin (1872), Wundt (1900), Bühler (1933a), Wolff (1945), and Efron (1941). On posture and body movement see Scheflen (1972; 1973), Argyle (1975), Morris (1978), and Lamb & Watson (1979). Bibliographies are Davis, comp. (1972) and Davis & Skupien, comp. (1982). For kinesics see 3.

1.2 Terminology and Scope

The subdivision of the field of nonverbal communication varies considerably with respect to gesture and kinesics, at least from a terminological point of view.

1.2.1 Gesture

A gesture in the narrower sense is bodily communication by means of hands and arms and to a lesser degree by the head. This narrower concept excludes nonverbal communication by posture and body movement (see 1.2.2) and facial expression (cf., e.g., Abercrombie 1954: 3, Morris et al. 1979). But in a broader sense of
gesture, not adopted here, the latter modes of expression are also included, for example, when Hayes defines gestures as "any bodily movement excepting that of vocalization made consciously or unconsciously to communicate either with one's self or with another" (1966: 627).

In a still broader sense, gesture has been used by some authors as a fundamental term for any act of communication. Such broad definitions include the concept of vocal gesture. Mead (1934) uses the term gesture in this broad sense as a key concept of his theory of symbolic interaction to describe communicative acts of humans or of animals. In his behavioristic framework, Mead defines gestures in terms of their effect on the receiver: "The gesture is that phase of the individual act to which adjustment takes place on the part of other individuals in the social process of behavior" (1934: 46). Mead further distinguishes between unconscious and conscious gestures. Only the latter are "significant symbols," but "a gesture is not significant when the response of another organism to it does not indicate to the organism making it what the other organism is responding to" (ibid.: 81).

The concept of vocal gesture has also been used to refer to the expressive function of language in general. In this sense, Sapir defines the paralinguistic characteristics of a speaker's voice as "a form of gesture" (1949: 535). Within poetics, a theory of language as gesture has been developed by Blackmur, based on the argument that "when the language of words most succeeds it becomes gesture in its words" (1935: 3).

1.2.2 "Body Language"

For lack of a better term, bodily communication by posture, body motion, and orientation will be subsumed under the designation of body language. Although this term is rather controversial (cf. Sebeok 1976: 160), it is used not only by popular authors (Fast 1970, Bonnafont 1977) but also by scholars such as Scheflen (1972), Birdwhistell (1974), Key (1975: 76-106), Dittmann (1978), and Raffler-Engel, ed. (1980: 2). The major objection against this term is that bodily communication has only few features in common with linguistic codes (cf. Dittmann 1978: 81-93, Scherer et al. 1979: 178). An older term for the field of bodily communication is pantomime (cf. Frijda 1965, Adler 1979: 8-30), but generally this concept is restricted to theatrical performances.

1.2.3 Kinesics

The concept of kinesics is derived from the Greek κίνησις "movement." Birdwhistell, the founder of kinesics, defined it as the "systematic study of how human beings communicate through body movement and gesture" (1952; 1955: 10) and also as the "systematic study of the visually sensible aspects of nonverbal interpersonal communication" (ibid.: 12; 1960: 54). In this definition, the scope of kinesics covers most of the field of nonverbal communication. In this sense, Duncan, for example, enumerates "gestures and other body movements, facial expression, eye movement and posture" as modalities of kinesic behavior (1969: 118), excluding only paralanguage, proxemics, olfactory and tactile communication, as well as dress and cosmetics. Key (1975), Harper et al. (1978: 119), and Knapp (1978: 12) give a similar outline of the scope of kinesics. Raffler-Engel, ed. (1980: 3) even includes proxemics. Other authors, however, prefer to define kinesics not as a field of study but as the specific approach to nonverbal communication developed by Birdwhistell (e.g., Argyle 1975, Scherer & Wallbott, eds. 1979, Scherer & Ekman, eds. 1982). As such, kinesics will be surveyed in this chapter.

1.2.4 Kinemics

Because of its foundations in linguistic structuralism, kinesics was early included in the field of semiotics (cf. Sebeok et al., eds. 1964 and Eco 1968). Birdwhistell's emic principles of research made it seem consistent to suggest the term kinemics for this approach to nonverbal communication, analogous to phonemics and proxemics (cf. Lange-Seidl 1975: 246). This term appears in the dictionaries of Pei & Gay-
nor (1954) and Hartmann & Stork (1972) but was not widely adopted elsewhere. An independent approach to the study of body movements is proposed by Schutz (1976) under the designation of kinesiology. It includes a surface structure representation called kinetics and an underlying representation of movement called kinemics.

1.3 The Sign Repertoire

A preliminary survey of the sign repertoire of the human body shows that the major communicative potential of the human body is by gestures, whereas only weakly coded messages can be conveyed by "body language."

1.3.1 General Typology of Gestures

One of the most influential classifications of gestures was developed by Ekman & Friesen (1969; 1972; Ekman 1976; 1980b). In further development of Efron's (1941) theory of gesture, this classification comprises the following five categories of nonverbal behavior:

1. **Emblems** are gestures "which have a direct verbal translation, or dictionary definition" (Ekman & Friesen 1969: 63). They are conventional and generally intended signs which are autonomous in relation to language. But "an emblem may repeat, substitute, or contradict some part of the concomitant verbal behavior" (ibid.). For a survey of emblematic codes, see 2.2.

2. **Illustrators** are speech-related gestures serving to illustrate what is being said verbally. A less technical term for this type of nonverbal communication is gesticulation (cf. Kendon 1986b: 7). For these gestures see 2.3.1.

3. **Affect displays** are nonverbal (mostly facial) expressions of emotions and affects.

4. **Regulators** are speech-related gestures which regulate the verbal interaction between speakers and listeners (see 2.3.2).

5. **Body manipulators** are movements of touching or manipulating one's own body (e.g., scratching the head, licking the lips) or an object (e.g., playing with a pencil). Such acts of subconscious autocommunication are interpreted as adaptive efforts to satisfy self or bodily needs or to manage emotions (cf. Ekman & Friesen 1969: 84). For further studies and illustrations see Kiener (1962: 239-344), Feyereisen (1974), and Morris (1978: 102-105).

1.3.2 "Body Language"

Postures, body orientation, and body movement form the sign repertoire of the human "body language." On the basis of anthropological data from different cultures, Hewes (1957) has developed a typology of postures which distinguishes no fewer than one thousand static positions (such as standing, sitting, squatting, kneeling, and lying) of the human body. Body motion and orientation have also been the subject of elaborate systems of description (Rosenfeld 1982). Yet, the communicative function of these etic modes of behavior is far from certain. Interpretations of "body language" have focused on the following dimensions of significance.

1. **Cultural specificity:** The number and form of conventional and socially acceptable bodily postures vary cross-culturally (cf. Hewes 1957, Scheflen 1964: 152). Differences in the evaluation of the same postures by males and females from different cultures have been studied by Perrino (1981). Mauss (1935) argued that "the techniques of the body," the simple and practical everyday activities, are not natural but are learned. An example of such culturally determined body movements is the walking styles discovered by La Barre (1964: 195).

2. **Ethological significance:** The degree to which bodily behavior is culturally coded is still disputed. Ethological interpretations of nonverbal behavior give evidence for the universality of bodily behavior (cf. Grant 1968). But most ethological research in body language has so far been concerned with gestures and facial expressions (see 2.5).

3. **Psychoanalytic significance** (cf. Deutsch 1952, Mahl 1968, Feyereisen 1974): Postural behavior of patients during interviews has been interpreted as a symptom of unconscious emotional needs.
4. **Interpersonal relations**: Bodily behavior as an expression of social relations such as status, power, preference, or affiliation has been studied by Scheflen (1964; 1972) and Mehrabian (1969; 1972).

5. **Expressive functions**: Bodily movements as expressions of emotional states have been studied by Ekman & Friesen (1967) and others.

2. **Gestures**

The semiotics of gestures covers three major areas of study: gestures as autonomous signs or even "languages," gestures in contiguity with other modes of sign behavior, and the role of gestures in the evolution of sign behavior (semiogenesis).

2.1 **Gestures as Signs**

The human body is acting at all times. This ubiquity of the body as a medium of expression has given rise to the metacommunicative axiom of the impossibility of not communicating, which was modified elsewhere into an axiom of the merely potential (not necessary) semioticity of behavior, objects, and events (see Communication 2.6.3). The semioticity of the human body in a given situation depends on several pragmatic factors. While there is little doubt about conventional gestures being signs, the semioticity of practical behavior has been questioned.

Cultural differences in the meaning and use of gestures (cf. La Barre 1947; Kendon 1986b: 15–20), even in such widely distributed gestures as those for "yes" and "no" (cf. Jakobson 1972), characterize gestures as arbitrary and in this respect similar to linguistic signs. On the other hand, ethologists have emphasized the universal character of the origin of gestures, which brings gestures closer to natural than to conventional signs.

2.1.1 **Practical and Communicative Gestures**

The question whether everyday practical behavior is communicative or whether a dividing line can be drawn between praxis and semiosis has been raised by semioticians such as Rastier (1968), Kristeva (1969c: 90–112), Greimas (1970: 57–82), and Mukarovsky * (see Prague School). Mukarovsky (e.g., 1978: 40), in his theory of semiotic functions, draws a clear dividing line between praxis and semiosis (cf. Aesthetics 3.2.2). According to this theory, praxis is "immediate self-realization vis-à-vis reality." This occurs "when man reorganizes reality with his own hands so that he can immediately use this reorganization to his own advantage. (He breaks branches in order to start a fire by rubbing them together.)"

With reference to Mauss (1935) and theories of cultural anthropology, Greimas bases his theory of gesturality on the assumption of cultural determination and thus semioticity of all human actions (1970: 60). Nevertheless, Greimas also distinguishes between gestural praxis and gestural communication: Gestural praxis describes behavior whose intention is to "transform the world" and not to communicate any message to those who observe it (ibid.: 69). This criterion, according to Greimas, characterizes two modes of behavior, practical gestures (such as acts performed by a cook in a kitchen) and mythical (e.g., ceremonial, ritual, or magic) gestures.

A basic distinction between gestural praxis and gestural communication, according to Greimas, is in the role of the acting subject (1970: 66–67). In gestural communication, the agent has the role of a sender and is thus the subject of a communicative act of enunciation (cf. Text Semiotics 3.1.2). In gestural praxis, the agent is the subject of the utterance. While the agent of communicative gestures is a "you" for the addressee, the agent of the utterance of gestural praxis remains "he or she" for those who observe it.

The field of communicative gestures according to Greimas is further subdivided as follows (1970: 70–81): (1) attributive gestures, expressions of attitudes and inner states, (2) modal
gestures, expressing phatic (communication-related) and metasemiotic (text-related) functions (see Function 3.2), (3) mimetic gestures, bodily icons of visual events, and (4) playful gestures (gestualité ludique), e.g., dance.

2.1.2 Semiotic Typology

From a semiotic point of view, gestures have been classified with respect to their function and their object relation (see Peirce 3.). In a functional view, gestures are referential when they refer to an extracommunicative object. Gesticulation is emotive when it expresses the sender's feelings, and it is appellative when it is directed toward the receiver. A fourth important type of function is the phatic gesture. It indicates interest in maintaining and regulating the communicative interaction (e.g., turn taking; see 2.3.2). Typologies of gestures from the point of view of their object relation were set up by Wundt (1900) and Bühler (1933a). In terms of Peirce's typology, these and other studies of gestures have distinguished between indexical (pointing), iconic (representing), and symbolic (conventional) gestures. For an attempt at a synthesis of semiotic typologies of gestures, see Nespoulous & Lecours (1986).

2.2 Conventional Gestures (Emblems)

Greetings of the type which Efron (1941: 96) and Ekman & Friesen (see 1.3.1) have classified as emblems have been collected and described lexicographically, which raises the question whether such gestures can be considered codes.

2.2.1 Gestural "Languages"

Like languages, gestural emblems are restricted in their occurrence to specific cultures, but the geographical distribution of gestures according to Morris et al. (1979) does not coincide with language boundaries. Gestural emblems in everyday communication can function as substitutes for single words or sentences. But these gestures hardly form a system of elements in opposition, and gestures are generally not combinable into texts. The sign repertoire of emblematic gestures is rather restricted. Except for special gestures, emblematic gestures have a high variability in usage, conventionality, and distribution (cf. Johnson et al. 1975, Morris et al. 1979). Because of these characteristics, gestural emblems can hardly be considered to form codes. For the comparison of emblematic gestures with language codes, see also Vendryes (1950), Greimas (1970: 57-82), Ekman (1976: 22-24), and Dittman (1978: 81-94).

2.2.2 Lexicography of Gestural Emblems

The lexicography of emblematic gestures in various cultures is still in its beginnings (see Abercrombie 1954). Early international dictionaries of gestures (cf. Brun 1969, Bauml & Bauml 1975) still lack a scholarly foundation. A comprehensive lexicographic survey of the origins and distribution of gestures in Europe is Morris et al. (1979). In Italy Neapolitan gestures and gesticulations have been studied in detail since the nineteenth century (cf. Wundt 1900: 80-96). For gestures in modern Italy see Munari (1963). A lexicon of Italian gestures is also included in Efron's (1941) influential comparative study of Italian and Jewish gestures in New York City. In the context of the teaching of the French language and culture, Brault (1962) and Wylie (1977) give an introduction to gestures in France. German emblems in contrast to gestures used in other countries are studied by Loof (1981) and Kirch (1987).

Flachskampf (1938) collected and commented on gestures in Spain. Green (1968) set up a gesture inventory for the teaching of Spanish. Under the influence of Coseriu's linguistic structuralism, a systematic study of gestures in Uruguay and Argentina was published by Meo-Zilio (1961; 1962). A contrastive study of gestures in Colombia and in the United States is Saitz & Cervenka (1972; cf. Teaching 2.2.1). For gestural emblems in the United States and the methods of gestural lexicography, see Johnson et al. (1975) and the studies by Ekman & Friesen. A contrastive study of emblems in the United States of America and in
other countries in addition to Saitz & Cervenka (1972) is Loof (1981). Gestures in Arab countries are described and discussed by Goldziher (1886) and Barakat (1973). For gestures in Iran and Russia see Sparhawk (1978) and Eismann (1983).

For the study of emblematic and other gestures in literature and folklore, see Wespi (1949) and Röhrich (1967). Gestures in historical paintings are discussed by Siger (1968). On symbolic gestures in medieval iconography, see Garnier (1982). The history of some gestural emblems is discussed by Bates (1975) and Kirch (1987).

2.2.3 Special Gestural Codes

Some types of emblematic gestures are restricted in their usage to special situations, activities, groups, or professions. Such gestures, being highly conventional and necessarily unambiguous, might be considered codes. Some of them come close to being a sign language. Examples of such specialized codes are the gestures used by French transport workers (Cuny 1972), by Canadian sawmill workers (Meissner & Philpott 1975), and by German automobilists (Savigny 1980: 16–20). For references to further specialized gestural codes employed by grain merchants, skin divers, truck drivers, baseball umpires, and hitchhikers, see Kendon (1986b: 8).

2.3 Speech-Related Gestures

Speech-related gestures have been studied in everyday face-to-face interactions and in special rhetorical discourse.

2.3.1 Illustrators

Within the class of gesticulations which Ekman & Friesen (1969; 1972) have classified as illustrators, Ekman distinguishes the following eight subtypes (1980b: 98): (1) batons (gestures which emphasize words; see esp. Scheflen 1972: 51–66, Morris 1978: 56–63), (2) underliners (emphasizing sentences), (3) ideographs (sketching a direction of thought), (4) kinetographs (depicting actions), (5) pictographs (showing objects), (6) rhythmics (depicting the rhythm or tempo of an event), (7) spatials (depicting spaces), and (8) deictics (pointing to objects). While batons have generally only an expressive function, all other illustrators have an indexical or iconic function of reference (cf. 2.1.2). The semantic relation between language and illustrators can be one of emphasis, repetition, substitution, complementation, or contradiction (cf. Mahl 1968).

2.3.2 Regulators

Regulators are gestures of a predominantly phatic function. Head gestures, body movement, and body orientation indicate the speaker's desire for consent and turn taking. Often these gestural regulators run parallel with the linguistic syntax of the discourse. Detailed research in the "grammar" of regulators has been done by Scheflen (1964; 1972; 1973), Duncan (1973; 1975a; b), Duncan & Fiske (1977), Kendon (1972; 1977; 1980c), and Goodwin (1981).

2.3.3 Rhetorical Gestures

Pronuntiatio, the art of the gesturally and vocally efficient delivery of a speech, was a constituent part of ancient rhetoric (q.v. 2.1.2). Quintilian discusses it at length in De institutione oratoria (1, 11, 17), where he defines the rhetorical study of gestures as chironomy or the law of gesture. Renaissance scholars led the study of gestural rhetoric to a new climax. Bulwer's Chirologia: or the Natural Language of the Hand (1644) contains a comprehensive dictionary of illustrative and emblematic gestures (e.g., for "threatening," "despair," "imploring," etc.) which indicate a high degree of codification in oratorical gesticulation. Bulwer's Chirologia is also a treatise on the natural and universal character of gesticulation (cf. Sign Language 2.1.3, Universal Language 1.3.4). For further accounts of the history of gestural rhetoric, see also Joseph (1951) and Siger (1968).

Manuals of rhetoric continued to include instructions on rhetorical gesticulation until the nineteenth century (e.g., Bell & Bell 1884).
During this time, there were first attempts at the development of a system of notation of gestures and body movements in public speech (cf. ibid.: 29-31 and Austin 1806). For oratorical gesticulation in modern times, see also Morris (1978: 56-63) and Morris et al. (1979).

2.3.4 Theatrical Gestures

Gesticulation and "body language" in theater have a twofold sign character (cf. Skwarczynska * 1974: 343): on the one hand, they are emblems, illustrators, or regulators with semiotic functions like everyday gestures. On the other hand, they are iconic signs representing the behavior of persons in an extratheatrical world. Theatrical gesture and "body language" thus permanently have a semiotic function, whereas gestures in everyday communication are only potentially communicative. For a more comprehensive account of gestures and "body language" in the history of theater, see Joseph (1951), Pavis (1981), Poyatos (1982b), Fischer-Lichte (1983a: 60-87; 1983b: 45-56; 1983c), and Helbo (1983a).

2.4 Gestural Texts: Rituals and Artistic Performances

Gestural texts (cf. Greimas & Courtés 1979: 136) are language-independent modes of nonverbal semiosis comprising aesthetic and artistic performances (e.g., dance, ballet, acrobatic numbers, pantomime) as well as rituals and ceremonies.

2.4.1 Nonverbal Artistic and Aesthetic Performances

Semiotic approaches to aesthetic and artistic gestures have been developed by Ikegami (1971) in a stratificational analysis of hand gestures in Indian classical dancing, by Bouissac (1973) in his study of body movements in acrobatics, and by Scotto di Carlo (1973) and Shapiro (1981) in studies on ballet and gestures in operas. A recurring topic of the semiotics of artistic gestures is the development of a notational system for gestures and body movements. For the field of dance, such a notational system was introduced under the designation of labonotation (Hutchinson 1954).

2.4.2 Rituals and Ceremonies

Gestures are a dominant feature of religious rites and secular ceremonies, even where these are accompanied by language. Ritual and ceremonial gestures are distinct from practical as well as from communicative gestures (cf. Langer 1942: 49, Trabant 1976a: 92-97). Their function is mainly a phatic one: They serve to establish, change, confirm, or restore social relationships (cf. Argyle 1975: 172-92). The form of rituals and ceremonies is strictly determined by cultural convention and regular repetition. Because of these characteristics, the term ritual has been extended to common acts of everyday phatic interaction which are neither religious nor ceremonial in the narrower sense, e.g., greeting and farewell gestures, social meetings, or family reunions. For these and other aspects of ritual, see Goffman (1967), Shaughnessy (1973), D'Aquili et al., eds. (1979), Knuf & Schmitz (1980), Werlen (1984), and Klein, ed. (1987).

Ritual has been described both as being a language and as being superior to verbal communication. Thus, Langer defines ritual as "the language of religion" but emphasizes that "ritual is a symbolic transformation of experiences that no other medium can adequately express" (1942: 52). In its social function, ritual is related to magic. Langer considers magic a form of ritual (ibid.). But while ritual has primarily the function of social confirmation, magic aims at the transformation of the world of objects.

2.5 Gestures and SemioGenesis

Two topics of major semiogenetic relevance in the study of gestures and nonverbal behavior in general are the phylogenesis of gestures and the theory of a gestural origin of language.

2.5.1 Phylogeny of Gestures

After Darwin (1872), several contemporary ethologists have emphasized the natural and prehuman origin of some universally distrib-
uted gestures and other modes of nonverbal behavior (cf. Hinde 1974: 125-46). Darwin saw the origin of the affirmative nodding and the negative shaking of the head in the infant's inclining its head forward to accept food or withdrawing its head laterally from the breast (1872: 286). Hooff (1972) explains the phylogenetic development of smiling and laughter from the gestures of silent bared-teeth display and relaxed open-mouth display by which subhuman primates express affinity and play. Eibl-Eibesfeldt (1970; 1972; 1984) discusses the evolution of eyebrow movements from an earlier attention signal associated with the widening of the eyes for better vision to various display signals of surprise or interest in humans (see Zoosemiotics 5.2.4).

A key concept in this discussion of the phylogeny of gestures is ritualization, basically the process by which an original behavior becomes a "fixed pattern," often simplified and amplified, and changes or loses its original function. Such processes are studied by human ethologists in the evolution from animal to human behavior and by cultural ethologists (e.g., Koenig 1970) in the history of human cultures. Critics of the phylogenetic study of human gestures have emphasized the cross-cultural differences in the functions of nonverbal behavior (cf. Leach 1972), but in analogy to language it can certainly be argued that the phylogenetic study of gestures can at least reveal evidence about the "etymology" of nonverbal behavior (cf. Zoosemiotics 5.2.1).

2.5.2 Gestural Origin of Language

Comparative studies of the vocal systems of primates and humans have suggested that the vocal tracts of chimpanzees and also of Neanderthal man are or were unsuitable for the development of speech. But while attempts at teaching words of vocal language to nonhuman primates have therefore failed, the teaching of gestural and visual sign languages has been rather successful (cf. Zoosemiotics 2.3.1-2). Such biological and anthropological findings as well as earlier assumptions of or observations about the universality of gestures in humans (Hewes 1974) have given rise to theories of a gestural origin of language (Lurçat 1972, Hewes 1973; 1976, Kendon 1975). Some authors have discussed vocal gestures (see 1.2.1 and La Barre 1964: 206) as a possible connecting link in a phylogenetic evolution from gestures to language. The hypothesis of the evolution of speech from gestures has also been adduced in favor of proposals for the development of an international gestural universal language (cf. Knowlson 1975: 211-23).

The importance of manual gestures in the evolution of language has also been emphasized by the anthropologist Leroi-Gourhan (1964-65). But in his view, there was basically a parallel development of manual activities and vocal language in the phylogeny of man (cf. ibid.: 54-55, 147-53). When the hand became liberated from the task of locomotion, the face became free from the performance of the technical task of collecting food. Thus, the evolution of the hand into the major instrument of homo faber left the speech organs free for the development of an oral language.

3. Kinesics

As discussed above, the concepts of kinesics and kinemics are sometimes used to refer to the whole field of gestures and "body language." But in accordance with an equally current usage, this chapter discusses kinesics only as the particular approach to nonverbal communication developed by Birdwhistell (1952; 1955; 1960; 1961; 1963; 1968; 1970; 1974; 1979).

3.1 Outline of Kinesic Research

Kinesics, the "systematic study of those patterned and learned aspects of body motion which can be demonstrated to have communicative value" (Birdwhistell 1963: 125), is a research program which Birdwhistell (1955; 1960) divides into the following areas of analysis:
3.1.1 Prekinesics

This first field of research, prekinesics, deals with the physiology of body motion. Similar to phonetics, which studies the physiology and acoustics of sounds, the approach is etic and concerned with presemantic structures. Prekinesics isolates the minimal elements of nonverbal behavior which have a differential value within a given context. These distinctive elements are defined as kines.

3.1.2 Microkinesics

A class of kines with the same social meaning, e.g., a “head nod,” is defined as a kineme. The variants belonging to this class are the allokines of the kineme. The study of kinemes constitutes the microkinesic level of research. It presupposes a cultural evaluation of nonverbal behavior since the social meaning of human behavior is culturally variable. Kinemes furthermore combine into larger configurations (see 3.3.2).

3.1.3 Social Kinesics and Kinesic Context

At the stage of social kinesic research, the meaning of body motion within its social and temporal context is studied. Birdwhistell proposes a radically contextual theory of kinesic semantics (1970: 96, 185). No kineme may be said to have any definite meaning irrespective of its context. Only the social context may resolve the question whether, for example, the gesture of a clenched fist is a gesture of anger or the imitation of someone else's behavior, or whether it represents, ironically, a friendly attitude (cf. Kendon 1977: 217). Birdwhistell (1961: 55; 1970: 119) underlines his contextual theory of kinesic meaning by defining gestures as bound morphs (such as -cept, pre-, con-, or -tion in English). "Gestures are forms which are incapable of standing alone." As bound morphs, gestures require a morphological context to achieve identity. A logical consequence of this radically contextual theory of kinesic meaning would be the impossibility of setting up sign repertoires of kinesic codes. Research and results in the lexicography of gestural emblems contradict this assumption.

3.1.4 Parakinesics

In analogy to paralinguistics, the parakinesic level of analysis studies modifiers of kinemes occurring in allokinetic variations of nonverbal behavior. At this level, Birdwhistell distinguishes between motion qualifiers (of intensity, range, and velocity of the movement) and activity modifiers, which characterize the mode of an entire body in motion (1961: 56; 1963: 135).

3.2 Kinesic Notation

Birdwhistell's kinesics also comprises a notation system for body movements (1952; 1970: 257-82). Using base symbols for eight body sections (head, face, trunk, shoulder, hands, legs, feet, and neck), the author develops a complex system of kinegraphs for kinesic recording. Studies such as Pittenger et al. (1960) and McQuown, ed. (1971) have applied this kinesic notation system in integrated analyses of language and nonverbal behavior in psychoanalytic interviews. For other notation systems and the history of recording nonverbal behavior, see Key (1977: 61-91) and Scherer et al. (1979).

3.3 The Kinesic Code

One of Birdwhistell's aims is the discovery of a kinesic code of American everyday life. According to his research program, language is the model of this nonverbal code. Although Birdwhistell is aware of the limitations of the linguistic-kinesic analogy, he considers the model of language to be a useful heuristic device in kinesic research (1970: 82-84, 197, 229).

3.3.1 American Kinemes

Birdwhistell sets up a list of fifty or sixty kinemes which he considers to be basic elements of the nonverbal behavior of an average American (1970: 99; 1974: 218). For example, among thirty-two kinemes of the face and head area, he distinguishes three kinemes of head nod and four of brow behavior. The semiotic status of these kinemes, however, remains uncertain. On the one hand, the kineme seems to be structurally analogous to the phoneme
when it is described as an element of a differential value without a meaning of its own (cf. Birdwhistell 1955: 13; 1968: 198, and 3.1.1-2). Elsewhere, however, Birdwhistell (e.g., 1968: 199; 1970: 100) describes kinemes as significant units of behavior, e.g., when he associates kinemes of brow behavior with semantic modes such as "doubt" or "questioning." This interpretation characterizes the kineme rather in analogy to linguistic morphemes.

3.3.2 From Kinemorphology to Kinesic Texts

Kinemes combine hierarchically to form higher levels of the kinesic code (cf. Birdwhistell 1968: 198; 1970: 101, 195). After the kinemic level comes a morphological level, where kinemes combine into kinemorphs. A class of such units with the same communicative function is defined as a kinemorpheme. The next level of the kinesic code consists of complex kinemorphs. Their linguistic analogy is the word. The kinesic analogy to the linguistic level of the sentence is called a kinemorphic construction. Sequences of such kinesyntactic constructions could be defined as a kinetext (thus Koch 1971b: 222).

3.4 Kinesics and Semiotics

Birdwhistell's approach to nonverbal communication has been criticized from empirical (cf. Harper et al. 1978: 125-26) as well as methodological (cf. Scherer & Wallbott, eds. 1979: 188) points of view. There are doubts about the possibility of discovering a finite list of kinemes and objections against the structuralist segmentation of body motions. Kristeva even raises the objection of a positivistic neglect of the acting subject (1969c: 112). Nevertheless, the importance of kinesics to semiotics is widely acknowledged (cf. Kendon 1977; 1982: 456). Within semiotics, kinesics has provided significant heuristic impulses (cf. Sebeok et al., eds. 1964, Eco 1968). It has shown ways to analyze culturally determined modes of nonverbal behavior as a semiotic system and has thus stimulated methods of research in nonlinguistic codes.
Facial Signals


1. Physiognomy

The permanent features of the face contain essential indices for the identification of a person. These features of an individual's physiognomy form, on the one hand, an autological sign, an index of a person's identity. On the other hand, the same features can be interpreted as a heterological sign indicating the age, sex, or ethnic or family origin of a person. Only some of these features can be individually or culturally changed by cosmetic or other means (cf. Harrison 1974: 115). On the extended possibilities of adopting a new physiognomy by means of a mask in theatrical performances, see Fischer-Lichte (1983a: 100–111).

The history of physiognomics since ancient times has been outlined by Bühler (1933a). In the eighteenth century, Johann K. Lavater (1741–1801) founded a doctrine of physiognomics, followed by Franz J. Gall's (1758–1828) phrenology. Both scholars believed in the possibility of discovering psychological characteristics of a personality from the physiology and anatomy of his or her face and head. Although these assumptions have long since been rejected (cf. Piderit 1867: 149), the popular belief in a correlation between physiognomy and personal character (e.g., "high forehead" as an index of 'intelligence') is a semiotic fact documented both in literature and the visual arts (cf. Kleinpaul 1888: 92ff.) and in empirical investigations of personality judgments by test persons (cf. Argyle 1975: 223–26).

A related assumption about a correlation between human physiognomy and psychology is that in the course of time, habitual facial expressions leave permanent physiognomic traces in a person's face. Verifications of this assumption held by some traditional psychologists (Piderit 1867: 157, Lersch 1932: 21, Leonhard 1976: 251) will hardly be possible.
2. Facial Expression

The variable semiotic potential of the face is usually studied under the heading *facial expression*. Eyebrows and forehead, eyes (see Gaze), nose, lips and jaw, cheeks, and skin are the regions by which facial signals can be transmitted (cf. Nummenmaa 1964, Leonhard 1976).

2.1 Functions

The major functions of facial signals are expressive (of emotions), phatic, and conative (in communicative interactions). With these functions, facial expressions occur independently of speech, parallel with speech (as interactional signals; cf. Argyle 1975: 213), and dependent on or even derived from speech (e.g., facial movements in connection with phonetic articulation; cf. Vendryes 1950: 12ff., Sarles 1977: 214). In their primary function, spontaneous or intended signals of the face are indexical signs. But derived from such primary situations of semiosis, facial signals also occur as mimic behavior transmitting signals by imitation (cf. Morris 1978: 28-29). In these cases, facial signals are iconic signs.

2.2 Research Strategies

Facial expression has been the topic of an intensive research tradition (cf. Vine 1970, Harper et al. 1978: 77-118, Wallbott 1979, Ekman 1982). The major research methods for the exploration of the "language of the face" (thus Nummenmaa 1964, Izard 1971, Ekman et al. 1972, Stringer 1973) have made use of an indirect semiotic strategy: The researchers do not investigate the producer but the receiver of facial signals. Usually, test persons are asked to describe their evaluations of facial expressions presented to them (often in the form of photos). Such research in facial expression does not directly investigate the expression of emotions but rather the discourse about expressed facial emotions. A more objective system of notation of facial action, the *Facial Action Coding System* (FACS), has been developed by Ekman & Friesen (1978). It is based on a technique of describing facial movements as a result of the actions of the facial muscles involved.

2.3 Elements of Expression and Content

Facial signals are usually evaluated on the basis of (pictures of) the whole face. Some authors have experimentally isolated the forehead and eyebrows, eyes, nose, and mouth as regions of the face where emotional meanings may be discovered independently (Nummenmaa 1964, Ekman et al. 1971). For experiments in evaluating emotions on the basis of a commutation test in which elements of schematic drawings of faces are permuted, see Argyle (1975: 217). An attempt at setting up an inventory of facial elements of expression together with a proposal for a notation system has been made by Birdwhistell (1970: 260).

The semantic space of facial signals has been described in various emotional categories (cf. Izard 1971, Ekman et al. 1972, Ekman & Friesen 1975). While the free verbalization of facial expressions by test persons could yield an almost unlimited number of emotional meanings, the *a priori* reduction of possible responses to basic categories of emotion such as fear, disgust, happiness, anger, or interest usually results in a relatively high agreement in the evaluation of facial signals.

3. Universality and Cultural Determination

Since Darwin (1872; cf. Ekman, ed. 1973), ethological research has emphasized the phylogenetic determination and thus the universality of facial expressions of primary affects such as happiness, fear, or anger (cf. Eibl-Eibesfeldt 1967; 1972, Vine 1970, Chevalier-Skolnikoff 1973; see also Gesture 2.5.1). On
the other hand, cultural anthropologists such as La Barre, Birdwhistell, and Mead (cf. Ekman 1972) have considered culture to be the major determinant of facial expression.

A synthesis between the positions of universal invariance and cultural determinacy of facial expressions has been outlined by Ekman (1972; Ekman et al. 1972: 153-68). According to his neuro-cultural theory of facial expressions of emotion, the signals of the human face are determined both by nature and by culture. On the one hand, the movements of the facial muscles resulting from primary emotions are controlled by a neurological facial "affect program" which constitutes the pan-cultural basis of facial expressions. On the other hand, this neurological basis is culturally modified by the following factors: (1) The elicitors causing an emotional reaction can become individually and culturally variable by learning experiences. (2) The universal facial affect program can be modified by cultural display rules by which felt emotions are intensified, de-intensified, neutralized, or masked. On the latter processes of nonverbal masking and deceit, see Ekman (1985).
Gaze

In a cliché of popular culture, the eye is "the mirror of the soul," and archaic cultures believe in the magic power of the "evil eye." Such views epitomize the great social significance of gazing behavior. Semiotic functions of the eye and of visual interaction have been explored by cultural ethologists (Koenig 1975), social psychologists (Ellgring 1975; Argyle & Cook 1976), linguists (Ehlich & Rehbein 1982), and many other interdisciplinary researchers in nonverbal communication (cf. Harper et al. 1978: 171-245, Exline & Fehr 1978, Knapp 1978: 294-321, Scherer & Wallbott, eds. 1979: 59-102).

1. The Sign Repertoire of the Eye

Gazing behavior is one of the most impressive examples for illustrating Watzlawick's metacommunicative axiom of the impossibility of not communicating (see Communication 2.6.2). In social interaction, both gazing and not gazing at the other person may be equally communicative. Communication by gazing has been analyzed according to three major variables: frequency, duration, and gaze direction. For the frequency and duration of gazing in verbal interaction, see Duncan & Fiske (1977: 80-88). Modes of gaze direction, as discussed by Cranach & Ellgring (1973: 421-22), are one-sided gaze, mutual gaze (eye contact), gaze shift, one-sided and mutual omission and avoidance of gaze. For the further development of the typology of gazing behavior into a more comprehensive taxonomy of the sign repertoire of the eye, see Ehlich & Rehbein (1982: 48-77).

Apart from these studies in eye movements and the research in eyebrow behavior (see Facial Signals), the eyelids and the pupils are two further domains of potential semiotic significance in gazing. Little research has been done on the significance of lid movements (cf. Ehlich & Rehbein 1982: 23-42, and see Maranda 1986 on the semiotics of blinking), but studies on pupillary reactions claiming that pupil dilation and constriction can be interpreted as an index of the degree of emotional arousal and interest (cf. Hess & Petrovich 1978) have caused a vivid debate (cf. Harper et al. 1978: 228-33).

2. Functions of Gaze

The primary functions of gaze are phatic, expressive, and conative.

2.1 Phatic Function

In verbal interaction, the phatic function of gaze lies in its monitoring role in the initiation and maintenance of conversation. Among several other functions of gazing discussed by Ar-
gyle & Dean (1965: 303), the following three refer to such phatic functions: (1) signaling that the channel is open (for further interaction), (2) information seeking, and (3) establishment and recognition of social relationship (cf. also Argyle et al. 1973). The phatic function of gaze is more apparent in the gaze patterns which accompany conversational turn taking (Kendon 1977, Goodwin 1981). For example, it has been shown that the avoidance of eye contact in conversation is an index of the speaker's desire to continue speaking, while the prolonged looking at another person is a signal for this person to speak next (cf. Kendon 1977: 48). For more detailed studies in the correlation between gaze and speaking, see Ellgring (1975), Harper et al. (1978: 184-89), Ekman (1980a), and Ehlich & Rehbein (1982).

2.2 Expressive and Conative Functions

Nummenmaa (1964) conducted tests in which photographs of eyes isolated from the rest of the face were presented to test persons. The results showed a significant agreement in the evaluations of emotions such as 'pleasure,' 'surprise,' and 'anger' which were attributed to the eyes (see also Argyle & Cook 1976: 75). Such gazes testify to the expressive function of looking behavior. On the less certain assumption that eyes might also express personality traits, see Piderit (1867: 42-52), Lersch (1932: 40-81), and Leonhard (1976: 120-36). For racial and sex differences in gazing, see Henley (1977: 151-67).

While gazes with an expressive function convey information about the addressee, the conative function dominates when the message focuses on the addressee. Such functions of gazing are less clearly identifiable in isolation from the facial and social context of the eye. Nevertheless, not only the proverbial phrase "if looks could kill" but also research on gazes as indices of intimacy, sympathy, hostility, aggression, or dominance (Argyle & Cook 1976, Ellsworth & Langer 1976, Harper et al. 1978: 189-215) testify to the conative function of gaze.

3. Culture and Nature in Gazing

Like other facial signals, gaze has both a biological and a cultural basis (cf Argyle & Cook 1976: 1-34). Phylogenetically, staring eyes are a threat signal for many animal species. For several primate species, the glance has been shown to be a signal by which social dominance is established or strengthened. For the glance as signal of power and preference in humans and nonhuman primates, see Exline (1971). Several species have developed eye rings to augment the semiotic function of their eyes, and the eyespots on the wings of butterflies and the bodies of birds and fish have been interpreted as examples of mimicry, instances of protective resemblance (cf. Eibl-Eibesfeldt 1967, Koenig 1975). In human cultures, the motif of the evil eye (cf. ibid.) seems to be an archetypical pattern of a threat signal. On the ontogenetic functions of gaze in the development of the human infant, see Argyle & Cook (1976: 9-16).

Cultural differences in gazing behavior appear in both frequency and length of eye contact (cf. Argyle & Cook 1976: 26-34). These differences show that looking at each other is socially more acceptable in some cultures than in others. Eibl-Eibesfeldt reports similar cultural differences in eyebrow behavior (1967: 467). Correlations which exist between eye contact and interpersonal distance (cf. Argyle & Dean 1965) have also been studied as an indicator of proxemic behavior. On sex differences in looking and on possible personality differences, see Henley (1977) and Harper et al. (1978: 216-26).
Tactile Communication

Tactile information transfer is one of the most primitive forms of communication. Its semiotic importance decreases in moving from zoo- to anthroposemiotics. Nevertheless, many social psychologists have considered bodily contact as an autonomous mode of nonverbal communication (cf. Argyle 1975: 286-99, Leathers 1976: 141-68, Henley 1977: 94-123, Knapp 1978: 242-62). Occasionally, tactile communication is subsumed under proxemics (cf. Kauffman 1971, Harper et al. 1978: 295-302). From semiotic points of view, tactile information raises the question whether touching can be a sign, communication, or even a code. A specialized use of the tactile channel is for the purpose of a speech surrogate.

1. Tactile Semiosis

Information via the tactile channel becomes less significant in the course of onto- and phylogenetic evolution. Culturally, touch has become not only restricted in its communicative potential but also repressed by the norms of societies.

1.1 The Tactile Channel

The receptors of tactile information are sensory cells of the skin. The tactile channel is therefore also defined as the cutaneous channel (Geldard 1977: 212). Physiological classifications of the cutaneous sensory channels (Moles 1986: 1073) distinguish between sensitivity to pressure (touch) and pain, thermal, sensual (erogenous), and vibrational sensitivity, and muscular reactivity. The tactile channel of communication belongs to the physiochemical channels which further comprise the two chemical channels of smell and taste. Compared to other channels, the skin has the following advantages as a medium of communication: It is the largest human sense organ, relatively "traffic-free," freely oriented toward potential sources of information, and less vulnerable than the eye or ear. "As with audition, there is little redundancy in cutaneous information . . . [and] it can be presented only when needed" (Geldard 1977: 213-14).

1.2 Semiogenetic Functions

Basic phylogenetic functions of cutaneous information are biological protection and reproduction (cf. Zoosemiotics 3.4.2). Ontogenetically, the importance of touch is evident from the infant's basic need of body contact. In the course of biological evolution, visual and auditory information becomes more important than the tactile channel. The advantage of sight and hearing over touch is that they permit communication at distance. Yet, in the case of the
loss of sight and hearing, the skin remains the only channel of communication which is able to substitute visual and acoustic information. As the life of Helen Keller proves, even language can be transmitted by tactile information.

1.3 Cultural Semiotics of Touch

Bodily contact is culturally coded with respect to its quality and quantity (Frank 1957: 237-43, Montagu 1971: 220-92, Argyle 1975: 286-99). An extreme form of reglementation of bodily communication is the cultural repression of touch (cf. Montagu 1971: 236-40). Empirical investigations into the frequency of bodily contact in public places (cf. Harper et al. 1978: 296-97) in different countries have confirmed Hall's (see Proxemics 2.) distinction between contact and noncontact types of culture. Arabs, Latin Americans, and Southern Europeans belong to the former cultures with relatively high degree of bodily contact, while Asians, Indians, and Northern Europeans are noncontact cultures (cf. Watson 1970: 115). For the low degree of bodily contact in the Japanese culture, see also Barnlund (1975: 444-47). Argyle reports that in English-speaking countries bodily contact is more frequent in working-class families than in other social groups (1975: 290). Other variables of bodily contact are age, sex, relationship of the persons involved, and place and time of the encounter. For specific tactile codes of different cultures, see 2.3.

2. Tactile Signs and Codes

The semiotics of touch raises the question whether and under which conditions tactile information can be sign, communication, or even code.

2.1 Communication

Tactile information is precommunicative when there is contact with an object without a sender (e.g., hitting a stone; cf. Communication 2.1). Whenever touch is caused by a human being, the act of touching is potentially communicative. It may then be perceived as noncommunicative when it is unintentional and uncoded (e.g., body contact in a crowd). But occasionally, unintentional touching may nevertheless communicate subconscious intentions and/or be interpreted as such an intention. When touching deviates from cultural norms (cf. 1.3) or when it is coded (cf. 2.3), it is usually interpreted as an act of communication.

2.2 The Tactile Sign

Tactile communication raises the question of meaning and of the tactile sign. The most general meanings of uncoded bodily signals are various modes of interpersonal relationships such as nurture, affiliation, friendship, aggression, or sexuality. Whether a punch in the face is a sign or not, is a popular test question for semioticians. Bodily aggression is evidently more than a verbal threat or insult, but both may be interpreted very similarly (also in court). Both may cause the same "disposition to respond," as Morris would say. The semiotic difference between verbal and bodily aggression has to do with the difference between meaning and reference. The meaning of both acts ("threat," "danger") and the "disposition to respond" are similar or even identical. But the distinction is one of reference. In bodily attack, the signifier, which is the act of physical aggression, has as its referent the tactile experience of pain connected with this very aggression. In verbal "attacks," the linguistic signifier is only a semiotic means which inflicts no immediate physical pain, but its referent includes a potential physical attack.

2.3 Codes of Tactile Behavior

Although most interpersonal tactile forms of behavior are culturally determined and thus coded, the semioticity of psychosemiotic and sociosemiotic acts such as aggression and
stroking is relatively low because of the high universality of their occurrence. A number of tactile signs, however, have a higher degree of semioticity and may be considered to belong to weak codes. Examples (cf. Argyle 1975: 294-96) are signs of greeting (shaking hands, embracing, or kissing), congratulating, attention, and guiding, and finally, with a further semiotic dimension, ceremonies. For the semiotics of such interactional signals, see also Morris (1978: 86-101).

2.4 Tactesics and Tactemics

In analogy to kinesics and as an extension of proxemics, Kauffman (1971) proposes a program of research in tactile communication which she calls tacesics. The term should be corrected to tactesics (from Lat. tactus 'touch,' not from tacere 'to be silent'). Another designation for this field of research, proposed by Wescott (1966), Key (1975), and Raffler-Engel, ed. (1980: 3), is haptics. Kauffman proposes to apply an emic framework to the study of touch (1971: 156). In her view, a system of tactile communication consists of tactemes, tactemorphs, tactemorphic constructions, and finally tactevents. But such analogies to the structural patterning of language, kinesic, and proxemic codes remain largely programmatic. It is doubtful whether systemic properties of tactile communication can ever be discovered which justify the application of these categories.

3. Tactile Language Substitutes

In case of the loss of vision and hearing, the tactile channel is the only one by which language can be transmitted. Most tactile language substitutes are codes that translate the letters of the alphabet into tactile stimuli. The classical and still the most widely used tactile language of this type is Braille. But several alternative digital and analog methods of tactile language substitution have been developed. Geldard (1977) gives a survey of such tactile languages: The channels of communication are mechanical (touching of surfaces, and feeling of vibrations), electromechanical, and electrical. The three major methods of tactile speech encoding are (1) direct speech mediation such as "speech feeling," a technique of feeling amplified sound waves by the skin, (2) pictorial display, devices of cutaneous recognition of tactile patterns analogous to the visual form of letters and images (e.g., tactile TV), and (3) coded languages, e.g., Braille, finger spelling, and electrotactile Morse, including several experimental developments of alphabetic codes such as electrocutaneous "vibratse."
**Proxemics: The Semiotics of Space**

Proxemics in its broadest sense is the semiotics of space. Originally developed by Hall in the context of cultural anthropology, proxemics was early based on semiotic principles. Proxemics in its narrower sense is usually studied as a mode of nonverbal communication, but the semiotics of space is a topic of many more interdisciplinary concerns.

1. Aspects of the Semiotics of Space

Hall's program of proxemic research is concerned with the communicative function of space. The focus of his studies is on differences in spatial behavior between members of different cultures. For empirical results see also Watson (1970), Loof (1976). Later studies have revealed the significance of further determinants of proxemic behavior such as sex differences, age, personality differences, and psychiatric conditions (Harper et al. 1978: 246–70). Such studies are generally carried out within social psychology (reviewed by Sundstrom & Altman 1976). As a special branch of this field, Mehrabian (1976) has proposed a study of space which he calls *environmental psychology*. Approaches to the cognitive psychology of space were developed by Canter (1977) and Moles & Rohmer (1978). Within this research, a new field of study has emerged which is concerned with the semiotics of geographical spaces. The semiogenetic extension of research in spatial behavior leads to interdisciplinary connections between proxemics and zoosemiotics, namely, the study of territorial behavior in men and animals.

The most fundamental dimensions of space have been studied within philosophy (Bollnow 1963, Gosztonyi 1976). For progress in the anthropology of space after Hall, see Segaud (1973), Pinxten et al. (1983), and Watson & Anderson (1987). For the semiotics of places (cf. Boudon 1981) and of space, see also Architecture (1.).

While space in the research fields discussed above is the primary visual or tactile signifier within communicative processes, space is also a topic of semiotic study in the form of linguistically or textually represented space. For various aspects of the semiotics of space, see also the special issue of *Degrés* 35/36 (1983).

2. Hall's Program of Proxemics

Hall popularized his program of proxemic research in his two best-selling books entitled *The Silent Language* (1959) and *The Hidden Dimension* (1966). His seminal ideas were developed more systematically in articles (Hall 1963a, b) and his *Handbook for Proxemic Re-*
search (1974). Many of Hall's early programmatic suggestions only later became the subject of empirical investigation. For the state of the art see also Argyle (1975: 300-22), Baldassare & Feller (1975), Harper et al. (1978: 246-317), and Patterson (1978).

2.1 Definitions of Proxemics

Hall (1963a; b) coined the term proxemics from the Latin root prox- (as in proximity) and the suffix -emic (as in systemic, phonemic). The term indicates the programmatic relationship of his research program to the principles of linguistic structuralism. Watson quotes the following definitions by Hall describing the scope of proxemics (1974: 312):

1. ". . . the study of how man unconsciously structures microspace—the distance between men in conduct of daily transactions, the organization of space in his houses and buildings, and ultimately the layout of his towns" (Hall 1963b: 1003).
2. ". . . the study of ways in which man gains knowledge of the content of other men's minds through judgments of behavior patterns associated with varying degrees of proximity to them" (1964: 41).
3. ". . . the interrelated observations and theories of man's use of space as a specialized elaboration of culture" (1966: 1).

2.2 Dimensions of Research

Hall (1966) and Watson (1974) propose a classification of proxemic behavior according to its spatial extension and its cultural or semiogenetic level. In its extension, proxemic behavior occurs in dimensions which cover micro-, meso-, and macrospace. Microspace is the individual's immediate surroundings, which constitutes a sphere of privacy. Mesospace is the further proximate environment within the person's reach. Macrospace extends over larger territories from settlements to cities and beyond.

Within the cultural dimension, Hall (1966) and Watson (1970: 34-43) distinguish infra-, pre-, and microcultural levels of proxemic behavior. Infracultural proxemic behavior is "rooted in man's biological past" (Hall 1966: 95). It is usually described as territorial behavior. Precultural proxemics refers to man's sensory (tactile, visual, etc.) perception of space. Only at the microcultural level is spatial behavior determined by cultural conventions.

2.3 Categories of Proxemic Analysis

Hall proposes three categories of proxemic description, distance, space, and a third category which comprises the modes of behavior and perception for which he develops his proxemic notation system (1966: 101ff.).

2.3.1 Categories of Interpersonal Distance

Hall distinguishes four categories of interpersonal distance, each with a close (c) and a far (f) phase (1966: 116-29). For North American culture, the distances according to Hall are (1) intimate distance (c: 0-6 inches, f: 6-18 in.), (2) personal distance (c: 18-30 in., f: 30-48 in.), (3) social distance (c: 4-7 ft., f: 7-12 ft.), and (4) public distance (c: 12-25 ft., f: 25- ft.). For methods and results of empirical studies in interpersonal distances, see Forston (1975) and Scherer (1975).

2.3.2 Categories of Space

Hall distinguishes three categories of space according to the degree to which cultures treat spatial constellations as fixed, semi-fixed, or variable (1963a: 429-41; 1966: 103-112; cf. Watson 1970: 39-43): Fixed feature space is formed by walls and territorial boundaries. Semi-fixed features are spatial constellations formed by mobile elements such as curtains, screens, movable partitions, and furniture arrangement. Space is informal or dynamic when a person varies the spatial features of his or her surroundings or the interpersonal distances.
2.3.3 Proxemic Notation System

Hall develops a system for the notation of proxemic behavior in microspace which comprises eight variables (1963b: 1006-1014):

1. postural-sex identifiers (e.g., female, standing)
2. sociofugal-sociopetal orientation (from face-to-face to back-to-back)
3. kinesthetic code (describing the distances of body parts, from "reaching" to "contact")
4. touch code (from "caressing and holding" to "no contact whatever")
5. visual code (see Gaze)
6. thermal code (whether radiated heat is detected or not)
7. olfaction code (detection of odor or breath)
8. voice loudness (see Paralinguistics)

The empirical relevance of these categories for the determination of cultural differences within an international group of students was tested in a study by Watson (1970).

3. Proxemics and Semiotics

Hall did not explicitly study proxemics in the framework of semiotics, but his attempts to analyze spatial behavior as an autonomous communicative system with analogies to language characterize his program of research as one of applied semiotics. With Eco (1968: 344-49) and Watson (1970; 1974), proxemics began to be studied explicitly as a branch of semiotics.

3.1 Analogies between Spatial Behavior and Language

Proxemics aims at the discovery of codes of spatial behavior valid for different cultures, similar to linguistics, which studies the grammars of different languages. But how far do the analogies between language and proxemic behavior extend? Hall examines proxemic behavior on the basis of the design features which Hockett has set up as characteristics of language (q.v. 3.1) and discovers such features as arbitrariness, interchangeability, displacement, specialization, and even duality in proxemic codes (1963b: 1018-19). While arguing that "proxemic behavior parallels language, feature for feature," he nevertheless has to admit that "proxemic behavior is obviously not language and will not do what language will do."

The feature of duality or double articulation is for many semioticians the strongest criterion for the semioticity of a code (see Language 4.1). It refers to two levels of structures in a semiotic system, the first consisting of meaningful elements and the second of nonsemantic distinctive elements (like the phonemes of a language). Hall claims that the proxemic code has these two levels and describes them as sets and isolates (1963b: 1018; cf. Hall 1959; cf. also Chronemics 2.). However, the term proxeme, introduced in this context (ibid.: 1021-22, Watson 1974: 339), is not always clearly defined with respect to these two levels. Sometimes it is discussed in analogy to the phoneme, thus as an element of second articulation (Hall 1963b: 1022), but elsewhere the discussion of "the meaning of proxemes" (Watson 1974: 339) suggests an element of first articulation.

3.2 Proxemics and Proxetics

Most individuals are generally unaware of the norms of proxemic behavior within their culture, but they do become conscious of them when these norms are violated or when they notice differences in spatial behavior due to the norms of foreign cultures (cf. Watson 1974: 328-29). By descriptive and contrastive procedures, the proxemic norms of a culture can be discovered. But in spite of the relatively elaborate system of proxemic description, a "lexicon" of proxemic behavior does not yet exist. The semantics of proxemic behavior remains largely unexplored. In view of this research situation, Hall concludes that his system of proxemic analysis is still mostly restricted to the etic level of analysis and has not yet reached an emic level, i.e., proxemic behavior is objectively measurable and describable, but its cultural function cannot yet be sufficiently
specification (1963b: 1021). Such studies are therefore more concerned with proxemics, which is only the first step toward research in proxemics.

4. Territorial Behavior

Hall's proxemics deals with space mainly in categories of distance. Research in human and animal territoriality (cf. Esser, ed. 1971) and personal space (Sommer 1969) extends the scope of analysis into three-dimensional space.

4.1 Animal Territoriality

The concept of territoriality (cf. Hall 1966: 7-40, Ardrey 1967, Watson 1970: 20-33, Vine 1975) is a concept of zoosemiotics which was developed within ethology. In Hediger's definition (quoted by Altman 1975: 106), "territories are geographical areas where an animal lives and from which it prevents others of the same species from entering." Territories fulfill several biological functions, "such as feeding, mating, and rearing of the young" (ibid.). They are often demarcated by optical, acoustical, and olfactory signals (cf. ibid.) which indicate possession and the willingness to defend against invasion.

4.2 Human Territoriality

Human territorial behavior has been described by Sommer in his theory of personal space (1969: 26). This term "refers to an area with invisible boundaries surrounding a person's body into which intruders may not come." Such areas are built up either temporarily or permanently by individuals who consider them their personal property and who are willing to defend them in certain ways (cf. Goffman 1963, Lyman & Scott 1967, Altman 1975, Vine 1975). A specific form of human territoriality is also evident in the seating preferences of individuals within a group, which are often an index of those individuals' roles within the group (cf. Sommer 1969: 58-73, Henley 1977: 27-42).

4.2.1 Typology of Human Territories

Lyman & Scott (1967) distinguish four types of human territories: public, home, interactional, and body territories. Public territories are places such as streets or parks where everybody has free access. Home territories "are areas where the regular participants have a relative freedom of behavior and a sense of intimacy and control over the area" (ibid.: 238). Examples can be offices, libraries, club houses, and similar meeting places. Interactional territories are zones of temporary social gatherings, and body territories refer to the space encompassed by the human body. Within nonpublic space, Altman further distinguishes between primary and secondary territories (1975: 111-18). Primary territories are strictly private. They are claimed exclusively by one individual or group. Secondary territories are semipublic and are temporarily open for other people. For further aspects of the typology of territories, see Goffman (1963; 1971).

4.2.2 Territorial Signs

Boundaries of territories are signaled by indexical markers. Primary territories are marked by walls, fences, hedges, "private property" signs, or warnings against trespassing. Secondary territories, e.g., seats or tables in libraries, are marked by books, coats, or briefcases. Sometimes neighbors are asked to reserve a seat and thus protect the territory (cf. Sommer 1969: 52-57, Altman 1975: 129-33).

The meaning of a territorial sign is related both to the addressee, whose possession it indicates, and to the addressee, who is warned against intrusion. These are its denotational meanings. In addition, territorial signs may connote further meanings such as prestige, power, affective relations (such as the preferred armchair), and even a more profound field of archetypal meanings such as those suggested by Bachelard (1938) in his poetics of space.
4.2.3 Territorial Invasion and Defense

A proof of the existence of a human territory is the individual's willingness to defend his or her area against intrusions. Lyman & Scott (1967) distinguish three forms of such territorial encroachments: violation (by intrusion), invasion (by taking over the territory), and contamination (e.g., by destruction or pollution). Reactions against such forms of encroachment extend from a reproachful glance to defense or flight.

5. The Representation of Space

The communication of space, as it is experienced via the visual, tactile, or acoustic channel, is a mode of nonverbal communication. While the semiosis of space is here experienced at an object level, the representation of space by means of language or visual communication is a study at a meta-level. It is concerned not with space as a sign but with signs about space.

5.1 Space in Language, Literature, and Painting

The representation of space is only briefly dealt with in Hall's proxemics (1966: 79–100): He discusses how the evolution of painting and literature illustrates the historical changes of proxemic norms in different cultures. Furthermore, Hall interprets the representation of space in language from the point of view of Whorf's theory of linguistic relativity. The claim is that the perception of space is determined by the morphological and semantic categories which a particular language provides for the representation of space.

A central topic in research on spatial representation in language is propositional and adverbial deictics, indexical words whose referent depends on and shifts with the location of the interlocutors (e.g., this/that, here/there) (cf. Goeppert 1970). Although temporal deixis, in the form of tense, is morphologically much more diversified in most languages, Wunderlich (1982) has argued that spatial deixis is nevertheless more fundamental for the organization of language. At any rate, the linguistics of space has more than a morphological or lexical dimension. The verbalization of space has therefore become a field of research for text linguistics and linguistic pragmatics (Wunderlich 1982, Schweizer, ed. 1985).

5.2 The Semiotics of Geographical Spaces

Both the study of space as a mode of nonverbal communication and the topic of verbal deixis focus on the meaning of space in interpersonal semiosis. But space also has cognitive dimensions which are not based primarily in social interaction. People associate their spatial environment, landscapes, cities, and other geographical regions with typical connotations which have become a more recent topic of study, extending proxemics into a semiotics of geographical spaces. This development takes place within new interdisciplinary research by geographers, psychologists, and architects, the so-called cognitive geography (cf. Gould & White 1974, Canter 1977, Downs & Stea 1977, Schweizer, ed. 1985).

Cognitive geography represents visual conceptualizations which individuals or social groups have developed about geographical spaces by means of cognitive maps. Such a map shows, for example, how the geography of Britain is seen differently by inhabitants from North and South England. Other cognitive maps represent the degree of preference for certain geographical regions, the knowledge about routes connecting streets or cities, and also the linguistic and visual symbols of cities and countries (cf. Downs & Stea 1977: 93ff.). Thus, cognitive cartography provides empirical tools for the expansion of proxemics to a semiotics of geographical space.
Chronemics: The Semiotics of Time

Chronemics, the semiotics of time, is a relatively recent branch of semiotics, although concern with the temporal dimension of human behavior and existence is as old as philosophy. As a branch of semiotics, chronemics is closely related to proxemics, the semiotics of space. But the semiotics of time transcends the field of nonverbal communication in also being fundamental to all processes of semiosis. The basic questions are whether the dimension of time is emic or only etic to communication, whether there is such a thing as a chronicene sign, and at what levels time could be relevant to semiosis.

1. The Scope of Chronemics

Early considerations of the semiotics of time are outlined in the context of Hall's proxemics. From the study of space, Hall's (1959) cultural anthropological studies gradually shifted to the study of time (Hall 1976; 1983).

Chronemics as an extension of proxemics was explicitly proposed by Poyatos (1972; 1976) and Bruneau (1977; 1980; 1985). Bruneau defines chronemics as "the study of human temporality as it relates to human communication at the intrapersonal, interpersonal, and socio-cultural levels of ontogenetic integration and interaction" (1985: 286). Time-experiencing accordingly involves the following levels: "biological, physiological, perceptual, objective, conceptual, psychological, social, and cultural" (ibid.). This scope of chronemics indicates its transdisciplinary character. Chronemics is thus closely related to studies in time which have been developed within philosophy (Whitrow 1961, Kümmel 1962, Gonsseth 1964, Gale 1968, Mellor 1981), psychology (Fraisse 1963, Doob 1971), psychopathology (Yaker et al., eds. 1972), linguistic and literary studies (see 4.2), sociology (Zerubavel 1981) and social history (Wright 1968), anthropology, and many other transdisciplinary contexts (see the following anthologies: Meyer, ed. 1964, Fraser, ed. 1966, Fraser & Müller, eds. 1972, Fraser & Lawrence, eds. 1975, Patrides, ed. 1976, Fraser et al., eds. 1978, and Fraser 1988).

2. The Chronemic Code

Chronemic analysis presupposes an emic approach to time. Cultures have developed different attitudes toward time which have been interpreted as chronemic codes.

2.1 Emic and Etic Time

So-called objective time, which is measurable in terms of seconds, minutes, and hours, forms
the etic (cf. Structuralism 1.1.3) frame of reference of chronemic research. The study of time becomes emic when it is concerned with culture-specific and thus arbitrary segmentations and conceptualizations of the temporal continuum. (For the dialectics between objective and cultural time, see Bruneau 1980: 102). Hall distinguishes between technical, formal, and informal time (1959: 127-45). Technical time may be measured by chronometrically exact methods. It is thus etic time. Formal time is the system of measurement which in a given culture has been developed to regulate the course of work and public life. It is structured by means of calendars and clocks. Informal time consists of less precise, impressionistic units such as "soon," "a while," or "later" which vary much more with situations and cultures. Both formal and informal time are thus emic frames of reference of chronemics.

2.2 Is There a Chronemic System?

Hall even believes in the possibility of an emic segmentation of time in cultural systems (1959: 96, 130). His model of chronemic analysis proposes three segmental units in analogy to the model of language: isolates, sets, and patterns. These units are described as the "phonemes," the "morphemes," and the "sentences" of a chronemic message (but see 3.). According to Hall, Americans' informal time consists of a "vocabulary" of eight or nine sets (from "very short" to "forever"), while for the Mediterranean Arab informal time is restricted to only three sets ("no time," "now," and "forever") (ibid.: 135-37). The basis of this particular analysis may be questionable in detail, but the differences referred to illustrate that chronemic codes may underlie culturally different attitudes toward time.

3. The Semiotic Function of Time

According to Hall "time talks" and "speaks more plainly than words" (1959: 15). These metaphors illustrate the undeniable communicative function of time. But can units of time ever be autonomous signs? Against Hall's assumption of time as a system of relatively autonomous signifiers within a chronemic code, the following considerations suggest that time can be a system only of distinctive but not of autonomously signifying units.

3.1 Time as an Indexical Sign

Since Leibniz (cf. Böhme 1974: 202-204), philosophers have acknowledged the relativity of time. Time is a one-dimensional phenomenon (Bunn 1981: 108-132) which never occurs in any absolute or isolated form. Instead, time is always perceived as a manifestation of the change of objects in space or of persons in actions. Only as a mode of appearance of other semiotic substances can time ever become communicative. Being an aspect of a semiotic object, time can never be the autonomous signifier of a symbol or an icon. Time can only be the signified of a linguistic or pictorial representation which may be symbolic (words designating time) or iconic, as in metaphors and similes (such as "time is money"; cf. Lakoff & Johnson 1980: 7-9). As a primary signifier, measurable in terms of minutes or hours, time can function only as an indexical sign which differentiates between actions or objects (of different length or speed).

3.2 The Chronemic Signifier

Time (priority, duration, or frequency) can be an index of the value which a person ascribes to an activity (cf. Doob 1971: 63-66). Punctuality, the degree of congruence between an arranged and the observed point of time, can be an index of personal appreciation. Television programs show a clear correlation between time and value: Time and length of a news story or an interview indicate the importance of the report or the interviewed personality. In TV commercials, these temporal factors are directly correlated to their costs. The popularity and public importance of TV series are moreo-
ver evident from their rhythm and frequency within the monthly program. Time, duration, frequency, and rhythm are thus the signifying substances of differential chronemic contents.

3.3 The Chroneme

Time as a chronemic signifier has no context-independent signified. The duration of an hour is short for a feature film but long for an interview. This chronemic relativity prevents the formation of chronemic signs as temporal units (signifiers) with fixed signifieds. But, as outlined above, time may have the indexical function of differentiating meanings. The temporal index or chroneme thus corresponds only to the suprasegmental phonemes in language. They serve to distinguish meanings without being meaningful themselves. The chronemes of a culture thus form a code (q.v. 4.2) which has only the second and no first articulation.

4. Levels of Chronemic Analysis

Time has a semiotic function within several spheres of semiosis.

4.1 Bio- and Psychosemiotics of Time

Biological time is articulated by the so-called physiological clock. Its units are biorhythmic phases and hormonal and metabolic periodicities. Those who restrict semiotics to the criterion of arbitrariness and to cultural determinants have to consider biological time a presemiotic phenomenon. Yet, besides the many culturally determined forms of behavior associated with biorhythms (from daily sleep to the rites of passage), even the individual biological clock may acquire psychosemiotic relevance, in particular when circumstances of social activities ("stress") enter into conflict with biological time.

4.2 Time in Language, Texts, and Communication

Time is relevant to language and communication on an object- and a metalevel. On the object level, time structures language and communication. On the metalevel, time is represented by means of language and texts.

4.2.1 Time Structuring Communication

The semiotic function of time in linguistic communication is a phenomenon of paralinguistics. For the temporal variables in speech and in particular the semantic functions of pauses, see Dechert & Raupach, eds. (1980). On the semiotics of silence, see Tannen & Saville-Troike, eds. (1985). For the paralinguistic and nonverbal temporal factors of communication, see Feldstein & Welkowitz (1978). Time as a factor of communication in American sign language (ASL) is studied by Stokoe (1975: 322-30). Research in temporal factors of communication such as duration, rhythm, or pauses is a semiotic study of time at the object level of analysis.

4.2.2 Semiotic Representation of Time

Research in semiotic representations of time (signs about time) in language and texts is a study of time at the metalevel. Various semiotic codes have specific means of representing time. Tense, the morphological representation of time, is not available in all languages, but past, present, and future can also be expressed by lexical or other means. At the level of the text, Greimas and Courtés describe temporalization, the representation of temporal sequences in texts, as a fundamental feature of narrativity (1979: 337). For the representation of time in language and literature in general, see, e.g., Gonseth (1964), Meyer, ed. (1964), Fraser, ed. (1966), Gale (1968), Fraser & Lawrence, eds. (1975: 122-35), Patrides, ed. (1976), Fraser et al., eds. (1978), Jakobson (1985: 11-24), and Pinto (1989).

Specific means of representing time are also available to drama (scenes and acts; cf. Theater) and film (e.g., slow motion, quick motion, cut-
ting, and editing). The temporal dimensions of music (tempo, rhythm) are possibly based on an iconic mapping of biological and psychological time. In painting, the possibilities of representing time are rather restricted. For a bibliography on temporal representation in art, film, and music, see Patrides, ed. (1976:258–59).

4.3 Evolution of Codes

The temporal dimensions of speech and communication discussed above belong to the synchronic dimension of semiotics. The changes in time implied by this dimension are the trivial prerequisite of communication and do not affect the semiotic code. Only when code changes take place is time a feature of the diachronic dimension of semiotics. Linguistic evolution and stylistic innovations in the arts are examples of code changes. The transformation of code structures is emic and thus of diachronic relevance whenever the structural difference is interpreted as being a result of differences between historically distinguishable codes (cf. Koch 1971b: 525; 1974b: 242–49). Chronemic signs are metasigns. They refer to the historical dimension of a sign and thus to a code (cf. Function 3.2).
PART VIII
AESTHETICS AND VISUAL COMMUNICATION
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Originally, aesthetics was the study of beauty in works of art and in nature. Following Plato, many philosophers considered beauty to be an intrinsic property of objects. In contrast to this view, semiotic approaches to aesthetics consider works of art as signs and texts whose production and reception are a specific process of semiosis. Classical theories of the essence of art were based on two seemingly incompatible principles, \textit{mimesis} and \textit{l'art pour l'art}. Semiotic aesthetics has reinterpreted these principles in terms of semantics and pragmatics. Some defined the aesthetic sign as being iconic; others characterized it as being autotelic or self-referential. Further models of semiotic aesthetics have been derived from the theory of codes.

Basic problems of aesthetics are also a topic of several related chapters in this handbook (see Music and Painting in this section). Most theories of the verbal arts are discussed in the section on text semiotics, especially in the chapters on literature and poetics. While this chapter focuses on aesthetics at its most general level, it also includes some topics of particular concern to the visual arts.

1. Semiotic Aesthetics

Semiotic aesthetics has both developed its own theories of art and aimed at a reinterpretation of the history of aesthetics from a semiotic point of view (cf. Fischer-Lichte 1983d, Paetzold 1983).

1.1 Semiotic Origins of Aesthetics

Theories of the arts are as old as the history of philosophy (cf. Gilbert & Kuhn 1939), but as a separate discipline of philosophy, aesthetics was proposed only in 1735 by Alexander G. Baumgarten (1714-1762).

1.1.1 Baumgarten’s Aesthetics

Baumgarten (cf. 1750/58: §§ 1-2, 9, 13) coined the term \textit{aesthetics} from the Greek \textit{αισθησις}, ‘perception by the senses,’ in order to designate his idea of a "science of perceptual cognition" (\textit{scientia cognitionis sensitivae}), as opposed to logic, the science of rational knowledge. His system of theoretical aesthetics (ibid.: § 13) also postulated a \textit{semiotics} as its branch of study concerned with "the beautifully conceived and arranged" (\textit{de signis pulchre cogitatorum et dispositorum}). The origin of aesthetics is thus closely connected with the history of semiotics. As Todorov points out, this origin coincided with the end of (classical) rhetoric, that other precursor of semiotics (1977: 111).

The subsequent prehistory of semiotic aesthetics cannot be outlined here. For chapters of this history see, for example, Eco (1954; 1978), Todorov (1977), and Eschbach (1981). A milestone in the semiotic history of aesthet-
ics was Lessing's *Laokoon* (1766), which has been the subject of various semiotic interpretations (cf. Bayer 1975, Gebauer, ed. 1984, Wellbery 1984; see also Literature 2.1.1).

1.1.2 Beauty in Nature and Art

In its classical definition, aesthetics was the theory of beauty in nature *and* art. During the history of aesthetics this definition has undergone two essential changes concerning the criteria of beauty and nature. The first change was partially due to the evolution of the arts themselves. Beauty could no longer be considered an essential feature of the arts. The second change was less programmatic. Aesthetics became more and more the study of objects of art, to the neglect of aesthetic objects of nature. Only recently have semioticians shown a renewed interest in aesthetic features of nature. Thus, Sebeok (1981) has studied prefigurements of visual art and music with animals, and Koch (1984) has developed a phylogenetic theory of the evolution of the arts, based on earlier universal theories of aestheticalness (cf. Koch 1971b).

1.2 Trends in Semiotic Aesthetics

Excluding the current trends discussed in the context of the more specific branches of aesthetics (see esp. Literature), five major semiotic approaches to, or even schools of, aesthetics in general may be distinguished: approaches following Peirce and Morris, the Prague School, semiotic studies based on mathematical models, and studies that will be discussed under the heading of code theoretical approaches. For surveys of the whole field of aesthetic semiotics, see the monographs by Eco (1978; 1979), Busse & Riemenschneider (1979), Fischer-Lichte (1979), Kiefer (1982), and Faltin (1985), the papers by Rudner (1951), Volli (1972a), Steiner (1977), Paetzold (1983), and Morawski (1984), the collections of papers edited by Chatman et al. (1979), Lange-Seidl (1981), Sturm & Eschbach (1981), and Oehler (1984), and the special issue of *Bulletin du groupe de recherches sémi-o-linguistiques* 35 (1985).

1.2.1 The Peircean Foundation

Although aesthetics is not a central topic in the philosophy of Peirce, his writings deal with aesthetic problems at several points (cf. Schulz 1961, Kent 1976, Kaelin 1983). Peirce's theory of signs, in conjunction with a numerical theory of the aesthetic object, became the basis of the semiotic school of aesthetics founded by Bense (1965a; 1969; 1971; 1975; 1977a; 1979; cf. Walther 1974: 132-36, Plebe, ed. 1981). Bense's semiotic studies of aesthetic objects are concerned primarily with the classification of aesthetic signs according to Peirce's typology of signs. For studies in this tradition see, for example, Brög (1968; 1979), Bayer (1975), Schmalriede (1981), and many papers published in the journal *Semiosis*. Peirce's theory of signs is also a basis of the semiotic aesthetics developed by Nadin (1981). See also Peirce (4.2-4).

1.2.2 Morris's Semiotic Aesthetics

From 1939, Charles Morris (see also Morris & Hamilton 1965) developed a behaviorist theory which characterizes art as an iconic sign of value. This aesthetic semiotics became the topic of an extensive debate (cf. Rudner 1951, Roberts 1955) whose history is outlined by Rossi-Landi (1972: 75-82) and Dutz (1983: 78-99). Steiner (1977) discusses Morris's semiotic aesthetics in comparison with Mukarovský's * approach.

1.2.3 Prague School Aesthetics

The semiotic aesthetics of the Prague School is a functional theory which defines the essence of art within the pragmatic dimension of semiosis. Sources with contributions to this school of aesthetics are Garvin, ed. (1964), Matejk & Titunik, eds. (1976), and Matejka, ed. (1978). Reviews and general discussions are Schmid (1978), Fischer-Lichte (1979: 138-80), Garvin (1981), Holmes (1981), and Fietz (1982: 70-104). A dominant figure of this school of aesthetics is Mukarovský (esp. 1936; 1978). For special studies of his theories, see Steiner (1977), Winner (1979), and Chvatík (1983). Important contributions to Prague School aes-
thetics were also made by Jakobson (cf. Winner 1987, Poetry 1.3).

1.2.4 Numerical and Information Theoretical Approaches

Mathematical approaches to aesthetics were developed on a numerical basis within Bense's school and on an information theoretical basis in other studies. A further mathematical approach to aesthetics proposed by Nadin (1981; 1984) is based on the theory of fuzzy sets. The numerical component of Bense's aesthetics is based on Birkhoff's (1932) formula of the aesthetic measure (cf. also Gunzenhüser 1962, Masert 1970). It determines the aestheticness of an object of art in relation to its degree of complexity (C) and its features of harmony, symmetry, or order (O). Aestheticalness, the aesthetic measure \( M \), is thus calculated by the formula

\[
M = \frac{C}{O}.
\]

On this basis, Bense pursues the goal of an "objective" science whose object of study is the work of art in its "materiality," "irrespective of a particular mode of perception" (1969: 8, 45; 1971: 65). On statistical grounds, Bense (1979) argues that the improbability of an event is a defining criterion of its aestheticalness. The objectivist approach of this theory is probably able to characterize universal features of beauty in art and nature. With its programmatic exclusion of the pragmatic dimension of aesthetic semiosis (cf. 3.), however, this approach can hardly account for the dynamic processes in the perception and evaluation of art.

Approaches to the semiotics of the arts based on information theory have attempted a reinterpretation of phenomena such as harmony, originality, and innovation in terms of redundancy, information, and entropy (Moles 1958, Frank 1959, Gunzenhüser 1962, Bense 1969). In an independent development, information theory has also influenced the aesthetics of Soviet semiotics. Thus, Lotman elaborates the thesis that the transformation of noise (i.e., disorder and entropy) into information is the specific feature of art (1970: 75). The mathematical models applied in Lotman's calculations of aesthetic entropy (ibid.: 26-31) were developed by A. M. Kolmogorov.

1.2.5 Further Semiotic Approaches to Aesthetics

Further semiotic approaches to aesthetics can be only briefly enumerated. Most of them are discussed in more detail in the context of the verbal arts (see Text Semiotics):

1. For Soviet contributions to the semiotics of art and their Russian Formalist precursors, see Sklovskij * (1916), Uspenskij (1977b), Ivanov (1976), and Matejka (1978). On Lotman's theories see also 4.2.

2. Goodman's Languages of Art (1968) has been interpreted as a new semiotic aesthetics (Ihwe 1985), although other semioticians have claimed that it "contributes almost nothing to the understanding of art" (Schnelle 1980: 387) (see 2.3).

3. Attempts at a pluralistic synthesis of various currents in the semiotics of art have been made by Garroni (1968, especially with reference to film semiotics), Volli (1972a), Busse & Riemenschneider (1979), Kiefer (1982, with special reference to teaching), and Faltin (1985, whose study also includes a chapter on Wittgenstein's aesthetics).

4. For the comparative semiotics of the various branches of art (music, painting, poetry, etc.) see Veltruský (1981).

5. For Eco's and other code theoretical approaches to art, see 4. On Jakobson's semiotic aesthetics see Winner (1987).

2. Semantics of the Aesthetic Sign

Many semioticians have defined art as a particular type of sign characterized by a specific mode of reference.

2.1 Art in the Peircean Semiotic Framework

In the semiotics of Peirce, the referential function of signs is defined by the icon-index-symbol trichotomty, but a holistic interpretation must also determine the sign as representamen (quali-, sin-, or legisign) and as interpretant (rheme, dicent, or argument).
2.1.1 Icon, Index, Symbol

Not all semioticians have followed Morris’s standard interpretation of art as an iconic sign. Shapiro, for example, claims that “the relation of the art-sign to its object is not iconic or indexical but symbolic; it represents by means of a conventional symbolism rather than by being a natural sign” (1975: 35). In a different framework, this aspect of conventionality in art is also emphasized by Goodman (1968).

The aspect of indexicality has also been discussed as a distinctive feature of art (e.g., Bense 1977a: 204). Peirce himself ascribed features of indexicality to works of the visual arts (§ 1.176; cf. Bense 1979: 5): “Works of sculpture and painting can be executed for a single patron and must be by a single artist. A painting always represents a fragment of a larger whole. It is broken at its edges. [. . .] In such a work individuality of thought and feeling is an element of beauty.” The categories of exemplification or ostension by which others have characterized art are also modes of indexicality in the sense of Peirce.

These divergent interpretations of the semantics of art are not necessarily contradictory, since Peirce himself declared (cf. Schulz 1961: 103): "The most perfect of signs are those in which the iconic, indicative and symbolic characters are blended as equally as possible" (§ 4.448). Following this line, Bense discusses the work of art in its “iconic semblance,” “indexical reality,” and “symbolic being” and characterizes the aesthetic condition as the “iconic probability of the indexical reality” (1975: 145–46).

2.1.2 Art as Representamen and Interpretant

Aspects of the first and third trichotomies of the aesthetic sign are also discussed in various writings by Bense (1971; 1975; 1977a). With respect to its interpretant, the work of art is characterized as a rheme, a sign of "qualitative possibility" which does not affirm anything. This classification of art is closely related to its feature of interpretative openness. As a representamen, the aesthetic sign is less determined. With reference to its "creative-innovative nature and its indeterminacy of production" (1971: 69), Bense characterizes art as a sinsign, but with respect to its materiality he defines it as a qualisign, and concerning its "formal" characteristics he classifies it as a legisign. Bense explains this indeterminacy by the "extreme ambiguity" in the definition of the aesthetic between its qualitative and its conventional characteristics (1977a: 202–203).

2.2 Morris's Aesthetic Sign

The theory of the iconic character of art has a precursor in the more specific field of literature, namely, the theory of mimesis. But Morris gave this ancient theory a new interpretation.

2.2.1 Iconicity and Value

Morris specified the differentia of the aesthetic sign by two features, iconicity and value (1939: 420–21). Iconicity, according to Morris, is more than mere similarity: "An iconic sign denotes any object which has the properties (in practice, a selection from the properties) which it itself has. Hence, when an interpreter apprehends an iconic sign vehicle, he apprehends directly what is designated" (ibid.). But iconicity is not a sufficient characteristic of art since it also defines pictorial representation in general. Only when the designatum of the iconic sign is a value does the sign become aesthetic: "The aesthetic sign is an iconic sign whose designatum is a value" (ibid.).

The concept of value was central to Morris's behavioristic theory of semiosis. It characterizes a value as "a property of an object or situation relative to an interest." It is not "located in the objects" but depends on the perceiver's "interested act" (ibid.: 418). Hence, the aesthetic sign can exist only in a process of interpretation, and in this definition the semantic dimension of art has a necessary counterpart in a pragmatic dimension. To Morris, the role of the interpreter in aesthetic semiosis was no less essential than it is in the aesthetics of Mukarovsky * (cf. Steiner 1977).
2.2.2 Iconicity and the Paradox of the Autotelic Sign

The theory of aesthetic iconicity seems to contradict the assumption of aesthetic autonomy. While the former is based on a criterion of reference, the latter seems to refute the very idea of a referential object. Morris, however, argued that his theory of aesthetic iconicity could solve even this paradox of the self-referential sign: Since in aesthetic signs "there is the direct apprehension of value properties through the very presence of that which itself has the value it designates […] aesthetic perception is tied to the work itself and does not use this merely as a springboard for evoking reveries and recollections" (1939: 420). The paradox of aesthetic self-reference or of "disinterested interest" is thus "accounted for in the fact that in the apprehension of the iconic sign there is both a mediated and an immediate taking account of certain properties." Morris later modified his position somewhat in response to criticism of the concept of iconicity. For details see Morris (1946: 276, 296) and Morris & Hamilton (1965).

2.3 Goodman's Symptoms of Art

Goodman distinguishes five "symptoms" of the aesthetic (1968: 252; 1978: 67-68; cf. Image 3.4). Three of them characterize features of the aesthetic code or symbol system: (1) syntactic density (the symbols lack finite articulation or differentiation), (2) semantic density (the symbols are differentiated by minimal differences), and (3) syntactic repleteness (relatively many features of the symbols are significant). The two further criteria are of particular interest in this context dealing with the referential function of art: (4) exemplification and (5) multiple and complex reference.

By exemplification, as opposed to denotation, Goodman describes a mode of reference which also characterizes the difference between showing and telling (1968: 253). It includes expression, which Goodman defines as metaphorical or figurative exemplification. In exemplification, a symbol refers to properties which the symbol itself "possesses and shows forth," although not every one of its properties has this function of exemplification (e.g., not the size of a sample). A sign by exemplification has thus both iconic (by having common features; cf. 2.2.1) and indexical characteristics (since the referential object is present in the act of semiosis).

Goodman, however, is cautious not to call his "symptoms" criteria of art and argues that these symptoms "are neither a necessary nor a sufficient condition for, but merely tend in conjunction with other such symptoms to be present in, aesthetic experience" (ibid.: 252). He proposes that the question "What is art?" should be replaced by the question "When is art?" to remind the aesthetician of the necessary pragmatic conditions under which objects actually function as works of art (1978: 57). A related theory of aesthetic reference was proposed by Faltin (1972). He characterizes art by the category of ostension.

3. Pragmatics of Aesthetic Semiosis

The classical theory of aesthetic autonomy leads to a semantic paradox. Semiotic aesthetics has tried to solve this paradox by criteria of the pragmatic dimension of semiosis. Among the first who developed a semiotic aesthetics on this basis was Mukarovsky *. His theory of the aesthetic function is closely related to Jakobson's poetic function. Other pragmatic criteria of art have been developed in Schmidt's (1971) theory of aesthetic polyfunctionality and polyvalence and Eco's theory of aesthetic openness. Based on his philosophy of action, Danto (1981) has developed an aesthetics which is closely related to some pragmatically oriented semiotic theories of art. On aesthetic autonomy see also Literature (2.2) and Poetry (1.2).

3.1 Art for Art's Sake

The traditional version of the theory of aesthetic autonomy reached its climax in the ro-
mantic l'art pour l'art aesthetics (cf. Egan 1921). An early explicit formulation of this doctrine was given by Augustine, who defined beauty as something which pleases in itself (per se ipsum) (cf. ibid.: 7). In Kant's *Critique of Judgement* (1790), this exclusion of reference in aesthetic experience is implied in his classical criteria of "disinterested pleasure" ("interesseloses Wohlgefallen") and "purposiveness without purpose" ("Zweckmaßigkeit ohne Zweck"). In parenthesis it may be added that it is precisely this ideal of the detachment of the aesthetic from its referential (and sociological) context which attracted the criticism of sociologically oriented aestheticians. See in particular Bourdieu's (1979) "anti-Kantian" aesthetics.

The traditional theories of aesthetic autonomy did not maintain that art excludes reference in principle. The argument is rather that the aestheticness of art cannot lie in any referential function. This negative characterization of art in its semantic dimension has always led to the search for specific aesthetic features in the pragmatic dimension of art. One of the early theories focusing on this dimension is the theory of *aesthetic distance*, which according to Gilbert & Kuhn (1939: 269) was proposed earlier by G. V. Gravina (1664-1718). In a psychological interpretation, Bullough defined this phenomenon in the perception of art as "the cutting out of the practical sides of things and of our practical attitudes to them" (1912: 89). This view comes close to Mukarovský's *aesthetic function*.

### 3.2 Mukarovský's Aesthetic Function

In his paper "Art as a Semiotic Fact" (1934) and his book *Aesthetic Function* (1936), Mukarovský gives a first outline of his semiotic theory of aesthetic autonomy (cf. 1.2.3 and Function 3.3).

#### 3.2.1 Aesthetic vs. Communicative Signs

Mukarovský contrasts the aesthetic or autonomous sign function with the communicative function of signs (1934: 85). Both functions may be present in a work of art (e.g., in a realistic painting), but only the autonomous function constitutes the specificity of art: "The significance of a work of art as a work of art per se does not lie in communication" (Mukarovský 1966: 237). While the communicative sign has a referential function, the autonomous sign "does not refer to a distinct existence but to the total context of social phenomena of the given milieu." Instead by a lack of reference, Mukarovský thus characterizes the aesthetic autonomy by the feature of *fictionality* (cf. Literature 2.3): "It is impossible to postulate the documentary authenticity of the subject of a work of art as long as we evaluate the work as a product of art" (1934: 88). With this characteristic, Mukarovský's aesthetics turns out to be a rather moderate version of the theory of autonomy. More radical theories have gone further by defining the aesthetic sign as being autotelic or self-referential (thus, Jakobson in the context of poetry, Poetry 1.2). For a more recent pragmatic theory of aesthetics which emphasizes the noncommunicative character of art in the framework of the theory of action, see Trabant (1980).

#### 3.2.2 Pragmatics of the Aesthetic Function

Mukarovský determines the pragmatic essence of aesthetic perception within the larger framework of his functional theory of human behavior. In this theory (1942: 38), functions are "attitudes toward the external world," and the aesthetic function is one of two semiotic functions which are both opposed to nonsemiotic (especially practical) functions (see Function 3.3). The attitude described as aesthetic renders an object of perception "a sign, not subordinated to any external purpose but self-sufficient and evoking in man a certain attitude toward all of reality" (Mukarovský 1966: 240).

A basic feature of the aesthetic function is its "ability to isolate an object" and to "cause maximal focus of attention on a given object" (Mukarovský 1936: 21). These are the characteristics which, in the poetics of the Russian Formalist and Prague schools, have been described by the principles of *estrangement*. 
deautomatization, and foregrounding (see Poetry 1.3). With special reference to the visual arts, Makarovsky emphasizes that the difference between a natural object and an object of art is essentially "based on the way in which the perceiver approaches it" (1966: 230–31). The perceiver can even approach objects of nature aesthetically and thus discover features of art in nature.

4. Aesthetic Codes

The concept of code has undergone remarkable transformations. Borrowed from information theory, where it refers to precise rules for the correlation of signals, it has become a key concept in the field of text semiotics (cf. Fokkema 1985) and aesthetics, where creativity and thus deviations from rules have to be accounted for. A symptomatic climax of this terminological transformation is Barthes's semiotics of literature (1970b: 23–25). Here a code has become "a perspective of quotations, a mirage of structures," and a network of literary associations with the effect of a filter in the reading of a text. In the field of aesthetics, two semiotic theories have been based on a more elaborate theory of codes.

4.1 Eco's Theory of Aesthetic Codes

Within Eco's (1968; 1976; 1979) theory of codes, innovative texts are described as open messages generated in a process of coding or overcoding.

4.1.1 The Aesthetic Message as a Process of Coding

Eco describes the aesthetic code as the result of a dialectics between the (conventional) code and the innovative message (1968: 162–66). By their innovative character, aesthetic messages infringe the rules of their genre and thus negate the code. But at the same time, the new message creates a new aesthetic code: "Every work [of art] upsets the code but at the same time strengthens it, too; [. . .] by violating it, the work completes and transforms the code" (ibid.: 163).

Eco describes this innovative process as one of overcoding, i.e., the creation of new rules on the basis of preestablished rules (1976: 155, 268–70). Aesthetic overcoding generates a semiotic "surplus" on the level both of content and of form. By this surplus of expression and of content, the text becomes open to multiple interpretations (ibid.: 270). More recently, Eco (1985c) considers the ideal of innovation to be a characteristic of modern aesthetics since Mannerism and Romanticism, whereas postmodern aesthetics, in this interpretation, has developed a new aesthetics of iteration and repetition.

4.1.2 The Open Message

An essential feature of aesthetic codes and messages, according to Eco (1962; 1968; 1979), is openness. Because of its ambiguity and the plurality of cultural subcodes (Eco 1968: 134, 143, 163), the aesthetic message has the character of an "empty form," into which the recipient inserts meanings. The interpreter "tries to accept the challenge posed by this open message and to fill the invisible form by his or her own codes" (ibid.: 165). However, the openness is counteracted by the "logic of the signifier." This opposed principle is the requirement of interpretative "fidelity to the structured context of the message" (ibid.: 163), which depends on the historically given conventional codes. Besides the dialectics of message and code, the aesthetic message is therefore also determined by a dialectics between openness and closure due to conventional codes.

4.2 Lotman's Plurality of Aesthetic Codes

4.2.1 The Common Code and the Aesthetics of Identity

Like any other message, the artistic message can be decoded only on the basis of a common code shared by both the sender and the receiver. In literature, for example, this code consists of a standard language, but also of the traditional literary conventions which have become codified in normative poetics and rhetoric. Messages generated only from these common codes follow an aesthetics of identity (ibid.: 24).

4.2.2 Code Differences and Aesthetics of Opposition

Aesthetically innovative messages, according to Lotman, are based on an aesthetics of opposition (1970: 292-96). With such messages, the receiver "tries to decipher the text using a code different from the one that the creator uses" (ibid.: 24-25). As a result, the text is either recoded by the receiver (which occasionally involves its aesthetic destruction, when the text is treated as though it were nonaesthetic), or it is interpreted as an artistic text, which requires the creation of an as yet unknown aesthetic code. In this case, the receiver recognizes in the course of decoding that he or she has to work out a new code for deciphering the message. This new aesthetic code can be either the author's code or a transformation of it. Such transformations often occur as "creolizations," i.e., assimilations with other codes of the interpreter. Therefore, the artistic text may acquire different meanings for sender and receiver. Even fortuitous elements of the text may be interpreted as meaningful. Lotman calls this "the ability of an artistic text to amass information" (ibid.: 25).

The preference for either an aesthetics of identity or an aesthetics of innovation is a matter of cultural tradition or aesthetic fashion. According to Ikegami (1989), the Japanese culture traditionally emphasized the principle of imitation, whereas Western art has set store by the principles of creativity and innovation. This means that Japanese aesthetics is one of identity, whereas Western aesthetics is one of innovation. However, if Eco is right, the new trend in postmodern Western aesthetics is also one of an aesthetics of identity.
Music

The semiotics of music raises the question whether sounds can be studied as signs, compositions as messages, and music as a semiotic system. The answers have been controversial. Although some have rejected the concept of a musical sign (Benveniste 1969: 238), many scholars have accepted music as an object of semiotic study. Nevertheless, some have defined music as asemantic (Ruwet 1975: 33, Faltin 1985: 72), whereas others have characterized it as asemiotic (Benveniste 1969: 236). But the difference between these evaluations is in part one of terminology.

1. Survey of the Semiotics of Music

Traditional aesthetics and musicology have already raised the implicitly semiotic question about meaning in music, often under the metaphorical heading of the “language of music,” but an explicitly semiotic theory of music has developed only since the early 1970s. Its beginning was an interdisciplinary dialogue between linguists and musicologists.

1.1 The State of the Art


1.2 Trends in the Semiotics of Music

Approaches to the semiotics of music have been developed by various schools and tendencies of semiotics. Linguistic structuralism is the starting point of many of these approaches (e.g., Firca 1972). Nattiez (1973d) distinguishes three structuralist models underlying
the major semiotic approaches to music, Prague School functionalism (see also Jiranek 1975), distributionalism (including Lévi-Strauss's text structuralism), and generative grammar (cf. Structuralism 1.-2.). Further approaches to the semiotics of music have been based on Morris (cf. Coker 1972, Boîlès 1973), Peirce, and Greimas (cf. Tarasti 1982) and on mathematical linguistics (Cazimir 1976). Several contributions are by Barthes (1985b: 245-312). Precursors of the explicit semiotics of music are studies based on communication and information theory (e.g., Moles 1958, Meyer-Eppler 1962).

1.3 Semiotics and Semiography

Nattiez (1973b) distinguishes two branches within the semiotics of music concerned with different types of signs. The first and major branch, to which this chapter will be restricted, studies music as an acoustic system of signs. The second branch studies the systems of musical notation, which consist of graphic signs representing acoustic signs. For the semiography of music see also Moutard (1974) and Göschl (1980).

1.4 Excursus: Opera and Ballet

The semiotics of opera and ballet, situated between the study of music and of theater, requires taking into account additional dimensions of semiotic research such as gestures, facial expressions (Scotto di Carlo 1973), kinesics, myth, and narrativity (Tarasti 1979). For the semiotics of opera see Noske (1977). For preliminaries to a semiotics of ballet, see Koch (1971b: 263-82) and Shapiro (1981).

2. The Musical Sign

The question about meaning in music (Coker 1972) and the search for the musical symbol (Epperson 1967) have been of concern to musicology and aesthetics (Langer 1942) for a long time. Gatz distinguished two major trends in the aesthetics of music according to the answers given to this question (1929: 11-13): The first is the aesthetics of heteronomy. It interprets music as an expression of extramusical content. The second is the aesthetics of autonomy. It prefers to define music as a phenomenon sui generis, without any semantic dimension. The assumption of meaning in music necessarily implies the acceptance of a musical sign. Some have argued that the aesthetics of autonomy refutes the existence of such a sign (cf. Nattiez 1977: 124), but in terms of a concept developed within semiotic aesthetics, music has been interpreted as an autonomous sign.

2.1 Autonomy of the Musical Sign

According to Stravinsky, "music is, by its very nature, essentially powerless to express anything at all, whether a feeling, an attitude of mind, a psychological mood, a phenomenon of nature, etc." (1936: 53). This thesis reflects a radical view of musical autonomy. In a more moderate view, Jakobson describes the autonomy of music as a matter of the dominance of the poetic (more generally: aesthetic) function over possible referential or other functions of the musical message (1968: 703-704). Ruwet, Nattiez, and Faltin (1972) have elaborated the theory of the autonomous musical sign which refers only to itself. Ruwet interprets this semiotic autonomy in terms of Jakobson's theory of poetic equivalence, defining the aesthetic essence of music by the feature of the recurrence of equivalent sounds (1972: 10, 135).

Faltin (1972; 1985: 96f.) discusses the apparent semiotic paradox of musical autoreflexivity and the question whether communication without reference deserves to be called a sign on the basis of the distinction between meaning and reference (cf. Sign 2.). While Faltin agrees with those who deny reference to the musical sign, he argues that music nevertheless carries meaning. In this view, the musical sign is similar to ostensive signs which carry no
message beyond their own reality either. The semiotics of the musical sign is furthermore similar to fictional proper names (cf. Literature 2.3), which have meaning within a text but no extratextual reference (cf. Faltin 1972: 208-209).

2.2 Semantics of the Musical Sign

In the discussion about the meaning and reference of the musical sign, different concepts of "semantics" are used so that arguments for or against the semanticity of music may imply very different claims. The basic semantic distinction in musicology is between meanings that are inherent in music and those which have some extramusical reference. Related problems are the verbalization of musical experience and the type of object relation of musical signs.

2.2.1 Semantics and Semiotics in Music

Following Morris and the tradition of logical semantics, some restrict the concept of semantics to the sphere of reference. For this reason, Faltin, who denies referentiality to music, concludes that music is asemiotic, although it has meaning and is thus an object of semiotic study (1985: 100). In a quite different sense, Benveniste uses the same terms when he concludes that music is a semantic but an asemiotic phenomenon (1969: 238, 242; see also Barthes 1985b: 311-12). "Asemiotic" in this theory means that the elements of this system have no meaning (or reference) in isolation and are therefore not signs. The argument is that single musical sounds are always meaningless in this sense. "Semantic," on the other hand, refers to meanings as differential functions generated by and within a discourse. A composition, being a discourse whose sound elements are interrelated to form a coherent whole, is certainly "semantic" in this sense. This conclusion of Benveniste's describes basically the same state of affairs which Faltin defines in the opposite terminology (see also Semantics 1.4.3). Ignoring these terminological differences between some schools of semiotics, the following paragraphs will discuss the semantic dimension of music in the broadest sense, including reference, meaning, and contextual (or "discoursive") functions of music.

2.2.2 Endosemantic Functions of Music

Benveniste's and Faltin's twofold characterizations of musical content correspond to two different domains of the semantics of music (in the broader sense), which musicologists have distinguished in different terms. Bright, for example, introduced the distinction between endosemantic and exosemantic structures of music (1963: 29). Exosemantic content structures within music refer to extramusical sound events. Coker calls such forms of reference extrageneric musical meanings (1972: 61). Endosemantic content structures consist of musical references to sound structures (e.g., motifs or themes) which exist within music only. Coker defines them as congeneric musical meanings (ibid.). The discussion of these structures is sometimes restricted to intramusical references (to sound structures within one composition). But the endosemantics of music also comprises intermusical references (to elements of other compositions). Coker considers both, pointing out that in these two forms of musical semiosis "someone interprets one part of a musical work as a sign of another part of that same work or a diverse musical work" (ibid.).

Style, epoch, and genre of a piece of music are recognizable by intermusical reference to other compositions of the same kind or period. In this sense, they are an endosemantic structure of music. However, if the style of a composition is interpreted as a reference to the culture of a whole epoch (e.g., to the Romantic culture in Germany), then this reference becomes exosemantic.

2.2.3 Musical Reference and Exosemantic Content

The referential potential of music (for those who accept any) has only a rather restricted scope. But if the category of musical reference is expanded from the perception of extramusi-
cal sound events to other forms of experience which music may evoke, this category is considerably expanded. The major categories of such exosemantic musical contents are the following (cf. Osmond-Smith 1972, Jiranek 1975):

1. Sound events: Onomatopoeic representations of bird songs, hunting horns, thunderstorms, bells, battle cries, or cannonades, which characterize the genre of program music, are typical examples of musical sounds referring to extramusical acoustic events. Such forms of exosemantic reference are only marginally relevant to music on the whole. Only acoustic events can be represented denotatively in music. All other forms of reference are possible only by connotation.

2. Emotions: The most important semantic field studied in traditional musicology is emotional meaning. The content of the musical sign in this case is the emotion evoked within the hearer. Langer argues that music is the "logical expression" of feelings, a "symbolic form" (1942: 185, 204), whose significance can be felt, but not defined because it is only "implicit, but not conventionally fixed." Musicologists who have attempted to discover correlates between musical form and content are Meyer and Cooke. Meyer (1956) developed a theory of correspondence between patterns of tension, delay, and release in rhythm or harmony and in human emotions. Cooke (1959) even attempts to establish a musical "vocabulary" correlating musical phrases and harmonic sequences to emotions such as joy, pleasure, sorrow, etc.

3. Synaesthetic and associative contents: By synaesthesia, the hearer perceives impressions of the visual, tactile, or other channels of perception concomitantly with the musical sounds, e.g., light colors with clear sounds. Such connotations are usually highly ideosyncratic. Associative meanings, on the other hand, as they may be experimentally derived from word associations in reaction to music, constitute a statistically more significant area of musical semantics (cf. Knobloch et al. 1968, Nattiez 1973d). However, as also in linguistic psychosemantics, the results obtained from such tests may reflect meanings imposed by the analyst, which do not have to correspond with any "inherent" meanings in music.

4. Musical meanings sui generis: A borderline case of musical semantics is those meanings of music which are said to be inexpressible or untranslatable into language. In this vein, Langer argues that "music articulates forms which language cannot set forth" (1942: 198), and Eggebrecht claims that access to music is possible only by "understanding without concepts" (1973: 52). The borderline which these theories touch is the one between the heteronomy (and thus semanticity) and the autonomy (and thus asemanticity) of music. The topos of inexpressibility raises the question of the possibilities of a verbalization of musical meanings.

2.2.4 Verbalization of Musical Meanings

Ruwet, a proponent of an endosemantic interpretation of music, considers verbalizations to be the only possible form of content in music: "If it is necessary at all to assume a signifier and signified in music, one could say that the signified in music (the 'intelligible' or 'translatable' aspect, according to Jakobson) is the description of the signifier (the 'perceivable' aspect)" (1972: 12). Nobody will claim that the verbalizations of musical semantics correspond or are equivalent to musical meanings in a way in which linguistic paraphrases or synonyms may be mutually equivalent. According to Benveniste, there is a basic asymmetry between language and music (1969: 10, 130). While language generates its own metalanguage, music cannot be analyzed by means of music. The analytical metalanguage (more precisely: metasemiotic) of music is language, while this language itself is not translatable into music. This is why a semantics of music is impossible without language, although such verbalizations, being a metasemiotic, cannot be considered equivalent to their object of description.

2.2.5 Object Relation of the Musical Sign

According to its object relation, the musical sign is basically an icon or an index (cf. Coker)
1972, Osmond-Smith 1972, Bierwisch 1979: 43-49, Tarasti 1982). Symbols in the sense of Peirce, conventional signs, are only marginally important in music (e.g., in the case of a national anthem referring to the particular nation). All musical references to extramusical acoustic events are iconic signs. Endosemantic references, such as indicators of style, are indexical insofar as they establish a connection between elements of semiotic messages. At the same time, such references also imply an icon since the connection presupposes the recognition of a similarity: Thus, any variation is an icon of its theme, but the intramusical reference from the variation back to the original occurrence of the theme is an index (cf. Tarasti 1982: 504).

How are emotions related to the musical signs which evoke them? Apparently, there is no relation of similarity. Nevertheless, Osmond-Smith considers the evocation of emotions by means of music to be an unconsciously iconic process (1972: 39-40). His argument is that an emotional reaction to music (e.g., joy or sorrow) has physiological features which equally occur in human reactions to equivalent (joyful or sad) nonmusical events. For such iconic correspondences between music and human biorhythms, see also Meyer (1956) and McLaughlin (1970).

3. Music as a Semiotic System

Paradoxically, there is more agreement about music being a semiotic system than about musical sounds being signs. The discussion about the systematic nature of music focuses on both analogies and differences between music and language.

3.1 Language and Music

The traditional metaphor of the "language of music" (cf. D'Ollone 1952, Mayer 1970, Martin 1978) was used in musicology to refer generally to the meaningful character of music. Semiotics, however, has shown interest in more systematic correspondences and other points of contact between language and music. A first common feature of language and music is their linear and acoustic manifestation (cf. Bierwisch 1979). Both language and music are cultural systems of arbitrary, recurrent, and structured sounds (Springer 1956: 504). Both systems make differential use of acoustic phenomena such as pitch, duration, quality, and intensity of sounds (ibid. and Nettl 1958). But the function of these structures is quite different within their respective systems (cf. Nattiez 1971: 57). By its own system of acoustic differential values, music, like language, proves to be a semiotic system of values (Jakobson 1932, Kristeva 1969a: 305).

Besides the potential similarities or analogies between language and music, a second type of relation is that of contiguity (Harweg 1968: 276). Essential contiguities between the two modes of expression, according to Harweg (ibid.), exist in songs and in metrical and rhythmically spoken language. In both cases, the influence of music on language is one of parole but not of langue. For the mutual influences between music and spoken language in vocal music, see also Georgiades (1954), Bright (1963), and Hall (1964: 413-14).

3.2 Minimal Units of Music

The question about the minimal units of the semiotic system of music remains undecided in spite of the fact that Lefebvre attempted to introduce the term meleme for such a unit (1971: 57). It is uncertain whether the tone, the interval, or the chord should constitute such a unit and how tone color, rhythm, and tempo should be classified. There has been extensive discussion of the question whether a tone in music has the same semiotic function as a phoneme in language. Analogies already pointed out by Jakobson (1932) are that both tones and phonemes are elements of cultural systems in which they have functional values which vary with these cultures. Springer (1956: 509), Nettl (1958: 39), Lévi-
Strauss (1964), and Nattiez (1975: 196–99) dealt more extensively with the analogies between the function of tones within their keys and phonemes within their languages. An objection against considering tones as "musical phonemes" within a given key is that with the change of the key one would have to assume the beginning of a new "musical language." Thus, a musical composition, unlike most verbal texts, would appear to be written in several "languages."

3.3 Double Articulation

Lévi-Strauss (1964) and other semioticians (cf. Nattiez 1975: 199–208) ascribe a double articulation (cf. Language 4.1) to music. This assumption presupposes a level of musical signs with meanings, like the morphemes (or words) of a language, a level of musical "phonemes," and the possibility of generating new musical "morphemes" by the exchange of "phonemetones." Benveniste (1969), Ruwet (1972: 36), and many others (cf. Schneider 1980: 205–208) reject the assumption of double articulation in music. Ruwet considers music to be a semiotic system with one articulation only, since "the elements and the groups differentiated by them are of the same kind" (1972: 36). For further analogies and differences between the elementary signs and the syntax of language and music, see Bierwisch (1979: 64-84).

3.4 Structures of the Musical Text

Traditional musicology used linguistic metaphors such as phrase and sentence to designate segments of musical compositions. Following the model of language, the semiotics of music developed further criteria of segmentation and classification of works of music. Thus, Ruwet (1972) applied principles of distributional linguistics to determine syntagmatic and paradigmatic structures of compositions. Nattiez (1975) follows the model of generative linguistics to develop a system of rules for the analysis and synthesis of musical texts. Narrative structures in works of music are studied by Tarasti (1979) on the basis of Lévi-Strauss's structural model of myth.
Architecture

The semiotics of architecture, a branch of the semiotics of visual communication, is closely related to aesthetics, to the semiotics of objects, and to proxemics, the semiotics of space (see esp. Eco 1968: 344ff.). Preziosi (1979a) even discovers connections to zoosemiotics when he talks about "zooarchitecture." According to Barthes, the semiotics of architecture begins where mere metaphorical discussions of the "language of the city" are replaced by analytic and systematic research in architectonic signs and codes (1967a: 12). Such research originated mostly in the 1960s. It was discussed both at a theoretical level at international semiotic conferences (e.g., Chatman et al., eds. 1979: 901-978) and by practitioners of architecture. Some of them considered semiotics a tool "to overcome the crisis in the methodology of design" (Schneider 1977: 50) or "a way out of naive functionalism" (Sipec 1981: 86-87). According to Sipec (1980; 1981), for example, semiotics can contribute to solving the problems of architectural practice by pointing out the pluralities of interpretation and by thus placing man in the center of architectural concern.

1. State of the Art

Studies under the more or less metaphorical heading of "the language of architecture" (cf. Prak 1968, Reinle 1976) are precursors of the semiotics of architecture. Collins traces the history of this metaphor back to 1750 (1965: 173-84). After an early discussion of architecture within Mukarovský's *semiotic aesthetics, explicitly semiotic approaches to architecture originated in the 1960s with a number of studies in the context of structuralism (Koenig 1964; 1970, Eco 1968: 293-356, Jencks & Baird, eds. 1969; cf. Tafuri 1968: 183-216). Hjelmslev, Peirce, and Morris provided different models of analysis for various approaches to the architectural sign.

In France, a school of architectural semiotics developed on the basis of Hjelmslev and Greimas (cf. Greimas 1976b: 129-58, Groupe 107 [1973], Boudon 1981, Hammad et al. 1977, and the volume *Sémiotique de l'espace* [1979]). A special issue of *Communications* 27 (1977) is entitled *Sémiotique de l'espace*, and special issues of *Bulletin du groupe de recherches sémiologiques* 10 (1979) and 18 (1981) are entitled *Sémiotique de l'architecture* and *Parcours et espace*. A semiotic and ideological study of historical architecture in England and its representation in poetry is Wayne (1984). The history and the state of the art in the semiotics of architecture are documented in surveys, studies, and anthologies by Agrest & Gandelsonas (1973; 1977), Krampen (1979a; b), Preziosi (1979a; b), Broadbent et al., eds. (1980a; b), Tafuri (1980: 121-237), Dreyer (1984), Minai (1984), and Gottdiener & Lago-
2. Meaning and Functions of Architecture

In its cultural origins, architecture had the practical function of providing shelter, and nobody will deny that the roofs and windows of most contemporary buildings serve such primary functions as protecting against rain and providing light (cf. Eco 1968: 296). At first sight, architecture seems neither to be communicative nor to represent anything except itself. Traditional aesthetics therefore used to classify architecture together with music as an asemantic art (see Wallis 1975: 40 for a survey of such theories). Yet, architecture is not restricted to its utilitarian function. It is polyfunctional and may have several dimensions of meaning. Even doors (Seligmann 1982, Gandelman 1984) and windows (Sebeok & Margolis 1982) may evince a multiplicity of meanings.

2.1 Functional Views of Architecture

Within his structuralist aesthetics, Mukarovsky * gave an outline of a polyfunctional view of architecture in which he opposes the aesthetic function of architecture to the following four functional horizons (1937: 241-44): (1) the immediate practical function, (2) the historical function relating to previous modes of building, (3) the social function relating to the social status and economic resources of the builder, and (4) the individual function relating to his individual style. In contradistinction to these four specifically architectonic functions which relate buildings to entities beyond themselves, the aesthetic function of a building is autotelic. It refers only to itself and is thus a dialectic negation of the other four functions.

Later functional semiotic descriptions of architecture were based on Jakobson's models of the six functions of communication (Schivy 1973: 117-19, Preziosi 1979a: 49-55; 1979b: 68-72; see Function 3.2). Preziosi defines these functions of architecture as follows: (1) the expressive function dominates in the personal style, the mode of architectonic self-representation of a builder. (2) The conative function of architecture addresses its user, suggesting orientations, interpretations, and his spatial behavior. (3) The phatic function is the environmental framing of interpersonal interactions, the aspect of architectural "territoriality." (4) The aesthetic function predominates when architecture is oriented toward its own mode of construction. (5) The meta-codal function is realized through historical reference or illusion and "quotations." (For such modes of architectonic self-reference see Wittig 1979.) (6) The referential function is defined by Preziosi as being its contextual utility or immediate purpose.

2.2 Semantics of Architecture

Architectural form has many dimensions of meaning. Eco sees here an example of Peirce's principle of unlimited semiosis (1972a: 117). In this uncertain semantic space there is no final signified, as Barthes points out (1967a: 40).

2.2.1 Architectural Denotations and Connotations

One attempt to structure the semantic space of architecture is by means of the dichotomy of connotation and denotation (cf. Hjelmslev 4.). Eco interprets the primary (utilitarian) functions of buildings as their denotation and the secondary functions as the infinite domain of connotation (1968: 306-311; 1972: 98): A domestic residence, for example, denotes its utility and connotes by its historical, aesthetic, and anthropological contents an ideology of living (Eco 1968: 334). (For the ideological dimension of architecture see also Agrest & Gandelsonas 1977: 100-104.) The denotation-connotation dichotomy has been used in many other semiotic interpretations of architecture (e.g., Dorfles 1969: 44, Seligmann 1982). Scalvini (1971; 1979) reinterprets C.
Brandis's dichotomy of the tectonic vs. the architectonic in terms of connotation and denotation.

2.2.2 Dimensions of Architectonic Meanings

Two methods of research in architectural meanings deserve special mention at this point: iconology and psychosemiotics. Iconology, the method of studying icons and symbols within the history of art, is a tool of research in architecture for Wallis (1975), Renle (1976), and Pochat (1982: 177-85). In contradistinction to this hermeneutic and diachronic approach to architecture, Krampen (1979b) proposes a synchronic and empirical study of architectural meanings. His method is psychosemiology. On the basis of semantic differential analyses, verbalized meanings are studied to test what persons associate with buildings or architectural elements.

The relationships between architectural meanings and the language describing these meanings have been evaluated differently. If architectural meaning comprises such contents as 'practical utility' or stylistic references to, and thus differences from, other architectural forms, then architectural meanings do not seem to presuppose any verbalization (unless for sake of scientific description). Against this view, Martinidis seems to see no difference between architectural meanings and their verbalizations when he claims that "architectural 'language' consists mainly of the verbal language, which comments on built space, criticizes its forms and evaluates its styles" (1986: 371).

3. The Architectural Sign and Code

Approaches to the interpretation of architecture as a system of signs have been based on different models from the major traditions of semiotics. The code (or system) of these signs was mostly interpreted according to the semiotic model of the code of language.

3.1 Models of the Architectural Sign

Analyses of the architectural sign have followed the semiotics of Morris, Saussure, Hjelmslev, and Peirce.

3.1.1 Morris's Behavioristic Model

Koenig (1964; 1970: 30-31, 254) defines the architectural sign in Morris's behavioristic categories as something that directs behavior with respect to an absent stimulus object which is its denotatum. In this interpretation, the semiotic function of a building is the behavior which it imposes on its inhabitants. The (not necessarily) absent denotata of a building are the human beings "whose existence permits the completion of the response sequences." The denotata of a school, for example, are the children who study there. The significatum of this building is the fact that these children go to school.

3.1.2 Saussure's Dyadic Model

Many semioticians of architecture have based their study on Saussure's dyadic sign model (cf. Scalvini 1971, Ledrut 1973: 18). A specific interpretation of architecture in terms of this model is proposed by De Fusco (1971), who relates the dichotomy of signifier and signified to the architectonic categories of outer and inner space. The inner space (signified), according to De Fusco, embodies the essence of architecture, the motive for the creation of a building, because in it the practical and representative functions of life are developed.

3.1.3 Hjelmslev's Glossematic Model

Eco has always defended the dyadic sign model, namely, in its more elaborate form developed by Hjelmslev. Against a triadic model of the architectural sign, Eco objects that in architecture a distinction between a material sign vehicle (or signifier) and its referential object appears to be impossible because both entities have the same physical existence, namely, architectonic matter (1968: 301).

Following Hjelmslev, Eco defines the architectural sign as having the following four levels
The expression-substance is the sum total of all possibilities which can articulate space and matter. The expression-form is the system of architectonic oppositions and thus structures of form. The content-substance is all possible architectural functions in a given culture. Its content-form is the system of meanings which a culture associates with architecture. Eco gives the outline of such a system of architectonic sememes, which he studies by the semantic method of componential analysis (ibid.). In this analysis, the units of architectonic expression form are called morphemes. They are correlated with units of content-form, called sememes, which are further structured by semantic components.

3.1.4 Peirce's Triadic Sign Model

Peirce's triadic sign model and typology of signs are the basis of several other studies in the semiotics of architecture (e.g., Kiefer 1970, Dreyer 1979, and Arin 1981, and see Krampen 1979a: 42-50 for a survey). Following Peirce, Walther determines the factually existing building as a dicent indexical sinsign (1974: 140-41). Being a singular object fixed with respect to time and space makes it a sinsign. By referring to the architect who designed it, the building becomes an index, and as a cultural object which evokes judgments and evaluations, the building is a dicent.

3.2 Architecture as a Code

According to Eco, architectural codes originated when man began to form architectural concepts (1968: 297). When cave man learned that a cave could have various forms of existence, the idea of the cave became an abstract model of the singular occurrences of caves, a code which generated messages about the potential functions of the cave. As in the case of other visual codes (cf. Image 3.3, Comics 2.2, Film 5.), principles for describing the architectural code have been derived mainly by analogy from the code of language. Such procedures have not remained undisputed (cf. Dorfles 1969: 40, Preziosi 1979a: 3). Criticism is particularly appropriate (cf. Agrest & Gandelsonas 1973: 254) where analogies are based on misconceptions of semiotic terms.

3.2.1 Architecture and Language

Broadbent (1969) and others discuss the question whether the architectural code is a langue in the sense of Saussure by which architects produce a parole of individual buildings. Schiwy pursues the idea of analogies between language and architecture further by postulating ideoloids, dialects, sociolects, and even language barriers of architecture (1973: 121-23). Among the systemic characteristics of architecture which have been described in analogy to language are the syntagmatic and paradigmatic relations between architectural elements (cf. Broadbent 1969: 51ff., Koenig 1970) and their hierarchical structure. Further analogies between the two semiotic codes have been derived from Chomsky's concepts of linguistic creativity and generativity. The application of these notions to the interpretation of architectural design processes has led to proposals for a "generative grammar of architecture" (cf. Krampen 1979a: 179-81, Ghioca 1983).

3.2.2 Double Articulation

The possibility of a double articulation of the architectural code has been discussed by Eco (1968: 327), Koenig (1970: 159ff.), and Preziosi (1979a: 60; 1979b: 103). In analogy to the double articulation into signifying elements (morphemes), on the one hand, and nonsignifying phonemes, on the other, Eco (1968: 326) and Koenig (1970) introduce the concepts of choreme for an architectural element with an elementary signified and archeme (Koenig) or stoicheia (Eco) for differential elements without a signified. For a different approach to the minimal units of architecture, see also Vallier (1981). Eco considers the architectonic code to be a system of two semiotic dimensions (1972a: 102-103). Its relevant units are, on the one hand, elements (choremes or stoicheia) of prearchitectural geometrical and spatial configurations. On the other hand, they are elements of an anthropological (proxemic)
system of functions which Eco defines as *morphemes* (first articulation) and *morphological markers* (second articulation).

### 3.2.3 Hierarchical Structure

In further development of the thesis of double articulation in architecture, Preziosi (1979a, b) postulates a hierarchical structure of the architectural code in analogy to further levels of the language system. In this interpretation, architecture and language show the following analogies in their hierarchy of code elements (Preziosi 1979a: 67):

<table>
<thead>
<tr>
<th>Architecture</th>
<th>Language</th>
</tr>
</thead>
<tbody>
<tr>
<td>I. Sense- discriminative units:</td>
<td></td>
</tr>
<tr>
<td>A</td>
<td>distinctive features</td>
</tr>
<tr>
<td>B</td>
<td>forms</td>
</tr>
<tr>
<td>C</td>
<td>templates</td>
</tr>
<tr>
<td>II. Sense-determinative units:</td>
<td></td>
</tr>
<tr>
<td>D</td>
<td>figures</td>
</tr>
<tr>
<td>E</td>
<td>cells</td>
</tr>
<tr>
<td>III. Patterns of aggregation</td>
<td></td>
</tr>
<tr>
<td>F</td>
<td>matrices</td>
</tr>
<tr>
<td>(G)</td>
<td>compounds structures settlements etc.</td>
</tr>
</tbody>
</table>

### 4. The City as a Text

In his *Cours de linguistique générale* (1916a), Saussure discussed remarkable analogies between the city and the sign system of language (see Trabant 1976b). Barthes (1967a), Choay (1972), Schneider (1976), and others (cf. Krampen 1979a: 175-76) have studied further systemic relations and semantic structures which might justify the description of the city as a semantic field or a text. Choay (1972) interprets the development of the urban space from the Middle Ages to modern times as a process of semantic reduction. Ledrut (1973) studies the images which inhabitants associate with their city as semantic fields. Fauque (1973) analyzes the semantization of the urban space in terms of structural semantics (cf. Greimas). Following ideas developed by Bense (e.g., 1968), Kiefer (1970) presents a semiotic study of signs and signals in traffic and urban space in general, which he defines as “secondary architecture.”
Objects

The semiotics of objects studies the communicative potential of cultural artifacts and natural objects. The possibility of a semiotics of the natural world (Greimas 1970: 49-92), the transformation of real-world objects into signs, and the so-called language of objects raise the question of the semiotic threshold from the nonsemiotic to the sphere of semiosis. A paradigm of object semiosis is the "language of commodities." Except for culinary semiosis (cf. Herzfeld 1986), most object messages are instances of visual communication. Within this section, more specific semiotic aspects of visual objects are also discussed in the chapters on aesthetics and architecture. A special sub-field of the semiotics of natural objects is the study of mantic signs (see Magic 2.3.4).

1. Semiotics of Objects: State of the Art

In his Language without Words (1888), Kleinpaul discusses among other things a language of facts, of stamps, of flowers, and even "of fans and gloves." These examples refer to a folkloristic field of objects whose semiotic potential is popularly circumscribed by the metaphor of language. In the beginnings of nonverbal communication research, Ruesch & Kees proposed to study the message of objects in everyday life as object languages (1956: 87-107). Later, however, the field of nonverbal communication was restricted mostly to messages of the human body. The state of the art in the semiotics of objects is reviewed by Krampen (1979b: 6-20). Objects as signs are a topic of special concern to three fields of semiotic research, aesthetics, culture, and, in the borderland between semiotics and political economy, the semiotics of commodities.

1.1 Aesthetic Objects

Semiotic aesthetics raises the question of how objects of everyday life become aesthetic signs. This question is studied in the semiotics of art, architecture, and industrial design. A first outline of a semiotic aesthetics of object messages was given by Maltese (1970). As Mukařovský* pointed out, not only artifacts but also natural objects, such as rocks or pieces of wood, may be viewed as aesthetic signs (1966: 230-31). The semiotic transformation of artifacts of everyday life into pieces of art, radically demonstrated with Marcel Duchamp's *objets trouvés* and Andy Warhol's *Brillo boxes*, has led to a reconsideration of the fundamental conditions of aesthetic semiosis (cf. Nöth 1972; 1987b, Danto 1981). The climax of this dynamic process seems to be the transformation of trash
objects into aesthetic signs, as analyzed by Thompson (1979).

1.2 Objects of Cultural Praxis

A pioneer work in the semiotics of cultural objects is Barthes's study of the *Fashion System* (1967b; cf. 3.2). Following this approach, Imbert (1978) gives a thorough analysis of the furniture system in the world of Balzac's novels. Both studies are concerned with texts (fashion journals or novels) about cultural objects and do not study these objects directly. Among the few attempts at a semiotics of everyday objects not based on texts about such objects are studies by Baudouin (1969) and Moles (1972a; cf. 3.1). A major interest of these studies is the possibility of a systematic taxonomy of artifacts. A promising perspective for the semiotics of objects is the research in *The World of Goods* and *The Meaning of Things* carried out in cultural anthropology (Douglas & Isherwood 1979 and Csikszentmihalyi & Rochberg-Halton 1981). The focus of these empirical studies is on the cultural and psychological significance of objects in domestic life (cf. 4.2.3).

2. Objects as Signs

The features of object signs may be characterized in comparison with language signs and in opposition to their referents.

2.1 The "Language of Objects"

The impracticability of an attempt to develop a universal language on the basis of a sign repertoire of objects was demonstrated in J. Swift's satire of the Academy of Lagado (*Gulliver's Travels* V. 3). The mere metaphorical nature of expressions such as "the language of flowers" is apparent from a comparison of natural languages with "object languages." The design features of phonetic languages from which "object languages" differ most typically are specialization, rapid fading, arbitrariness, and duality of patterning (the lack of distinctive features and of an object syntax). Cf. Language 3.1.

Specialization refers to the fact that language is exclusively or at least primarily communicative in its function. Speech production requires little energetic effort, and man is free to perform other activities while speaking. Object languages are not specialized in this sense. If there are systems of objects such as a "language of flowers" (Billig & List, eds. 1974), a "language of the automobile" (cf. Zygulski 1973, Aronoff 1985), or a "language of clothes" (Lurie 1981, Hoffmann 1985, and McCracken 1988: 57-70), it is clear that these classes of objects are not designed primarily for the purpose of communication. As shown in Swift's satire, one of the major disadvantages of object languages would be the lack of the feature of rapid fading (cf. Harrison 1974: 147). Objects cannot be accumulated and dispensed with as quickly as words can be uttered.

2.2 Objects as Sign Vehicles and as Referents

In epistemology and semiotics, *object* is a relational term, defined with reference to a perceiving subject and to other semiotic entities within the semiotic system (cf. Greimas & Courtés 1979: 216). However, the subject-object dyad is really a semiotic triad in which the object occurs twice, once in the form of a sign vehicle and once as the referential correlate of this sign vehicle.

2.2.1 Sign Vehicle vs. Referent

Objects in the function of signs raise the semiotic question of the difference between sign vehicle (signifier or representamen) and its referent (denotatum). While in natural languages this difference is characterized by the principle of arbitrariness, the referential motivation of object signs implies a reduction of the distance between sign vehicle and referential object. Borderline cases of object semiosis, where the sign vehicle seems to merge with its referent, are autotelic signs (see Aesthetics 2.2.2) and exemplifications.
2.2.2 Objects as Samples

In exemplification, according to Goodman, a sign vehicle, e.g., a *sample*, is an example of what it is. It refers to properties which it possesses itself. Thus, the direction of reference in exemplification is opposed to that in denotation (1968: 52-57). Denotation is the reference of a sign vehicle to a referent, while in exemplification (e.g., in a sample) there is reference both from the sign vehicle to its referent and from the referent back to the sign vehicle. Goodman illustrates this difference as follows: "For a word, say, to denote red things requires nothing more than letting it refer to them; but for my green sweater to exemplify a predicate, letting the sweater refer to that predicate is not enough. The sweater must also be denoted by that predicate; that is, I must also let the predicate refer to the sweater" (ibid.: 59).

3. Semiosis vs. Praxis

The semiotic process by which objects of practical usage, such as tools (cf. Eco 1976: 22-24) or food, become signs raises the question of the "semiotic threshold" from the nonsemiotic to the semiotic (cf. ibid.: 19-28). One of the attempts to determine this threshold was Mukarovsky *'*s distinction between (presemiotic) *practical* and semiotic functions. Does this distinction mean that the sphere of human praxis is by definition presemiotic? Nöth (1988) argues that praxis and semiosis are two perspectives from which the same event may be perceived. Thus, even practical objects and actions may be perceived as signs, while they may have a nonsemiotic dimension at the same time.

3.1 The Semiotization of Praxis

The semiotic sphere has rarely been extended to the realm of utilitarian praxis and functionality, but Moles has proposed such an extension in his *Theory of Objects* (1972a). Moles defines the meaning of an object as being "largely attached to its function, its utility in relation to the repertoire of human needs" (1972a: 48). To him, the practical function of a commodity is its denotative meaning. In his study of such meaning, he combines principles of structural semantics with methods of psychosemantics. The meaning of an object thus discovered is similar to the lexicographical meaning of the word by which the object is designated. For example, the meaning of the object "knife," according to this theory, could be 'sharp blade with a handle, used as a cutting instrument.' In addition to this primary layer of meaning, Moles also studies secondary layers of meaning which he defines as "aesthetic or connotative."

3.2 Sociocultural Semiotization of Objects

A further semiotic dimension of the sphere of human praxis was postulated by Barthes (cf. 1964a: 41-42). To him, the threshold from the nonsemiotic to the semiotic seems to lie above the "utilitarian or functional" aspect of objects (although he calls these aspects of objects sign-functions; cf. ibid.: 41, 68). Barthes acknowledges that utilitarian objects "have a substance of expression whose essence is not to signify." For example, "clothes are used for protection and food for nourishment even if they are also used as signs." But in an "inevitable" process of semantization, this utilitarian object becomes "pervaded with meaning: [. . .] As soon as there is a society, every usage is converted into a sign of itself." Barthes discusses two aspects of this semiotization (ibid.: 41). The first might be called the sociocultural sign. (His example: "The use of a raincoat . . . cannot be dissociated from the very signs of an atmospheric situation" [ibid.]). The second might be called the economic sign. Its frame of reference is the system of commodities (cf. 4.). "Since our society produces only standardized, normalized objects, these objects are unavoidably realizations of a model, [. . .] the substance of a significant form. To rediscover a non-signifying object, one would have to imagine a utensil ab-
solutely improvised and with no similarity to an existing model” (ibid.: 41-42).

4. The Language of Commodities

A field of object semiotics in which the topic of the semiotic threshold between utilitarian praxis and semiosis has been discussed from various perspectives is the "language of commodities” (cf. Nöth 1988).

4.1 Commodity Exchange as Communication

According to Lévi-Strauss, the exchange of goods and services, the exchange of women, and the exchange of messages are the three basic modes of social communication (1958: 296). In this view, economic and kinship systems (cf. Structuralism 2.2) evince analogies to the system of language. Following this guideline, and in connection with a semiotic interpretation of Marx's political economy, Rossi-Landi (1968; 1975a) developed one of the first explicitly semiotic approaches to economy on the basis of linguistic homologies.

4.2 The Commodity as a Sign

Semiotic aspects of commodities have become apparent in research carried out in marketing research, political economy, and anthropology. A related field of study is the semiotics of advertising, i.e., of messages about commodities.

4.2.1 Semiotics of the Commodity in Marketing Research

In addition to the study of advertising, marketing research has been concerned with two types of commodity messages, the brand image and the "consumption symbol." Brand image research studies meanings which consumers typically associate with a given brand. Semantic components of a brand image, according to Levy, include 'technical matters,' 'product characteristics,' 'financial value,' and 'social suitability' (1978: 168). Semiotically, such components constitute the signified (or content) of the product, while the material object is the signifier of the commodity as a sign.

"Symbolic consumption" (cf. Hirschman & Holbrook, eds. 1981), already discovered by Veblen (1899) in the form of "conspicuous consumption," is an act of communication, not between producer and consumer but between the consumer and any other member of society, possibly also between the consumer and that consumer's self. The sign in symbolic consumption is less the commodity itself than the act of its consumption. As summarized by Belk et al., the theory of symbolic consumption makes the following assumption about the meaning of such a sign: "Whether or not consumption communicates status as clearly as was once the case, it is clear that there are still a number of inferences about people which are affected by the goods and services that they presumably have selected" (1982: 6). If inferences are thus made from goods (e.g., cars) to their users (e.g., their personality type), the commodities are interpreted as indexical signs. The meaning of such an index is not a characteristic feature of the commercial object itself (e.g., its usefulness or stylistic beauty). The commodity, taken as an index, refers to an attribute which supposedly characterizes its consumer. A language of commodities based on such indexical signs is a language about commodity users.

4.2.2 Political Economy and the Semiotics of the Commodity

Within the framework of political economy, the semiotic essence of the commodity was first sought in its use- and exchange-value. An implicitly semiotic interpretation of the commodity along these lines was given by Marx (Capital, bk. 1.1, chap. 1.3.2a), who discusses the (relational) "meaning" and even the "language of commodities." In explicitly semiotic terms, Lefèbvre, for example, argues that a commodity is a sign whose signifier is the "object susceptible of exchange" and whose signi-
fied is the "potential satisfaction" which the consumer might derive from it (1966: 342). Rossi-Landi, while accepting this use-value aspect of the commodity as "a sign function which exists already at the product level," argues that the specific sign value of an object as commodity is its exchange-value because only by this value does a useful object become a commodity (1975a: 128).

Baudrillard (1968; 1972) developed a semiotics of consumer goods which defines both the use- and the exchange-value of commodities as values within a system of commercial signs. According to Baudrillard (1968: 276–77), commodities become signs within the process of consumption, which he considers "an activity of systematic sign manipulation." In this view, the material and functional object acquires meaning in an "abstract systematic relation to all other object-signs, [...] never in its materiality, but in its difference" from all other commodities. Like linguistic signs whose value is determined by their difference from other elements of a language, commodities are thus defined as elements of a semiotic system. As in language, where the material (phonetic or written) substance of words is essentially irrelevant ("arbitrary") to their content, commodities are seen as signs whose material substance is equally arbitrary: "Evidently, it is never the objects which are consumed, but it is [...] the idea of the relation which is consumed in the series of objects which give rise to this idea." With this radical view of the semiotics of consumption, the semiotization of the commodity has reached an unsurpassable climax: the commodity has become a pure sign. There seems to be no material trace of practical functionality.

4.2.3 The Commodity in Cultural Anthropology

Baudrillard's extreme insistence on the semiotic essence of commodities to the neglect of their utilitarian function (cf. Krampen 1979b: 7) is paralleled by theses proposed independently by anthropologists. As outlined by Sahlins, anthropological theory has for a long time oscillated between the two poles of a utilitarian and a symbolic account of the goods and activities. The former pole is that of culture, while the latter is that of practical reason (1976: 55). While a cultural interpretation ascribes a sign value to goods, "practical reason" interprets goods as having a nonsemiotic, utilitarian function. Sahlins's own position in this debate is that objects of consumption are always permeated by cultural meanings both in their practical utility and in their social and commercial context: "The social meaning of an object that makes it useful to a certain category of persons is no more apparent from its physical properties than is the value it may be assigned in exchange. Use-value is not less symbolic or less arbitrary than commodity-value" (ibid.: 169).

This radical thesis of the semiotic character of commodities has no less vigorously been defended by Douglas & Isherwood, who programmatically declare that "the essential function of consumption is its capacity to make sense. Forget the idea of consumer irrationality. Forget that commodities are good for eating, clothing, and shelter; forget their usefulness and try instead the idea that commodities are good for thinking; treat them as a nonverbal medium for the human creative faculty" (1979: 62). Following these guidelines, further psycho- and sociosemiotic dimensions of The Meaning of Things in everyday life have been explored in empirical and theoretical studies by Csikszentmihalyi & Rochberg-Halton (1981) and Appadurai, ed. (1986).

4.3 The Language of Commodities as a System

If commodities deserve to be called a language, they should be analyzable in terms of paradigmatic and syntagmatic relations, those two basic types of relation which form the two classical axes of linguistic structure. While the paradigmatic axis of a language refers to the possible (e.g., lexical or semantic) alternatives of and oppositions to a sign, the syntagmatic axis refers to its syntax, the rules for the combination of the signs.
4.3.1 The Paradigmatic Dimension

Barthes was among the first to propose an analysis of the paradigmatic dimension of commodities (1964a: 63; 1967). More recently, American consumer research has begun with the empirical exploration of this dimension of the market (cf. Mick 1986: 202-203). The study of the paradigmatic dimension of a semiotic system has to explore both similarities and differences between the objects under consideration. By semantic likeness, the units of a system are grouped together to form classes of signs. The classification of commodities by brands and kinds of goods performed by any manager of a supermarket reflects a possible semiotic classification of commodities as utilitarian signs. By the differences between these signs, commodities enter into oppositions which constitute the structure of the semiotic system. In the language of commodities, these structures of opposition are emphasized by the competition between brands and classes of goods. Saussure's thesis that a semiotic system, and with it the meanings of its signs, is constituted only by the differences between its elements, is particularly true of the language of commodities. Since competition is the motor of a free market, it should be evident that the language of commodities is a semiotic system par excellence. In the intention of the advertisers and producers of goods, this language is even a system of a radically semiotic nature. The language of commodities strives to maximize the differences and to minimalize the similarities between competing goods. The most convincing illustration of this thesis is the competition between the so-called generic brands and their materially identical counterparts sold in a different package, under a different name, and at a higher price.

4.3.2 The Syntax of Commodities

If commodities are combined by the producer and the consumer in a meaningful way, similar to the combination of words into sentences and texts, this combination will result in a commodity message. The rules which determine these combinations in space and time form the syntagmatic dimension of the language of commodities. Barthes proposed to study such combinations of clothes into garments, foods into menus, or pieces of furniture into the furnishing of a room as syntagmatic structures (1964a: 63). More recently, Kehret-Ward (1987), too, has proposed to study product combinations as the syntax of commodities. However, the studies of product combinations have so far resulted only in the discovery of a very rudimentary product syntax. At least in comparison to the one-dimensional (surface) syntax of language, the multidimensional space of possible combinations of commodities is much less structured. In contradistinction to its highly structured paradigmatic dimension, it must then be concluded, the language of commodities has only a rather weak syntax.
Images cover a broad spectrum of phenomena, of which many are also discussed elsewhere in this handbook. This chapter will therefore focus only on the two extremes of this spectrum, pictures and mental images.

1. Images and Signs

A survey of the broad field of phenomena defined as images indicates a variety of semiotic topics extending beyond this article.

1.1 Variety of Images and Icons

Mitchell proposes a "typology of images" which distinguishes the following five classes (1986: 10): (1) graphic (pictures, statues, designs), (2) optical (mirrors, projections), (3) perceptual (sense data, "species," "appearances"), (4) mental (dreams, memories, ideas, fantasmatas), and (5) verbal images (metaphor, descriptions). (For the definition of images see also Thibault-Laulan 1972: 20-25.) All of these phenomena are traditionally defined by features such as likeness, resemblance, or similitude. Owing to these characteristics, images belong to the class of icons.

Often a difference between icons and images is hardly discernible. While the concept of image generally refers to visual phenomena (and their mental representations), icons, at least in the definition of Peirce, cover a broader class of signs by likeness which includes signs by non-visual channels. The feature of likeness defining both images and icons also raises a number of more fundamental semiotic questions which justify a discussion in a separate chapter (Icon and Iconicity).

1.2 The Study of Images and Semiotics

Within the field of aesthetics and visual communication, a number of proposals have been made to establish an autonomous, albeit transdisciplinary, field of research in images. Some authors have proposed to designate this field by the term iconics (Huggins & Entwistle 1974: 3, Cossette 1982). Mitchell introduces the term iconology for the study of the discourse of (and about) images (1986: 1). (For a different concept of iconology, cf. Painting 2.1.) These and other studies in the "language of images" (thus: Thibault-Laulan 1971, Mitchell, ed. 1974, Eco 1985a, Saint-Martin 1987) are sometimes explicitly, sometimes implicitly semiotic in their approach.

In addition to the topics of this chapter and the one on icons, various other subjects of the spectrum of imagery are discussed elsewhere in this handbook. Within this section, the chapters on painting and photography deal with special types of pictures. The relationship
between pictures and language is among the topics of the chapters on comics, film, and advertising. Special pictorial signs which form codes of their own (e.g., traffic signs or playing cards) are discussed in the section on codes. Verbal images (for this concept see especially Furbank 1970) are the subject of the chapter on metaphors and the paragraph on iconicity in Literature (2.1). For visual metaphors see Metaphor (9).

A few other subjects within the semiotics of images can be covered only by means of bibliographic reference: On the semiotics of cartography and graphics, see Bertin (1967), Krampen (1985); on design see Bense (1971), Walther (1974: 136-39), Berger (1979); on colors see Bense (1971: 92-98), Thürlemann (1984), Eco (1985a), and Saint-Martin (1987); on mirrors see Eco (1984b, where the author argues that mirror images cannot be signs). On the whole field of visual images see Lindekens (1976), Krampen, ed. (1983), Baker (1985), Sauerbier (1985), Floch (1985), Mitchell (1986), Muckenaupt (1986), Saint-Martin (1987), special issues of the journals *Communications* (29 [1978]), *Degrés* (34 [1982]), and *Semiotica* (52.3/4 [1984]), and the relevant sections on the semiotics of visual communication in collective volumes such as Chatman et al., eds. (1979), Helbo, ed. (1979), Oehler, ed. (1984), and Sebeok & Umiker-Sebeok, eds. (1986).

2. Mental Images

The relevance of mental images to human thought has been investigated since antiquity. In Plato's idealist philosophy, the sphere of ideas consisted in the first place of words (λόγος *) and only in the second place of images (εικών; cf. Eltester 1958: 3-4). To him, images were not the result of sense impressions (αισθήματα) but had their origin within the soul itself. Aristotle (*On Memory* 450a, trans. Beare), initiating the empiricist tradition, attached more importance to mental imagery when he argued that "without an image thinking is impossible." The issue became central to the history of philosophical epistemology (Hogrebe 1971, Manser 1973) and to cognitive psychology (Block, ed. 1981).

From a semiotic point of view, two topics have emerged in the course of this discussion which are particularly relevant to a general theory of signs: the theory that mental images are signs of reality, and the question whether meanings of words (and other signs) should be considered as mental images. The first topic is one of philosophical and psychological epistemology, the second is one of semantics. Only a few exemplary answers to these problems of the history of semiotics can be discussed here.

A much more comprehensive view of the mental image, which cannot be discussed in the following, has been developed by Boulding (1961). His vision of a new science of the image, called eiconics, may perhaps be characterized as a sociobiological and transdisciplinary theory of knowledge.

2.1 Mental Images as Iconic Signs

The view of the mental image as an icon or even a copy of reality has been expressed in various schools of thought.

2.1.1 The Empiricist Heritage

The Epicureans believed in mental images as copies of the external world, ειδολαγ* or simulacra, which resulted from the reception of invisible atoms emitted by the physical object. At the climax of the empiricist tradition, Hume defined ideas as the result of sense impressions, as "a copy taken by the mind, which remains after the impression ceases" (*Treatise of Human Nature* I, 1.2). According to such views, the image is not only an icon, but, being an "imprint" caused by the original object, it is also an index (in the sense of Peirce).

2.1.2 The Materialist Copy Theory

A modern materialist version of the empiricist copy theory of cognition is defended by Marxist semioticians (Klaus & Segeth 1962, Klaus
1963, and Resnikow 1977). According to the official Marxist-Leninist epistemology (Klaus & Buhr, eds. 1964: 31-33), every act of cognition results in a mental image in the form of an ideational copy (Abbild). These mental representations are said to be formed in a process of reflection (Widerspiegelung) during which the individual acquires knowledge of the "objective reality." The resulting copies are characterized as being different from the depicted object (since they are transformed by perceptual coding and information processing), but at the same time dependent on it and congruent with it (ibid.). The relation between mental copy (Abbild) and the "reality" it reflects is further specified as a similarity (Neumann et al. 1976: 334-39) or as an objective relation of homomorphy (Klaus 1969). These features characterize the materialist Abbild as an iconic sign (see also 2.2.2).

2.1.3 Piaget's Mental Imagery

From a psychological point of view, Piaget has given a semiotic interpretation of the mental image. In his genetic epistemology, Piaget characterizes mental imagery as the "interiorized imitation" and transformation of reality (1970: 14-15, 45). He describes this process of internal imitation as an aspect of the general semiotic function, the ability to represent something by a sign: the mental image is a signifier which represents the exterior signified.

Piaget rejects the naive picture theory of the mental image as a kind of "trace" resulting from a passive perception of an objectively given reality. While criticizing the "knowledge-as-copy hypothesis," Piaget & Inhelder propose an assimilation theory of the image according to which the inner image is the product of an internalized imitation (1966: xiii, xix). Thus, the inner image becomes a "semiotic instrument necessary in order to evoke and to think what has been perceived" (ibid.: 381). Piaget characterizes this image as a symbol (ibid.), which in his definition is a sign that presupposes a mental differentiation between its signifier and the signified. More specifically, this image is defined as a figural signifier whose figural signified is the object it refers to (ibid.: 383).

Piaget's inner image is based on a sign model which differs both from the dyadic Saussurean and from the triadic Peircean tradition. The referential object which is the signified of Piaget's mental image is an extrasemiotic entity to Saussure. In his dyadic model both components of the sign are psychic entities. In analogy to his theory of the verbal signifier as a "sound image," the signifier of a picture is a mental "visual image" in the Saussurean tradition, which is not incompatible with Piaget's signifier. But the Saussurean signified is also a mental "concept," and this makes it incompatible with Piaget's characterization of the object as a signified. In terms of Peirce's triadic semiotics, Piaget's inner image comes close to the interpretant, and its corresponding "exterior event" would be a Peircean object.

2.2 Mental Images as Meanings of Signs

In the history of semantics, the essence of meaning has occasionally been assumed to be a mental image. Philosophically, such images were first discussed as ideas, psychologically also as mental associations. The crudest form of this assumption, namely, that words generally evoke visual concepts, must certainly be rejected (cf. Palmer 1981: 25), but some of the issues raised by the ideational or conceptual theory of meaning should be discussed briefly. For mentalist and other theories of meaning, see also Meaning (1.4).

2.2.1 Meaning as Idea

In Locke's semantics, the meanings of words are characterized as "invisible ideas": "The use, then, of words is to be sensible marks of ideas; and the ideas they stand for are their proper and immediate signification" (1690: III 2.1). The nature of Locke's empiricist ideas is not clearly defined in his philosophy. Sometimes they seem to be mental pictures, but mostly they are defined as more abstract entities (cf. Woozley 1967: 199-200). Against the assumption that such ideas could have the
form of a mental picture, Berkeley argued that a picture, e.g., of a triangle, always has a particular visual form so that a general, abstract idea of all possible triangles could never be represented in one visual image (1710: Intro. §§ 15-16).

2.2.2 The Materialist Picture Theory of Meaning

Marxist semantics ascribes to meaning the character of a picture (Abbildung) which reflects objectively the material reality (cf. Neumann et al. 1976: 392-98). This picture is taken to be the result of the more general process of cognition (cf. 2.1.2). Therefore, there are more mental pictures than there are meanings. Only those mental pictures which have become associated with the words of a language are defined as meanings. As long as the character of those mental pictures that are said to occur in the black box of the human brain cannot be further specified, the picture theory of meaning is at risk of becoming circular (cf. Palmer 1981: 26). The inaccessible mirror image of meaning which is connected with the occurrence of words seems like the ancient phlogiston, which was believed to explain the occurrence of fire.

2.2.3 Wittgenstein's Picture Theory of Meaning

Wittgenstein (1922; 1953) developed a theory of pictorial meaning and picture thinking (cf. Aldrich 1958) which has given rise to some interpretative controversies (cf. Stegmüller 1969a: 539, Kutschera 1971: 52). According to his Tractatus, "We make ourselves pictures of facts," "The picture is a model of reality," and "The logical picture of the facts is the thought" (§§ 2.1, 2.12, 3.). Here, picture does not refer to a visual mental image or naturalistic representation but rather to the abstract logical relation of mapping: Wittgenstein's picture is a mental representation whose inner structure is isomorphic with the facts of the world (Stenius 1969). As a result of this process of mapping, "The proposition shows its sense" (§ 4.022), i.e., "we read from its exterior structure the corresponding exterior structure of the fact" (Stegmüller 1969a: 555).

In his later philosophy, Wittgenstein (1953) proposed a new interpretation of meaning based on the pragmatic conditions of language use. He no longer referred to ontological facts which are mapped by means of logical pictures. Instead of considering the reality as ontologically given, he showed that the world is always the result of linguistic interpretations (cf. Kutschera 1971: 133-34): Since ontological facts are no longer the point of departure in a process of mapping, they become, instead, interpreted as "projections of the primarily given linguistic structures by which we speak about the world" (ibid.).

3. Semiotics of Pictures

The semiotics of pictures is closely related to a number of other topics within the semiotic field (cf. 1.2). In particular, the chapter on iconicity, dealing with more general aspects, and the chapters on painting and photography, dealing with more specific topics of pictorial representation, must be referred to in this context. Among the major semiotic topics not discussed in those chapters are the question of the semiotic autonomy of pictures, the search for a pictorial grammar.

3.1 Schools and Trends in Pictorial Semiotics

Contributions to the study of pictorial representation have been made by various schools of semiotics. Barthes (e.g., 1964c) developed his own semiology of pictures based on Saussure and Hjelmslev (cf. Naville 1970, Baker 1985). Following Hjelmslev more closely, Lindekens (1976) develops a glossematic semiotics of visual images (cf. Photography). For further approaches in the tradition of French semiology, see Marin (1971a), Thibault-Laulan (1973), Porcher (1976), Baticle (1977), and Saint-Martin (1987). A functional interpreta-
tion of visual images in the sense of Jakobson is outlined by Thibault-Laulan (1972), and Veltruský (1976) studies pictorial signs based on functional views of the Prague School of semiotics. The model of structuralist rhetoric is being applied in a new semiotic program of research in pictures developed by the Liège Group (Klinkenberg et al. 1980; 1985). Whether or not Goodman's (1968) philosophy of pictorial representation should be considered a semiotic approach (cf. Mitchell 1986: 63), his philosophy of pictures can certainly not be ignored in semiotic research. For approaches to pictorial semiotics based on Peirce, Greimas, structuralism, and information theory, see also Painting (3.) and Photography.

3.2 Semiotic Autonomy of the Picture

Is an autonomous semiotics of pictorial perception possible, or does the semiotic analysis of pictures always require recourse to the model of language? This question has been a recurrent topic of semiotics.

3.2.1 Pictures and Language

Arguments for the dependence of pictures on language are of two kinds. One concerns the role of verbal commentaries accompanying pictures (see also 4.); the other concerns the necessity of recourse to language in the process of analysis. Barthes rejected the assumption of a semiotic autonomy of pictures (cf. Barthes 4.). He argued that the pictorial message in advertising or press photography is decoded primarily on the basis of its verbal commentary:

Images […] can signify […], but never autonomously; every semiological system has its linguistic admixture. Where there is a visual substance, for example, the meaning is confirmed by being duplicated in a linguistic message […] so that at least a part of the iconic message is […] either redundant or taken up by the linguistic system. (1964a: 10)

Barthes's argument has been criticized as being logocentric. Proponents of the semiotic autonomy of pictures (esp. Lindekens 1971; 1976) have objected that commentaries, however important they may be in multimedial contexts (cf. 4.), do not prove the semiotic priority of the verbal over the visual message.

A different trace of logocentrism is apparent in the various proposals for a pictorial grammar, e.g., when Eco (1976: 231, similarly: Metz 1968: 71–72) argues that a picture showing a man is a semiotic entity corresponding to a verbal sentence because it means not only 'person x' but 'so and so is walking.' In such analyses, the semiotic structure of the picture seems to be derived from the structure of (one of) its verbal paraphrase(s). Since pictures have no visual metalanguage of their own, it is true that language is always necessary as an instrument of pictorial analysis (see also Benveniste 1969: 239). However, the structure of the verbal metalanguage must not be projected onto the semiotics of the visual object under consideration. But is there any semiotically relevant preverbal level of visual perception and analysis?

3.2.2 Gestalten as Signs

Proponents of an autonomous pictorial semiotics have turned to the theory of visual perception in search of language-independent entities which might be interpreted as semiotic elements of visual cognition. Dominant paradigms of research have been gestalt psychology and information theory (cf. Lindekens 1971: 38–58, Krampen 1973, Mateescu 1974: 46–49). To Piaget, gestalt psychology is one of the sources of structuralism (1968: 52). According to this theory of perception, the organism does not obtain its environmental visual data atomistically. The scanning of the visual field rather generates organized forms called gestalten. A gestalt is a holistic perceptual structure. Being more than only the sum total of its elements, it is an invariant shape, a figure which tends to contrast against its (back)ground.

Gestalten have been interpreted as signs. Thus, for example, Arnheim argues that "no visual pattern is only itself. It always represents something beyond its own individual exis-
tence—which is like saying that all shape is the form of some content” (1954: 65). And Klaus & Buhr (1964: 497) interpret gestalten as the semiotic invariance of a perceived sign, its emic aspect (cf. Structuralism 1.1.3) or its being a type (see Peirce 3.1).

3.2.3 Perceptual Supersigns

In the context of information theory, semioticians have interpreted gestalten as *supersigns* (e.g., Dörner 1977, Maser 1977), holistic elements of information processing whose building blocks are sign elements, called *subsigs*. According to Moles, the perception of a visual image is a process of integrating such subsigs and supersigs within the pictorial whole (1972b: 65). More specifically, he proposes a hierarchy of perceptual levels extending from a differential optical element, a geometrical morpheme, a partial image of a signifying object to an iconic phrase and discourse.

3.2.4 Gibson’s Invariants

Within the theory of perception, gestalt theory has not remained unchallenged. In his influential ecological theory of perception, Gibson (1966; 1979) argues that not figures or colors but more abstract formless invariants are the elementary units of perception. Gibson defines stimulus invariants as being related to their environmental sources by laws of physics which cause a percept as their psychological resonance (1966: 244). This concept of invariance seems to refer to a presemiotic level of perception.

3.3 Pictorial Grammar

Can the metaphor of the "language of pictures" be taken literally to such a degree that levels of pictorial structure may be discovered which correspond to levels of the grammar of language? This question has been a major topic in the semiotics of visual communication.

3.3.1 Objections

Benveniste argues that a semiotic system presupposes a finite repertoire of signs with rules of order governing its figures (differential elements) existing independently of the number of discourses that the system allows to be produced (1969: 237). He concludes that the visual arts do not fulfil these criteria. Although there is a semantic dimension to the arts (ibid.: 242), pictures thus cannot be characterized as semiotic systems according to Benveniste. For related objections raised by Goodman, see 3.4. In spite of such objections, semioticians have pursued the search for structural equivalents to the linguistic principle of *double articulation* (cf. Language 4.1) in pictures. Although the "naive verbocentric" approach to pictorial articulation was soon abandoned (cf. Calabrese 1980: 8), "its ingeniousness," as Eco puts it, "conceals a serious problem" (1976: 213).

3.3.2 Second Articulation

In search of structures which might constitute a pictorial code, many semioticians have postulated elements of a first articulation, but only few believe in a second articulation of pictorial representation. In analogy to the level of phonemes in language, a second articulation of pictures would consist of a system of elements without meaning but with the function to differentiate meaningful visual elements. In the terminology of Hjelmslev, such elements have been defined as *figurae*. Besides Lindekens (cf. Photography 3.2), Carter (1972; 1976) is one of the few who believe in such a visual counterpart to verbal phonemes. He characterizes his minimal pictorial elements as invariants of *shape* (1976: 115). A different approach to the analysis of minimal elements of pictorial semiosis is proposed by Saint-Martin (1987). She postulates a unit called coloreme as the minimal unit of visual semiosis.

Eco also discusses the possibility of a pictorial second articulation (1968: 243–47). In a first approach, he defines the conditions of visual perception such as figure-ground relations, light contrast, or geometrical elements as constituents (figurae) of a second articulation of pictures. On the other hand, he argues that these phenomena are not really part of a (semiotic) iconic code but rather belong to a
presemiotic code of perception to be studied within the psychology of perception (cf. ibid.: 244). Later, Eco states that pictures are not further analyzable into figuras: Although "one can isolate pertinent discrete units within the iconic continuum," these elements "do not correspond to linguistic phonemes because they do not have positional and oppositional value" (1976: 215).

3.3.3 First Articulation

Eco discusses two candidates for elements of a first pictorial articulation: the sign (corresponding to a morpheme or word) and the sema, a visual "proposition" (1968: 236). In his view, pictures are not analyzable into signs but are always semata. Lindekens (e.g., 1971: 241), in contradistinction, defends the view of a first pictorial articulation into minimal meaningful units, signs in Eco's sense. To him such units can be determined by methods of semantic differential analysis. Porcher (1976) proposes empirical methods of determining the "lexical" units of visual images. His procedure is a kind of a visual commutation test based on principles of structural semantics (see Greimas).

3.3.4 Visual Syntax

Several semioticians have postulated structural homologies between the syntax of sentences and the structure of pictures. In the context of the semiotics of painting, Zemsz (1967), Marin (1971a), and Paris (1975) see analogies between pictorial forms, lines, and colors and verbal syntax: Zemsz postulates an analogy between the sentence and visual forms, since the latter represent an object and its attributes (1967: 42). But Schefer sees an analogy between the pictorial figure-space relation and the verbal subject-predicate structure (1969: 171, 177).

Bense postulates a "visual semiotics as the embodiment of the problems of a visual language" (1971: 92-93). In his view, the constituents of any perception are color and form. Bense therefore postulates two basic elements (perceptemes) of visual perception which he calls chromemes and formemes. Chromemes are the elements of color perception. Formemes are geometrical-typological elements such as points, lines, surfaces, or bodies. According to Bense, the conjunction of formemes and chromemes constitutes a visual sign in which the duality of form and color functions like the subject and predicate of a verbal proposition. Homologies between verbal syntax and pictorial representations are also the topic of the debate over the question whether pictures can be assertions and thus express true or false statements (cf. Korsmeyer 1985). For a language-independent model of visual syntax, see Saint-Martin (1987).

3.3.5 The Pictorial Text

Koch (1971b: 38-42,478-91; 1973: 98-126) proposes a model of pictorial semiotics with visual units corresponding to all levels of language structure, from the phoneme to the "texteme" (see Cornics 2.2). But his "pictorial grammar" is not the sign repertoire of a visual code (cf. Koch 1971b: 306-309). Instead, Koch argues that the rules of pictorial segmentation can be determined only within a particular picture. Only the model of the individual pictorial text determines pertinence and structural value of its visual elements. A textual theory of pictorial articulation is also proposed by Eco (1976) and Calabrese (1980). Eco argues that structural units in a picture can be determined only with reference to their pictorial context, so that pictures are not articulated by a code but "the iconic text is an act of code-making" (1976: 213-16).

3.4 Goodman's Theory of Pictorial Representation

Goodman's (1968) influential theory of pictorial representation is of particular concern to two topics in the semiotics of pictures, the essence of the pictorial sign and the similarities and differences between verbal and pictorial representation. Other topics of Goodman's theory, discussed elsewhere, are pictorial iconicity and the aesthetic essence of paintings.
3.4.1 The Pictorial Sign

Goodman first emphasizes the similarities between linguistic and pictorial representation (1968: 5). He claims that pictures are conventional symbols related to their referential object like a predicate is related to what it applies to. Furthermore, both visual depiction and verbal description have a function of denotation. But as a nominalist, Goodman argues that neither verbal depiction nor visual representation can denote by simply mirroring the structure of the world since "there is no such thing as the structure of the world for anything to conform to" (1972: 31-32). Based on these similarities between language and pictures, Goodman proposes a "language theory of pictures" (ibid.).

3.4.2 Pictures as a System

Considering pictures as a system of representation, Goodman (1968) emphasizes the differences between linguistic and pictorial representation. He discusses the similarities and differences of the various modes of representation on the basis of five criteria by which he characterizes the features of notational systems (such as musical notation; ibid.: 130-54): two syntactic criteria of disjointness and finite differentiation and three further semantic features of unambiguity, disjointness, and finite semantic differentiation. He concludes that ordinary languages usually fulfill the syntactic criteria but violate the semantic ones, whereas language, pictures, and other nonlinguistic notational systems violate all of these criteria. Thus, pictures are characterized by "a lack of differentiation—indeed through density (and consequent total absence of articulation)—in the general symbol scheme" (ibid.: 226).

4. Picture, Text, and Context

Compared to verbal texts, pictures have been characterized as being typically polysemous (Barthes 1964c: 39, Sullerot 1964: 280, Bardin 1975: 99, Moles 1978: 25) or even as being open messages (Martin 1971a: 26, Brög 1978, Sauerbier 1978: 43). In most cases, the semiotic context of pictures has the function to reduce this interpretative openness.

4.1 Picture and Word

The function of pictures in the context of words, already briefly discussed above from Barthes's point of view, has become a topic of increasing semiotic and other research interests (Schapiro 1973, Schöberle 1984, Langner 1985, Sauerbier 1985, Muckenhaupt 1986, Hupka 1989, and the journal Word and Image 1 [1985] ff.).

4.1.1 Fundamental Issues

A basic question concerning the contextual relationship between picture and word was formulated by Barthes as follows: "Does the image duplicate certain of the informations given in the text by a phenomenon of redundancy or does the text add a fresh information to the image?" (1964c: 38) However, both addition and duplication are unduly simplified characterizations of the text-image relation. Instead, the juxtaposition of picture and word usually results in a new holistic interpretation of the scripto-pictorial or the audiovisual message (cf. Bardin 1975: 111). In illustrations in the print media, the dialectics between word and image is even further extended to a triadic network of interrelationships between text, legend, and figure, where "the legend comments on the image which cannot be properly understood by itself, the image or figure comments on the text and, in some cases the image also comments on its own legend" (Moles 1978: 22).

4.1.2 Anchorage and Relay

Barthes distinguished two main types of text-image relationship, which he called anchorage and relay (1964c: 38; see also Bassy 1974): In anchorage, "the text directs the reader through the signifieds of the image, causing him to avoid some and receive others. [. . .] It remote-controls him towards a meaning chosen in advance" (ibid.: 40). In relay, "text and image
stand in a complementary relationship: the words, in the same way as the images, are fragments of a more general syntagm and the unity of the message is realized at a higher level" (ibid.: 41). Considering the interpretation of the message as a whole, anchorage is thus the case of a picture-word dependency, while relay is the complementarity of both text constituents.

4.1.3 Further Picture-Word Relationships

Without wanting to propose a comprehensive typology of picture-text relationships (for such proposals see, e.g., Bardin 1975, Moles 1978, Spillner 1982), a few other types of relationship will be mentioned which either are not covered by the anchorage-relay dichotomy or might be classified as subtypes of these:

1. Illustration. The picture-word relationship in textual illustrations is characterized by the semiotically subordinate function of the picture in relation to the text it illustrates. Book illustrations exemplify this relationship: while some editions of literary works are printed with illustrations, other editions of the same work are printed without such pictures.

2. Pictorial exemplification. Such picture-word relationships are a subtype of relay. In contrast to illustrations, pictorial exemplifications retain a higher informational autonomy in relation to the verbal message which they exemplify visually. An example is the photo in an encyclopedic article which illustrates the definition of a rare animal species.

3. Labeling. The indexical reference of a label to a picture may be either a case of anchorage (e.g., the titles of most pictures in art galleries) or a type of relay (e.g., the name under a photographic portrait). On the naming and labeling of pictures, see also Goodman (1968) and Muckenhaupt (1986: 35-70).

4. Mutual determination (cf. Spillner 1982: 96). This type of picture-word relationship is a mixture of relay and anchorage. The verbal text directs the interpretation of the picture, but the picture is equally necessary to the understanding of the words. The device is popular in advertising. For example, the verbal text formulates a question to which the product shown in the picture is the answer.

5. Contradiction (cf. Rokem 1986). This rare text-picture relation was made famous by R. Magritte's pictures of the type "ceci n'est pas une pipe" (showing a pipe).

4.2 Word and Picture in the Arts

There have been several significant transformations of the word-picture relationship during the history of the visual arts which have reached a climax in the avant-garde of this century (see Faust 1977). A semiotic study of (mostly) medieval examples of paintings in the context of religious narratives is Schapiro (1973). The author shows that text illustrations could be either "extreme reductions of a complex narrative" or an "enlargement of the text, adding details, figures, and a setting not given in the written source" (ibid.: 11). The illustrations refer both to the literal and to the spiritual senses of the words whose interpretation depended on the medieval codes of scriptural exegesis (cf. Hermeneutics 1.2). A classical painting is the subject of studies in which Marin (1970) discusses further semiotic aspects of the text-image relationship. Among his topics are the transformational rules for the intersemiotic transposition of a myth into a painting and the relationship of later literary descriptions of the mythological picture to elements of the painting.

4.3 Picture-Picture Contexts

The interpretation of a picture can be influenced by the content of another picture placed in contiguity with it. The classical demonstration of this contextual influence is the so-called Kuleshov effect of film montage (cf. Levaco 1971). Kuleshov showed that the meaning which an audience associated with a picture A (of a man's face) changed significantly when it was presented in contiguity to pictures B (of a plate of soup), C (of a dead woman), or D (of a playing girl). In continuation of this tradition, the semiotic effect of
the juxtaposition of photographs is studied by Tardy (1964). In a study of the contextual effect of pictures in sequences, Thibault-Laulan argues that pictures in spatial juxtaposition are connected semantically by a logic of *attribution*, while pictures in temporal sequence (as in films) tend to be connected by a logic of *implication* since the sequence typically gives the impression of a consequence (1971: 27).
Painting

This chapter is, in a way, an appendix to the one on images and a subchapter to the one on aesthetics. Two more general topics, the essence of pictorial representation and the aesthetic value of paintings, are discussed there, while the present chapter gives only a survey of the precursors of, the major approaches to, and some topics in the semiotics of painting.

1. State of the Art

The state of the art in the semiotics of painting can still be characterized as being in its beginnings (cf. Gerlach 1977: 262). As Calabrese argues, progress in the semiotics of painting has been impeded by a number of delimitational obstacles but also by some unproductive approaches (1980: 3-6). One of the former problems is a general tendency to discuss painting under the designation of art and thus not to differentiate between the semiotics of art (see Aesthetics) and the semiotics of painting. Another problem is the delimitation of semiotic studies of painting and their precursors from other approaches to the theory of painting.


2. From Iconology to the Semiotics of Painting

Iconology is both a precursor of an explicit semiotics of painting (cf. Calabrese 1980: 11-12) and a field of research within semiotics (cf. Damisch 1975, Calabrese 1986).

2.1 Iconological Art Criticism

As a hermeneutics of the arts, iconology was founded by Panofsky (1939; 1955; cf. Kaemmerling, ed. 1979, Gombrich 1972, Gerlach 1978). Panofsky distinguishes iconography and iconology as two successive stages in the act of art interpretation (1955: 66). In his definition (ibid.: 51, 66), iconography "concerns itself with the [. . .] meaning of works of art, as opposed to their form." At this stage, the art historian studies "the world of images, stories and
allegories." At the next stage of iconology, the interpretation is concerned with the "intrinsic meaning [...] constituting the world of 'symbolical' values." This deeper level of research brings "insight into the manner in which, under varying historical conditions, essential tendencies of the human mind were expressed by specific themes and concepts."

In this orientation, iconology has common goals with the semiotics of art, namely, the interest in the semantic dimension of art. But semiotics does not exclude the aspect of form and is concerned with further dimensions of aesthetic semiosis. As Damisch puts it, "whereas iconography attempts essentially to state what the images represent," semiotics aims at "stripping down the mechanisms of signifying" and of the "signifying process" (1975: 29). Nevertheless, as Veltruský remarks, "most studies in the semiotics of the picture do not go much beyond iconology" (1976: 252).

2.2 Gombrich's Conventionalism

An important precursor of explicitly semiotic theories of painting is Gombrich (1960; 1972; 1981). His studies of pictorial illusion became particularly influential in the semiotic discussion of iconicity, so that Calabrese considers Gombrich "a true 'bridge' between iconology and semiotics" (1986: 331). For reviews of Gombrich's work, see also Tomas (1965) and Mitchell (1986: 75-94).

Gombrich (1960) emphasizes the feature of conventionality in paintings and agrees with the painter Constable, to whom "the art of seeing nature is a thing almost as much to be acquired as the art of reading the Egyptian hieroglyphs" (ibid.: 12). In his own theory, painters have never had the "natural optics" of an "innocent eye." Instead, as the history of painting shows, their view of the world was always determined and mediated by what Gombrich defines as schemata, stylistic and other conventional modes, or, as semioticians would say, codes of perception and representation. From these premises, Gombrich concludes that "the phrase 'the language of art' is more than a loose metaphor" (ibid.: 76).

2.3 Semiotic Iconology

Within the semiotics of painting, the iconological tradition is resumed and developed further by Schapiro (1969; 1973; cf. Image 4.2), Uspenskij (1971b; 1972), and Wallis (1975). Wallis, for example, interprets medieval painting as a system of iconic and symbolic signs with a syntax and a lexical dimension. He shows how medieval paintings were structured into "semantic fields," zones of signification (such as right vs. left, above vs. below, centrum vs. periphery) which codify the meaning of their pictorial elements. Schapiro (1969) and Uspenskij (1972: 16-19) show that even the picture frame has changed in its semiotic function in the course of art history. For this topic see also Marin (1979).

In his Semiotics of the Russian Icon, Uspenskij describes the "language of icon painting" as a semiotic system of four levels (1971: 12-17). The first level of this language, the very pictorial alphabet, is "the system of optical-geometrical restrictions determined by the perspectival system." (For the semiotics of perspective in painting, see also Gerlach 1978 and Uspenskij 1972, whose study is also concerned with isomorphisms between pictorial and literary perspective.) In further analogy to language, the semantic level articulates the "specificity of the objects represented," the grammatical level is constituted by the ideographic representational devices of the icon, and the phraseological level corresponds to the symbolic level of the icon.

3. Approaches and Topics

French structuralism was the source of explicitly semiotic research in painting. The structuralist debate was first about the question of analogies between painting and language. After this search for a pictorial code, semiotics began
to study paintings as discourse and as an intertextual system of readings. Other approaches cover the broad spectrum from rhetoric and structuralism to the theory of information.

3.1 Painting, Language, Code, and Style

In response to Barthes's early semiological program, structuralists began a controversial discussion about the question "Is Art Language?" (Dufrenne 1966) or even "Is Painting a Language?" (Zemsz 1967, Barthes 1969). Most scholars answered in the negative to the question thus posed, but the underlying problem was soon accepted as worth debating: Is painting a system of signs (cf. Damisch 1978: 2), and what is its structure in comparison to language (Paris 1975)?

Among the critics of a language-painting homology, Dufrenne formulates two major objections, a structural and an aesthetic one (1966: 20-23). The structural argument is that painting, unlike language, is not a system with two articulations. (For this argument see Image 3.3). A corollary of this thesis is that art "does not write its own grammar. It invents it and betrays it in its invention." The aesthetic argument says that painting does not have the function to signify but to show: The semantic function of a painting "is not a criterion of its aesthetic quality" (ibid.: 20).

Among the proponents of far-reaching homologies between the verbal and the pictorial code (see also Image 3.3.4), Zemsz describes paintings as "being articulated by the systems of pertinence characterizing a given stylistic convention" and argues that these conventions constitute a "coherent coded optics" (1967: 46, 54). Painting is thus not a language, but there are as many pictorial languages as there are styles. Pictorial styles are defined as "systems of rules which permit to give meaning to represented and visible events" (ibid.: 59). By referring implicitly to its own stylistic code, a painting contains "a partial summary of the system of contrasts characteristic of its style": "Without the relay of language," a painting "thus contains its own commentary" (ibid.: 46-47, 65).

3.2 Painting as Discourse and System of Reading

In his "Elements of a Pictorial Semiotics," Marin describes painting as "an open system of readings" (1971a: 28): Although subject to "the constraints of a 'pictorial grammar,'" the "trajectory of the viewer's gaze," from one reading to another, detects always new differences in pictorial articulation. On the basis of a "primary level of readability," the pictorial elements, at a second level of reading, become associated with an unlimited potential of figures 'in absentia' (ibid.: 26). This paradigmatic dimension of painting opens up a third dimension of pictorial codes which is its cultural space (ibid.).

A central topic of Marin's (1971a; 1978) semiotics of painting is again the role of language in pictorial analysis. Following Hjelmslev, he defines the discourse about painting as a scientific metalanguage (1971a: 19). The apparent gulf between the visual object of study and its verbal articulation, according to Marin, is bridged by his axiom of "the indissociability of the visible and the namable as source of meaning" (ibid.: 23). It says that meaning exists only by verbalization and "the world of the signifieds is nothing but the one of language." Therefore, it is the verbal discourse about a painting which "permits its articulation and constitutes it as a signifying whole" (ibid.: 24). Many of the semiotic categories which Marin (1978) applies in his studies of paintings are consequently categories of discourse analysis and structural semantics.

3.3 Painting and the Semiotics of Its Description

Based on the premise that painting is not a language, Schefer develops a semiotics of painting to which language is nevertheless of central concern (1969: 7; cf. Barthes 1969, Marin
1971b). He rejects the heuristics of the language-painting analogy and the search for a pictorial code, turning instead to the study of the discourse about painting in order to describe "the system" formed by "the relationship between painting, reading and text" (ibid.: 167). To Schefer, a painting is always the sum total of its own descriptions: "The picture has no a priori structures. It has textual structures […] of which it is the system" (ibid.: 162). By these logocentric theses, this approach reveals its debt to the poststructuralist thought of Derrida and Kristeva. When Schefer nevertheless analyzes system and structure of painting, his premises are diametrically opposed to static structuralism. To Schefer, "the structure of a painting is defined by its mobility. It is the system which permanently modifies its apparatus of analysis" (1969: 158). The structure is "not the invariant but the diagram of a variability."

3.4 Further Approaches to the Semiotics of Painting

A number of further approaches to the semiotics of painting can only briefly be enumerated in the following:

1. Semiotic studies of painting in the tradition of the Marxist picture theory of meaning (cf. Image 2.2.2) are Kondratow (1964), Bassin (1965), and Karbusicky (1973).

2. A semiotic study of works by Dürer based on information theory and numerical aesthetics is Brög (1968).


4. For a Prague structuralist approach to painting, see Veltruský (1976).


6. Structural semantic rhetoric is the method of research in painting developed by Group μ (Klinkenberg et al. 1980; 1985). The authors aim at the discovery of a "zero degree" of painting on the basis of which its aesthetic and stylistic features can be determined by means of "rhetorical operations" such as addition, omission, or permutation.

7. Thürlemann (1981a; b) applies Greimas's model of generative discourse analysis in his studies of paintings by Paul Klee.

8. Further French semiotic approaches to painting which are characterized by their authors as being structural and generative are Paris (1978) and Floch (1985).

9. For an evolutionary perspective of the semiotics of painting, see Schenk (1982).
Photography

Photographs are pictures which have many features in common with other images (cf. McLean 1973). Beyond these general characteristics (also discussed in the context of iconicity, film, and advertising), the semiotics of photography has tried to determine the specificity of the photographic sign.

1. Topics and Approaches

One of the most distinctive characteristics of a photograph is its quasi-mechanical production—Tomas (1982) even interprets it as a ritual—in a physico-chemical process where the referent is a cause of the pictorial signifier. This characteristic has dominated the discussion of two topics in this field of study, the photographic sign and referent, and the photographic message and code. The contributions have come from several schools of semiotics. In the tradition of Peirce and Bense (1965b), an elaborate typology of photographic signs has been developed by Brög (1979) and Schmaltriede (1981). Barthes's (1961; 1964c; 1980) semiotics of photography deals with topics such as the photographic denotation, its connotation, and the text-image relationship (cf. Keim 1963 and Barthes 4.). Lindeken's semiotics of photography is based on Hjelmslev's glossematics and the theory of codes. For a short study of photographic poetics in the spirit of Greimas's structural semantics and semiotics, see Floch (1985). Several papers on the semiotics of photography are included in Burgin, ed. (1982).

2. The Photographic Sign

"Photography and reality" is a topic to which semiotics has contributed by its study of the relationship between the photographic signifier and its referential object.

2.1 Iconicity or Arbitrariness?

Two positions are opposed in the discussion of the referential function of photography (cf. Barthes 1980: 88): The "realists" believe in an essential iconicity of photography, but the "cultural relativists" emphasize its features of arbitrariness.

2.1.1 Iconicity

Like all other images, the photograph is an icon of the reality it depicts. As Martino points out, geometrical invariance is an essential feature of photographic iconicity: "When a three-dimensional object is mapped onto the surface of a photograph, a set of projective transformations is applied that leaves certain attributes of the object unchanged" (1985: 9). Such invariance is optical.
evidence of iconicity. There is, of course, a loss of features in the photographic transformation of reality which reduces the iconicity of the photographic analogon. Gubern, for example, enumerates such aniconic features as (a) the loss of the third dimension, (b) the limitation by the frame, (c) the loss of movement, (d) the loss of color and the granular surface structure of the picture, (e) the change of scale, and (f) the loss of nonvisual stimuli (1974: 50-52). This feature of selectivity in relation to reality has not changed the popular belief in the essential iconicity of photography, the assumption that the photographic signifier is an analogon of reality. Barthes supports this view: "Certainly the image is not the reality but at least it is its perfect analogon and it is exactly this analogical perfection which, to common sense, defines the photograph" (1961: 17).

2.1.2 Arbitrariness

The two basic arguments for the arbitrariness of photography are the photographer's manipulation of reality and the cultural and ontogenetic determination in the perception of a photograph. The modes and techniques of photographic distortion were adduced by Goodman as an argument against iconicity in photography (1968: 15-16). Eco argues that a photograph can lie: "We know that, through staging, optical tricks, emulsion, solarization, and the like, someone could have produced the image of something that did not exist" (1984b: 223). The result of this element of arbitrariness due to the manipulation of reality is that, to a certain degree, "the photographer creates the reality of the photograph" (Berger 1984: 120). The perception of photographs has to be learned both by children (cf. Eco 1984b: 223) and by cultures. Cultural evidence for the arbitrariness of photography is reported by anthropologists who have observed members of remote tribes being unable to identify themselves in photographs (cf. Goodman 1968: 15).

2.2 Peirce on Photography

Peirce characterized photographs both as icons and as indices (§ 2.281). On the one hand, "they are in certain respects exactly like the objects they represent," and on the other, they are in "physical connection" with their object, since photographs "were physically forced to correspond point by point to nature." From the point of view of its material characteristics (Peirce's "firstness"), the photograph is essentially a legisign if one considers the negative from which countless instances ("replicas") of positive prints can be made. The individual print in its material singularity is then a sinsign (cf. Peirce § 2.246). As to its "thirdness," Peirce classified the photograph as a dicent sign (like a proposition):

The mere print does not, in itself, convey any information. But the fact that it is virtually a section of rays projected from an object otherwise known, renders it a Dicisign. […] This connection of the print, which is the quasi-predicate of the photograph, with the section of the rays, which is the quasi-subject, is the Syntax of the Dicisign. (§ 2.320)

(For further aspects of Peirce's semiotics of photography, cf. Brög 1979 and Schmalriede 1981.)

2.3 Indexicality of Photography

Without reference to Peirce, the indexical specificity of the photographic sign has been acknowledged by several semioticians. Eco, for example, characterizes the photograph as an imprint or a trace, a "motivated but heteromaterial" sign, since "the plate turns light rays into different matter" (1984b: 223). In the interpretation of Barthes, photography "always carries its referent with itself" since it is "an emanation of past reality" (1980: 5, 88). A different aspect of indexicality is the photographic reference to personal experience. As Berger puts it, private photos "have an existential significance. They say, 'look, we exist! […] I've seen things, I've done things' " (1984: 121).

2.4 A Glossematic Model

In the dyadic tradition of Hjelmslev, he considers the photographic sign to be semiotically autonomous in relation to its referential object (1971: 11; 1976: 15). While the photographic sign derives from an iconic code, its referential analogon should be studied at a different level of research, namely, within the semiotics of the natural world (for this topic see Objects).

The photographic signifier is structured into its substance and a form of expression (Lindekens 1971: 250; 1976: 97; 1978: 17-18): The physico-chemical manifestation of the photographic picture is its expression-substance. Its expression-form consists of the iconically pertinent features which "select" from that perceptual substance the traits by which the meaning of the photographic message is constructed (see also Mounin 1980: 122). The photographic content-form is in the conceptual schemes on which the verbalization or the interpretation of the image is based. This content form is ultimately derived from the sphere of ideas which constitutes its content-substance.

3. Photographic Message and Code

The alleged "objectivity" of the photographic image and its indexical dependence on its referential object has been reflected in the theory of the uncoded nature of photography. The opposite view, which assumes photography to be selective and unobjective, has given rise to an attempt to discover the code underlying the photographic message.

3.1 Barthes's Photographic Paradox

Barthes claimed that the photographic image, being "the perfect analogon of reality," is a message without a code (1961: 16-20). By its analogy or even "objectivity," the photograph is a denotative message. But in the case of press photography, the message has also been "treated according to professional, aesthetic or ideological norms which are so many factors of connotation." (For an empirical study of such photographic connotations, see Espe 1985.) Since connotations are always derived from a code, Barthes concluded that in (press) photography there is a "co-existence of two messages, the one without a code (the photographic analogue), the other with a code." To Barthes, the generation of a "connoted message on the basis of a message without a code" constituted the specific photographic paradox.

3.2 Lindekens's Photographic Code

In opposition to Barthes's belief in an uncoded denotative level of photography, Lindekens assumes photography to be strictly coded, even at its perceptual iconic level. Photography, according to Lindekens, is an iconic code whose semiotic structure even justifies its being defined as a language (1971: 263; 1976: 17). Based on analytic principles of linguistic structuralism, Lindekens (e.g., 1971: 247) proceeds to reveal the feature of double articulation (cf. Image 3.3) within this photographic code. At the level of second articulation, he postulates iconemes (1976: 81), distinctive minimal units of photography without meaning but with the function to differentiate visually the meaningful elements of a photograph (as the phonemes do in language). The units with meaning are located at the level of first articulation of the photographic code. These iconic morphemes combine into still larger units of content.
Film

Film semiotics, or the semiotics of cinema, has become a major trend in film theory. The search for the structures of a filmic code began with the hypothesis of homologies between language and film. In addition to this research in the "grammar of film," the study of the filmic sign and communication are among the central topics of film semiotics. Many filmologists agree that the essence of film cannot be exhausted by the study of its "syntax" but requires research at the text semiotic level.

1. The Semiotics of Film: State of the Art

The history of the semiotics of film begun in the structuralist era of the 1960s in Italy and France. Earlier, implicitly semiotic approaches to film are among the classics of film theory.

1.1 Research Surveys


1.2 Film Theory and Precursors of Film Semiotics

Film semiotics has become acknowledged as a major branch of film theory. Its place in relation to other approaches to film is outlined in studies on the history of film theory by Andrew (1976), Monaco (1977), Casetti (1978), and Henderson (1980).

1.2.1 Precursors

Precursors of the semiotics of film can be found in the tradition of aesthetics (Arnheim 1957, Mitry 1963; 1965), formalism (Eisenstein 1942–49, Balázs 1930; 1952; cf. 1.2.2), and film criticism (Bazin 1958–65, Kracauer 1960). (For surveys of these film theories, see Tudor 1973 and Andrew 1976. For semioti-

1.2.2 Film as Language, Montage as Grammar

The history of the metaphor of the "language of film" (e.g., Whitaker 1970) or the "grammar of film" (Spottiswoode 1935) has been outlined by Pryluck (1975), Chateau (1986), and Möller-Na (1986). Balázs, for example, argued that film was a new language that the spectators of the early twentieth century had to learn first before they could understand it (1930: 38). The "grammar" of this language, according to Balázs, consisted of the techniques of close-up, shot, and montage.

Many early filmologists defined the principles of montage as the syntax of film. Pudovkin considers the filmic image the words and the combination of these pictures the phrases of film language (1928: 100). Eisenstein also compares the shot to a word and the filmic "montage phrase" to a sentence (1942-49: 236-37). In an essay of 1929, he likens montage to the combination of "depictable hieroglyphs" into "undepictable ideograms" (i.e., concepts) in Chinese writing (ibid.: 28-30; cf. Ivanov 1985). A further presemiotic filmologist who deals extensively with film-language analogies is Mitry (1963). He describes film as a language, "a system of signs or symbols which permits designating the things by naming them, to signify ideas, to translate thoughts" (ibid.: 48). But the language of film, according to Mitry, is not like a common spoken language. It is a language of art whose elements become meaningful only at a higher level (cf. Andrew 1976: 209).

1.3 The Development of Film Semiotics

One of the first explicitly semiotic studies of film is a study in Dutch by Peters (1950; cf. Peters 1981 for a later English publication). His first research is based on the semiotics of Morris. Peters defines film language as a system of iconic film signs (1950: 145) and studies its morphology, syntactics, semantics, and pragmatics. This study remained largely unnoticed by later semioticians of film (cf. Schneider 1978).

The further development of film semiotics began with the era of structuralism. After early contributions by Jakobson (e.g., 1933b; 1967), systematic research in the sign systems of film began with Barthes (1960) and Metz (cf. Mrulik 1970). (For later contributions by Barthes, see also Barthes 1977: 52-78.) Subsequent studies by Metz, Eco, and Bettetini developed film semiotics into a major branch of applied semiotics in France and Italy. The theories of Metz in particular became a central topic of discussion or criticism in British (Wollen 1969; 1972, Hervey 1982: 234-43) and American (cf. Andrew 1976, Carroll 1980, Henderson 1980) film semiotics. The first monograph on film semiotics in Germany is Knilli, ed. (1971). The further development of German film semiotics is outlined by Bentele (1980). For Soviet film semiotics see 1.4.2, and for film semiotics in other countries cf. Sebeok & Umiker-Sebeok, eds. (1986).

1.4 Trends, Schools, and Topics

Only some of the research in film semiotics has gained the importance of a school. Other studies have remained isolated trends in the field or have focused on single topics.

1.4.1 Franco-Italian Film Semiotics

This most influential branch of film semiotics began with the hypothesis of language-film homologies and the search for the structures of a filmic code. The linguistic structuralisms of Saussure, Hjelmslev, and A. Martinet was the theoretical foundation of this research. Within a few years, no fewer than four influential monographs were dedicated to the search for the language of film (Bettetini 1968, Garroni 1968, Metz 1968; 1971; cf. Mrulik 1970). Other contributors to this phase of "filmolinguistic research" were Pasolini (1966; 1967)

In a second phase of development, Franco-Italian film semiotics dissociated itself from the earlier filmolinguistic approach, and a "new semiotics" of film (cf. Casetti 1974, Chateau & Jost 1979) was proposed. Bettetini (1975), for example, turns to the study of new topics such as the arbitrariness and iconicity of the filmic image, communication and signification in cinema, and the generative process of film production. Metz (1977b) gives a new direction to his research by turning to psychoanalytic interpretations of films. Lacan's semiological psychoanalysis (see Structuralism 3.) is one of the foundations of this "second film semiotics," whose topics include dream, fantasy, voyeurism, fetishism, and the principles of metaphor and metonymy in film. A filmologist who follows Metz's approach in many respects is Bellour (1979).

1.4.2 From Formalism to Soviet Film Semiotics

The semiotics of film in the Soviet Union has two precursors. One is the film theory of pioneer film makers such as Pudovkin (1928), Kuleshov (cf. 1974), and Eisenstein (cf. 1928-49; see 1.2.1-2). The other is the poetics of film developed by Russian Formalists such as Ejsenbaum, ed. (1927), Tynjanov, and Sklovskij* (cf. Beilenhoff, ed. 1974). In this tradition, the work of Sergei Eisenstein (1898-1948) plays a central role. Semioticians such as Ivanov (1976: 158-378; 1985), Eagle (1978), and Zholkovsky (1981) have interpreted Eisenstein's writings as a semiotics of film avant la lettre.

Current trends in the Soviet semiotics of film can be studied from Lotman (1973), Ivanov (1973; 1975; 1976), and O'Toole & Shukman, eds. (1981). Ivanov (1973; 1975) discusses the relation between sign and reality in the filmic sign system. Following Jakobson, he further studies the metaphoric and metonymic principles as foundations of a typology of filmic narrativity. Lotman studies cinema as a language of art, a secondary system which models the world (1973: 77). He describes cinema as a system of iconic and conventional signs whose structure consists of binary elements of marked and unmarked filmic forms. Among the specific features of film studied by Lotman is the particular tension between the impression of reality and the awareness of artistic illusion (ibid.: 10-22). Film uses both reality as signs and signs as reality (ibid.: 84). And yet, the filmic message is coded on several levels (ibid.: 85). Central to cinema are the directional code (which generates shots and combines them in montage), the code of everyday behavior, and the code of the actor's acting.

1.4.3 Further Trends and Topics

Further trends and topics in film semiotics can be treated only very summarily in the following:

1. There is not yet a school of Peircean film semiotics, but several authors have taken Peirce's icon-index-symbol trichotomy as a point of departure of film semiotic studies. Outlines of a film semiotics based on Peirce and Bense's Stuttgart School are given by Beckmann (1974), Hoensch (1976), and Burzlaff (1978).

2. In addition to Garroni (1968) and Lotman, contributors to a semiotic aesthetics of film are the Prague structuralist Mukarovsky* (1933), Beckmann (1974), from the point of view of information theoretical aesthetics, and Wuss (1986), who develops a semiotics of the open form in cinema (cf. Aesthetics 4.1.2).

3. Rhetoric is an approach to film semiotics chosen by authors such as Kaemmerling (1971) and Knilli & Reiss (1971).


6. Film semiotic research based on W. A.

7. Lacan's semiotic psychoanalysis has influenced film semiotic studies such as Metz (1977b), Bellour (1979), Presnell (1983), and de Lauretis (1984). Presnell's further background is semiotic phenomenology. De Lauretis's central topic is feminism in cinema.

8. The semiotics of film sound is the topic of a special study by Andrews (1979).

2. Filmic Communication

The specific features of filmic semiosis have been characterized in comparison to spoken, written, and theatrical messages.

2.1 Asymmetry of Semiosis

Like a book, but unlike spoken language, the film conveys messages to which the spectator cannot give an immediate response in the same code (Metz 1968: 83; cf. Worth 1969: 292). Cinema is thus largely unilateral communication, more so than theater, where the public may have some influence on the performance. Feedback messages from the spectator's reactions and critical reviews reach the film producers only with considerable delay. In viewing a film, the spectator is in a communicative isolation which Metz interprets as voyeurism: "there is no need for him to be seen [. . .], no need for a knowing object, or rather an object that wants to know, an object-subject to share the activity of the component drive" (1977b: 96).

2.2 Medium and Message

In its visual and acoustic expression-form, the film cannot be altered during performance and is endlessly repeatable (cf. Bettetini 1968: 21-22). This is another characteristic by which cinema resembles more closely the book than theater. Both film and book, more generally writing, are semiotic recording techniques. (Cf. Metz 1971: 254-88 for these and further similarities but also on differences between film and writing.)

Another characteristic of filmic semiosis is the psychosemiotic impression of a reduced difference between the filmic signifier and its referential object. This illusion of immediate reality, which is stronger than in theater or photography, is the source of a high degree of empathy and psychic participation on the part of the spectators (cf. Bettetini 1968: 20, Metz 1968: 3-15, Lotman 1973: 10-22 on the filmic illusion of reality). The more the distance between signifier and signified is reduced in filmic empathy, the more film approaches magic communication (q.v.).

3. Sign, Motivation, and Reference

The "imaginary signifier" (Metz 1977b) of the filmic image, its illusionary character of being, and not only representing, "reality," raises the question of the nature of the filmic sign, its motivation and modes of reference.

3.1 The Filmic Sign

The dyadic sign of the Saussurean and Hjelmslevian tradition has been the major model in the semiotic discussion about the essence of the filmic sign. This dyadic model programmatically excludes the dimension of reference, as emphasized in Eco's semiotics of film (1977b: 4). Nevertheless, the relation between the filmic signifier and its referential reality plays a central role in the study of the filmic sign.

3.1.1 Barthes's Saussurean Model

Barthes (1960) described the filmic sign in Saussurean categories as a unity of a signifier and a signified. In his interpretation, filmic signifiers are not screenic images, but rather elements of filmic representation, such as actors, costumes, set, landscape, gestures, and music. These signifiers are characterized by heterogeneity (since they are visual and acoustic signs),
Concerning the signified of the filmic sign, Barthes's definitions show an essential ambiguity (1960: 87). On the one hand, he defined the signified as a conceptual entity existing in the spectator's mind. On the other hand, he characterized it as "everything that is outside of the film and needs to be actualized in it." In his context, he distinguished between filmic expression, where "reality" (invented or not) is directly shown to the spectator, and filmic signalization or signification, where the spectator apprehends events which take place outside of visible filmic scenes. In this sense, he defined signification as a marginal process of filmic semiosis. Barthes further considered motivation by analogy and a "very short distance between signifier and signified" to be characteristics of the filmic sign (ibid.: 88). For the thesis of the "short distance" between signifier and signified in film, see also Metz (1968: 62-63).

3.1.2 In Search of the Filmic Signifier

Like Barthes, Pasolini considers the elementary filmic sign to belong to the level of represented reality (1967: 171; cf. 5.3.1). In his view, filmic signifiers are the "objects, forms, and acts of reality" which compose a filmic image. Yet, as Mitry pointed out, the film does not present an unmediated copy of reality (1967: 145). The filmic image "is not a natural sign, but a sign of representation by which the world receives a secondary meaning." The "language" of objects and nonverbal acts consists of signs which are constituted outside of filmic representation (cf. also Möller-Na 1986: 156). In contradistinction to Barthes and Pasolini, Mitry therefore describes the image as the primary filmic sign (1967: 143). Metz supports this view and defines the filmic signifier as the image and its signified as "what the image represents" (1968: 62).

3.1.3 Metz's Hjelmslevian Approach

Metz further elaborates the dyadic model of the filmic sign in Hjelmslevian categories (1971: 208-212). Within this model, the signs of the referential reality are assigned to extralimic codes. In a Hjelmslevian view, the expression-matter of the filmic signifier is a combination of audiovisual "raw materials" which are structured in their expression-form by extralimic phonetic, visual, musical, or nonverbal expression-codes (cf. Metz 1971: 248-49). The content-matter of the filmic signified is equally unspecific; the signifieds are unspecialized and structured into content-form within several content-codes. For, like literature and theater, film is in principle capable of saying anything (ibid.: 39). The system of relations between filmic contents, the internal thematic organization of films (ibid.: 16), constitutes the content-form of the filmic sign. The network of relations between the elements of expression-matter in film constitutes the expression-form of filmic signs.

3.2 Motivation, Iconicity, and Indexical Signs


3.2.1 Filmic Iconicity

According to Bettetini, "the iconic motivation [of the cinematographic sign] is almost complete, because the sign is constructed around the object in a deeply analogical relationship" (1968: 186). And yet, under the influence of Eco's criticism of iconicity, film semiotics has focused mostly on the noniconic aspects of film. Thus, Eco emphasizes the cultural and cinematographic conventions by which the filmic image is coded (1968: 251). And Metz assumes that "analogy is itself coded without, however, ceasing to function authentically as analogy in relation to the [cultural] codes" (1968: 111). Nevertheless, iconicity remains a

3.2.2 Filmic Indices

Like a photograph, the filmic image is an indexical sign since, in its origin, the filmic picture is causally connected with the light reflections emanating from its referential object. This indexical connection of the sign to its referent is one of the foundations of cinematographic realism (Bettetini 1971). In addition to referential indices, there are intrafilmic indices in the form of metonymies (cf. Jakobson 1967, Ivanov 1973, Metz 1977b), and of connectors linking shots or sequences. Hoensch furthermore interprets the various types of filmic movement (of events, actions, and camera) and commentary as examples of cinematographic indexicality (1976: 48).

4. Film and Cinematographic Codes

The cinematographic message is not based on a homogeneous filmic code (cf. 1.4.2, 3.1.3). Its structure is "orchestral," "plurisemiotic" (Chateau & Jost 1979: 280), and based on a heterogeneity of codes.

4.1 Film and Cinema

Some semioticians of film distinguish between film and cinema (Metz 1971: 50–55) or between filmic and cinematographic codes (Eco 1968: 250). In this terminological distinction, a film is a particular filmic message which has its own beginning and ending, and film in general designates "one or more specific messages proper to all films" (Metz 1971: 53). Cinema, however (like movies), is "the filmic fact in its most general sense," which connotes technology and economy (cf. ibid.). According to Eco, the technological devices by which reality is reproduced in cinema are codified in the cinematographic code, while the filmic code generates narrative messages in filmic communication (1968: 250). These distinctions broadly refer to two codes or groups of codes involved in cinematographic communication: cinema, the audiovisual medium, and film as a specific text. However, this terminological distinction between film and cinema is not always strictly observed. (Metz's Langage et cinéma [1971], for example, was translated as Language and Cinema, while his Essais sur la signification au cinéma I [1968] was translated as Film Language.) In this chapter, film and cinema are used interchangeably.

4.2 Cinematographic and Other Codes

Metz (1971: 61–69) describes cinema as a plurality of cinematographic codes, and the totality of these codes as the cinematographic language ("langage", cf. 5.2). He distinguishes between general cinematographic codes, whose structures are common to all films, and particular cinematographic codes, whose features appear only in certain types of film (ibid.: 62). While cinematographic codes are multiple and evolve in the course of film history, the cinematographic language, being the "common denominator of all individual codes," remains basically invariant (ibid.: 68–69).

The specifically cinematographic means of codification, such as camera movement or montage, is only one of several sources of filmic codification. "A film is not 'cinema' from one end to another" (Metz 1971: 63): it is also codified by many noncinematographic codes. Film semiotics has never attempted to set up a complete list of the codes which contribute to filmic communication. The openness of this genre would require the inclusion of most verbal, nonverbal, visual, and acoustic codes, from architecture to zoosemiotics. Metz distinguishes between general cultural codes and specialized codes and enumerates
codes such as visual perception and recognition, cultural symbols, objects, gestures, and narrativity as examples of extrafilmic codes (1968: 62, 112-14). Eco discusses a similar typology of codes (1968: 252). Cf. also Bitomsky (1972: 39-82).

5. The Grammar of Film

Semiotic attempts at a grammar of film have been guided by the model of the grammar of language. For precursors of this idea, cf. 1.2.2. For the topic of the cultural relativity of the language and grammar of film, see Worth & Adair (1972).

5.1 The Tradition of "Filmolinguistic" Research

In the tradition of "filmolinguistic" research, some semioticians have discovered major differences, while others have maintained essential homologies between language and film. The extent of these homologies ranges from the level of minimal units and double articulation to assumptions of total analogies at several levels and strata (Koch 1969; 1971b) and the strong claim of a generative transformational grammar of film (Carroll 1980).

In the development of the semiotic debate on the grammar of film, Möller distinguishes between a "classical" and a "new" semiotics of film (1981: 253). While the "classics" until the mid-1970s followed the language model of Saussurean structuralism, the "new" film semioticians (cf. also Chateau & Jost 1979) have largely abandoned this guideline and have turned to models such as generative grammar, text linguistics, and linguistic pragmatics. Even though some of the early structuralist proposals for a grammar of film may now be rejected by many semioticians of film, the following discussion will deal mainly with the "classics," whose contributions have meanwhile become part of the history of (film) semiotics.

5.2 Language or Language System?

Metz is mostly critical toward the assumption of language-film homologies. In his view, the cinematographic language has nothing which corresponds to the double articulation of language (Metz 1968: 7, 114). Because of the motivation of the film sign, there is nothing which corresponds to linguistic phonemes (second articulation), since "it is impossible to break up the signifier without getting isomorphic segments of the signified" (ibid.: 63). Nor does Metz admit any first articulation of film into units corresponding to words (ibid.: 114-16). To him, the basic unit of cinema is the shot, which he considers more similar to a statement than to a word. Nevertheless, Metz concludes that the methods of linguistics—commutation, analytical breakdown, strict distinction between signifier and signified, between substance and form, between the relevant and the irrelevant etc.—provide the semiotics of the cinema with a constant and precious aid in establishing units that, though they are still very approximate, are liable over time to become progressively refined. (ibid.: 107)

Metz answers the question of the "logomorphic" nature of the film in terms of Saussure's *langue-langage* dichotomy: cinema is a *langage*, i.e., a semiotic faculty and habit to generate messages (cf. Saussure 1916b: 9, 77). But cinema is unlike a specific language system (*langue*) "because it contradicts three important characteristics of the linguistic fact: a language (*langue*) is a system of signs used for intercommunication" (1968: 44). But to Metz, "the cinema is one-way communication, [. . .] only partly a system [. . .] and uses only very few true signs" (ibid.: 75).

5.3 Theories of Filmic Articulation

Filmolinguistic proposals for a grammar of film have focused on the question of the minimal units of cinematographic analysis. In the history of film theory, the shot was frequently interpreted as the basic unit of film. Worth, for example, proposes a semiotics of film and de-
fines its elementary unit, the shot, as the videme (1969: 299); but he does not decide to which level of language this unit might correspond. Film semioticians such as Pasolini (1966; 1967), Bettetini (1968: 36-44), and Eco (1968) have oriented their search for minimal units of film by Martinet's theory of double articulation (see Language 4.1.1) and have searched for elementary units at more than one level of linguistic structure (cf. Image 3.3).

5.3.1 Second Articulation

Second articulation is the level of minimal distinctive elements corresponding to the phonemes of language. Pasolini postulates such minimal units of film and defines them as cinemes (cinemè) (1967: 171-72). In his view, the various objects depicted in a shot are filmic cinemes. Pasolini admits, however, that these cinemes, in contradistinction to phonemes, are unlimited in number. In contrast to Pasolini, Eco maintains that objects cannot be elements of second articulation since, unlike phonemes, they represent already meaningful elements (1968: 256). In his own analysis (ibid.: 258), the presemantic units of second articulation in film are defined as figurae. These are differential units of visual communication (cf. Image 3.3.2).

5.3.2 First Articulation

In Pasolini's interpretation (1967: 171-74), the basic element of first articulation in film, corresponding to meaningful units of language, is the shot (inquadratura). Pasolini argues that, unlike in language, there is no finite lexicon of meaningful elements in film, but like the lexicon of possible words, the repertoire of images is infinite (1966: 50; for a different view of the filmic lexicon see Lotman 1973: 44-46). Bettetini argues that the minimal significant unit of film, which he calls cineme (or iconeme), is the filmic image and corresponds to a sentence in language rather than to a word (1968: 236, 258). The level of first articulation is thus made up of iconic signs combined into semes.

5.3.3 Third Articulation

Against Pasolini, Bettetini, and Metz, Eco argues that the film, unlike language, has three levels of articulation (1968: 257-62). In addition to the double articulation of the filmic image into signs and figurae, the third articulation of film lies in its dynamic dimension of motion. Eco argues that meanings of dynamic gestures, for example, can be determined only at this third level. He calls these dynamic units of third articulation cinemorphs.

5.3.4 Textual Relativity of Filmic Articulation

Progress in the search for units of filmic articulation has been impeded by the failure to distinguish between filmic articulation and the articulation of other codes (cf. 4.2 and Lindemann 1977: 235). In his attempts at focusing on the specificity of filmic articulation, Koch (1969; 1971b) therefore proposes a (con)textual theory of filmic articulation. In his view, the relevant elements of filmic structure cannot be determined in a context-free grammar of minimal units. Only the textual recurrence of visual elements decides on their structural value within a given film. The various levels of filmic articulation can thus be determined only within the framework of a text semiotic analysis.

5.4 Filmic Syntax


6. Film as Text


Related topics in the text semantics of films are the study of movies as myth (Drummond 1984) and ideology (Baudry 1970, Nichols 1981). Little research has been done in the study of filmic poeticalness (e.g., Lindemann 1977), but for rhetorical approaches see 1.4.3. From the point of view of text grammar, Odin (1979) studies the aspect of coherence in films.
Comics

Comic strips are a mass medium in which several semiotic codes are transformed in genre-specific ways. The study of this medium transcends the field of visual communication. Its specific features are also in the fields of nonverbal communication, language, narrativity, and hence text semiotics.

1. State of the Art

General research in comics has been carried out from a number of perspectives. Histories, handbooks (Fuchs & Reitberger 1978), and encyclopedias (Horn, ed. 1970) of the genre have traced its development to cave paintings (Hogben 1949) or to the medieval Bayeux Tapestry (Kunzle 1973), to Leonardo da Vinci and Hogarth (Horn, ed. 1970), to Wilhelm Busch, or only to the American mass media of the 1890s (Daniels 1971, Berger 1973). After much dispute about the presumed triviality and educational dangers of this genre (cf. Wermke 1973), comics began to be discovered as art or at least popular art (Becker 1959, Metken 1970, Zimmermann, ed. 1973, Gubern & Moliterni 1978). Pedagogical projects for the use of comics in education were developed (Gaupp et al. 1978), and teaching programs for their study in school were proposed (Wermke 1973, Pforte, ed. 1974, Kowalski 1975, Vogel 1975, Baar 1977, Grünewald 1982). At the same time, literary criticism began to discover comics as a topic of interpretation and analysis (Baumgartner 1965, Stoll 1974, Kagelmann 1976), often with special attention to psychological, sociological, and ideological implications of the genre (Drechsel et al. 1975). Special techniques of research were content analysis (e.g., Barcus 1961) and semantic differential analysis (Trabant 1971). An as yet largely unexplored genre closely related to the comics is the photo romance (cf. Sempre 1976).

Early semiotic approaches to the comics appeared with Eco (1964). Special attention was soon directed to the mythological structures in the narrative content of comic strips (Eco 1964, Baumgartner 1970). For further topics of semiotic research in comics, see 2.–4. Among the few monographs which follow a semiotic approach to the study of comics are Cirne (1972), Fresnault-Deruelle (1972; 1977), Gubern (1972), Hünig (1974), Krafft (1978), Rey (1978b), and Wienhöfer (1979).

2. The Iconic Code

The graphic elements in the nonlinguistic part of the comic strip, elements of visual communication, are often subsumed under the desig-
nation of the iconic (Bremond 1968, Martinez 1972: 172) or the visual code (Oomen 1975: 50). Both concepts are terminological compromises since on the one hand these visual elements are not exclusively iconic, and on the other hand the verbal elements appear in writing, and thus visually, too. Moreover, there are also the codes of nonverbal communication whose structures are both depicted and transformed within the visual part of the genre.

2.1 Elements of Graphic Representation

Graphic elements such as line drawings and blots, colors, panels, and visual symbols are the basic elements of the iconic code of the comic strip.

2.1.1 Graphic Elements

The semiotic means used in comic strips to depict "real world" events are either of a general graphic nature or specific to the genre. Line drawings and the resulting visual figures are the general iconic elements. Also, the technique of drawing in perspective imposed on the figure-ground relations of the drawings belongs to a more general code of western graphic representation of which the comics make use (cf. Fresnault-Deruelle 1972: 22). Among the graphic elements which have become specific to the genre are the so-called speed lines or action lines. These serve to convey a dynamic dimension to the otherwise static drawing. Contents of such lines are direction, mode, and intensity of movements (see Gubern 1972: 155-56, Kowalski 1975: 144-45).

2.1.2 Color

Colors in comics are not only represented iconically, referring to similar colors of the objects represented. Some comics (cf. Martinez 1972: 173) have made use of cultural color symbols to represent emotions or atmospheres (e.g., green/bluish referring to 'dangerous malice' or black/grey to a 'mysterious character'). Some of these color symbols may be of synaesthetic origin and thus partially iconic. For the functions of colors in comics, see also Fresnault-Deruelle (1977: 143-68).

2.1.3 Panels

In contradistinction to the film, comics can vary their picture frames and use this variation as an expressive element. Changes in panel size, framing, and succession are then used as iconic means of representing the changing dynamics of action (cf. Gubern 1972: 113ff., Riha 1974: 165, Fresnault-Deruelle 1977: 53-71). For the specific syntagmatic conventions of panel sequences which have been developed in the history of comics, see Gubern (1972: 161-75) and Krafft (1978).

2.1.4 Visual Metaphors and Symbols

Visual metaphors translate linguistic metaphors, mostly those of emotions, into the form of an image (e.g., stars, spirals, etc.; cf. Gubern 1972: 148-51, Kowalski 1975: 147-48). Such "intersemiotic translations" (Jakobson 1959a: 261) imply a twofold iconicity, one in the linguistic code (e.g., the metaphor "to see stars") and one in the visual code, where the referential object of the nonmetaphorical object is depicted (drawing of stars). Visual symbols are derived mostly from popular culture in general (e.g., the drawing of a heart representing 'love'). They often merge with the graphemic symbols within the balloons.

2.2 Segmentation

While some semioticians consider the panel to be the ultimate and irreducible unit of the genre (Fresnault-Deruelle 1972: 20), others have suggested further principles of segmentation in analogy to the structures of the language code (cf. Image 2.3). Koch (1971b: 37-42) and Hünig (1974: 32-42) suggest the following levels of segmentation: The whole sequence of the comic strip is a text. Every panel is one of its syntactemes, equivalent to sentences of a linguistic text. Recurrent units such as persons, objects, or behaviors constitute the logemes of comics (units corresponding to words in a linguistic text). Visual morphemes are the minimal
meaningful units within these visual logemes (e.g., eye or mouth drawings within the logeme of a face). In analogy to the phonemes of language, Koch also postulates minimal differential units (representemes) of the visual code of comics which he identifies as lines, contours, colors, or shadings (ibid.). For the discussion of such minimal units, see also Gubern (1972: 108-109). He postulates iconemes as minimal units, differentiating units of form (morphemes) or of color (chromemes). In an analysis of the "Peanuts" comics, Oomen (1975) studied the techniques of representing facial expression in this genre and discovered a limited inventory of visual morphemes with typical variants (allo-forms). For further principles of segmentation, see Krafft (1978).

3. Nonverbal Communication

Within comics, facial expression, gestures, body language, and other forms of nonverbal communication are graphically transformed (see also Krafft 1978: 74-81).

3.1 Graphic Reduction and Hyperbole

The visual transformation of nonverbal communication in the comics may be characterized by reduction, on the one hand, and hyperbole, on the other. Reduction is first due to the representational economy of the genre of drawing (the three-dimensional visual space is reduced to lines) and to the necessity of translating movements into static images. A second source of reduction is the stereotypes of the genre (cf. Bremond 1968: 96), which are evident in the limitation of comics to a restricted inventory of nonverbal expressions of elementary feelings (such as fear or anger), of human relations (such as love or aggression), or of everyday body movements (walking, running, etc.). For the elements of a gestural code of comics, see also Gubern (1972: 136-37).

3.2 The Proxemic Code

Fresnault-Deruelle studied the dimension of space in comics, distinguishing between expression-form and content-form (see Hjelmslev 3.) within three dimensions of the proxemic code, the acoustic, the visual, and the tactile space (1977: 117ff.).

3.2.1 The Acoustic Space

The expression-form of the acoustic space of the comics is the balloons. Their size, their form, and the direction of their arrows indicate the distance between speakers in space. In addition, the size and form of the letters may be used as an iconic means of representing loudness within this space. The content-form of the acoustic space is structured by oppositions between various modes of appeal, such as threats, warnings, or cries for help. Curses and imprecations are "hurled" into the acoustic space as if to "conjure the separating distance" (ibid.: 125).

3.2.2 The Visual Space

The expression-form of the visual space is determined by various representational means of perspective. The techniques are influenced by the camera work and perspective in modern film. Unlike film, the contiguity of panels in comics permits the representation of eye contact between protagonists across the panel frames. Such experimental means of representation destroy the conventional unity of space. Within the content-plane of visual space, Fresnault-Deruelle describes the forms of suspense created by expressive eye contact and by spatial obstacles such as walls, houses, or rocks separating the protagonists.

3.2.3 The Tactile Space

The tactile space comprises modes of direct touching or body contact by means of weapons. The content-form of this space is structured by meanings ranging from love to aggression. Action lines and visual metaphors representing strikes or kisses are means of the expression-form within the tactile space.
4. Language
The most characteristic features of language use in comics are at the graphemic and the lexical level. At the textual level, the language of this genre can be described as a restricted code. Its restrictions are dictated on the one hand by the taste of its mass public (often children), and on the other by the limited graphic space available for dialogues and narrative commentaries.

4.1 Graphemics of the Comics
The "ideographic" techniques of writing in comics have been studied by Caprettini (1970), Fresnault-Deruelle (1972: 29ff.), Gubern (1972: 139ff.), Toussaint (1976), and Wienhöfer (1979). The specific graphemic characteristics of the genre appear both in the outer frames which delimit the written text from the iconic illustrations and in the visual form of writing itself.

4.1.1 The Framing of Written Language
The two basic types of framing are (a) the usually rectangular frames for captions and narrative commentaries, and (b) the balloons as frames of the dialogues (or monologues). Words without framing within the panels usually indicate nonlinguistic sounds. Variations in the forms of balloons and their arrows indicate different speech acts. Balloons and arrows in "normal" line drawings indicate direct speech, "cloudlets" indicate unspoken thoughts, balloons in broken lines indicate whispering, and jagged balloons indicate angry utterances.

4.1.2 Iconic Letters and Spellings
Creative variations of typography are used to represent meanings which correspond to the content of the written word, e.g., boldface letters indicating 'loud speech,' trembling handwriting indicating 'fear,' etc. Also, the unusual spellings of words in comics are mostly attempts at an iconic rendering of expressive forms of spoken language, for example, when prolonged cries are expressed by multiple graphemes (e.g., "awaaaaa"). A specific invention of the comics is further the lexicalization of graphemes (e.g., ' meaning 'surprise,' ! 'attention,' and zzz 'sleep'). For the onomatopoeic function of words in comics, see Wienhöfer (1979).

4.2 Lexical Characteristics
Interjections and onomatopoeic words are a specially creative domain of the comics (cf. Sornig 1986). They are used to render expressions of feelings and to imitate voices and noises. Besides the characteristic onomatopoeic neologisms (such as goink or zond), a typical word formation pattern of the genre is de-verbal root morphemes (such as gulp, sob, etc.) used as interjections.

5. Comics as Narratives
Both adventure comics and the "funnies" are an essentially narrative genre (cf. Bremond 1968: 94). Narrative structures of comics have been studied by Cirne (1972), Fresnault-Deruelle (1972), and Hüning (1974). These studies analyze elementary narrative functions, sequences, and actantial constellations of comics, revealing both similarities to and differences from other narrative genres. Another text semiotic approach to the comics has been Barthes's model of myth. Following this model, Bauergärtner (1970) and Baur (1977) have studied adventure comics as a secondary semiotic system in which a first level of narrative events refers to a secondary level of archetypical contents such as "the fight between good and bad" or "nature vs. civilization."
Advertising

The semiotics of advertising offers interdisciplinary perspectives on the study of sign exchange and research in commodity exchange (economics). In this interdisciplinary field, semiotics contributes to advertising research with respect both to methodology and to the object of investigation. Concerning the former, semiotics provides the theoretical tools for the analysis of signs and communication processes in advertising. Concerning the latter, semiotics expands the analytic horizon from the verbal message in the narrower sense to the multiplicity of codes used in persuasive communication.

Various schools of semiotics have developed quite different approaches to the study of advertising. Yet, there seems to be a common denominator in these approaches: the extension of the analysis from the linguistic message to larger spheres of semiosis, such as meanings on various levels, textual structures, functions, and typical forms of sign manipulation. The early history of the semiotics of advertising, especially in the Romance countries, has been reviewed by Victoroff (1972), Spillner (1980), Dyer (1982: 114-38), and Pérez Tornero (1982). The still growing number of monographs based on semiotic approaches to advertising in recent years (Williamson 1978, Everaert-Desmedt 1984, Magaríos de Moretín 1984, Handl, ed. 1985, Leiss et al. 1986, Henny, ed. 1987, Umiker-Sebeok, ed. 1987) indicates that this topic constitutes one of the major fields of applied semiotic research.

1. Interdisciplinary Connections

Advertising is an area of research in a field lying between the two seemingly unrelated academic disciplines of economics and semiotics. For economics, advertising is a factor in the process of the exchange of goods. For semiotics, advertising is a process of the exchange of messages. The research which has traditionally been conducted independently in these two fields has recently become the object of interdisciplinary semiotic investigations.

1.1 Advertising and the Exchange of Goods

In the economic process, advertising is both a means and an object of exchange. It is a means of exchange insofar as the advertising message influences people to buy goods. As such, the advertisement is a sign of the product. It is an object of exchange insofar as the advertising message is an economic good itself, sold by advertising agencies and bought by the producers of goods. The fact that in 1983 about $75 billion was spent on advertising in the United States (cf. Bogart 1984: 1) illustrates the eco-
nomic importance of this latter aspect of advertising.

1.2 Advertising and the Exchange of Messages
As a process of message exchange (or *semiosis*), advertising has been the object of explicitly semiotic studies since the 1960s. Related disciplines that have traditionally taken an interest in the study of advertising messages are psychology (often in a more popular vein; cf. Dichter 1960), sociology (e.g., Berman 1981), anthropology (cf. Leiss 1983), marketing (Dunn & Barban 1986), journalism, visual (Millum 1975) and mass communication research (cf. Moragas Spa 1976, Durand 1981, Dyer 1982), traditional rhetoric, stylistics (Spitzer 1949, Galliot 1955, Corti 1973), and linguistics. Among these various approaches to advertising are many studies that can be characterized as implicitly semiotic, particularly in the fields of marketing and linguistics (if this discipline is not considered a branch of semiotics anyhow). In linguistics, several studies of the "language of advertising" deserve to be mentioned: Penttilä (1962), Leech (1966), Römer (1968), Block de Behar (1973), Garfinkel (1979), Geis (1982), Everaert-Desmedt (1984), and Schöberle (1984). In the field of marketing, those approaches are closest to semiotics that study the selling, purchasing, and consumption of products as a process of communication (cf. DeLozier 1976) or as a "symbolic activity" (Levy 1978). The latter approaches have been grouped together under the headings *symbolic consumption research* and *consumer aesthetics* (Hirschman & Holbrook, eds. 1981).

1.3 Semiotics and Marketing
The study of signs and persuasive strategies in advertising has traditionally been carried out at the two extreme poles of ideological criticism and positivistic marketing statistics. While at the one pole a lack of insight into economic necessities has been deplored, research at the other pole has been accused of a naive approach to the complex field of meaning and communication. Between these two extremes, applied semiotics (Le Boeuf 1979) and consumer symbolism research have established a more fruitful middle field. Yet, an intensification of the dialogue between semiotic and marketing approaches to advertising still seems desirable. With this goal, a first workshop and an international conference on semiotics and marketing have been organized (Umiker-Sebeok 1985, Umiker-Sebeok, ed. 1987), and the newsletter *Marketing Signs* (1 [1987ff.], edited by Umiker-Sebeok at the Bloomington Research Center for Language and Semiotic Studies, is to keep track of future developments in this interdisciplinary endeavor.

2. Levels of Meaning
Popular writers on advertising like to discover hidden (sometimes called *subliminal*) meanings in this text genre. Ideologists have criticized advertising for manipulating the public with such secretive strategies. In semiotics, various layers or levels of meaning of advertisements have been discussed. In a first phase of research, the semiotic concepts of connotation and ideology were considered to be the key to advertising analysis. Later, the genre was discussed with respect to various codes which determine its structure. Even in the determination of the semantic core of the text genre, the distinction between overt and hidden meanings in advertising is decisive.

2.1 Semantics of Connotation and Ideology
Since the earliest semiotic studies of advertising, Hjelmslev's semantic concepts of denotation and connotation have been used as tools of analysis (see Barthes 1.). Since denotation comprises the literal meaning of a sign, and connotation refers to units of content which lie beyond this primary level of meaning, the theory of connotation appears to be a most appropriate tool for the discovery of "hidden" layers of meaning in advertising. Barthes (1964c fur-
Barthes's semiological approach has stimulated a number of advertisement analyses. Ehmer (1971b), Périou (1972), Pérez Torniero (1982), and others have studied systems of connotation in advertisements. An important work in this context is Barthes's own study of a related genre, the fashion system (in fashion journals). Semantic studies of ideological systems in advertising have been carried out by Williamson (1978), Wernick (1983), Rabelo Campos (1984), and in part by Vestergaard & Schröder (1985). Williamson, in her detailed text analyses, also uses the Saussurean dyadic sign model, but gives the concept of ideology an additional Marxist interpretation.

2.2 Codes, Visual and Nonverbal Messages

The concept of code is frequently used to describe the plurality of channels and semiotic systems used in the multimedial messages of advertising. Barthes (1964c) distinguishes three types of messages in an illustrated advertisement. Only two of them are coded. The first is the *linguistic* message, which depends on the code of language. It consists of the brand name and the verbal commentary. The two other messages inhere in the visual image: one is the *uncoded iconic* message, in which the photographic image analogously denotes the "real" objects in such a manner that the signifier and the signified are "quasi-tautological," and the other is a *coded iconic* or *symbolic* message. The latter includes the connotations of the picture which form the "image" of the product.

Eco speaks of advertising codes with double *registers*. one *verbal* and one *visual*, and distinguishes five levels of visual codification (1968: 271): (1) the *iconic* level, similar to Barthes's uncoded iconic messages; (2) the *iconographic* level, based upon historical, cultural traditions and genre conventions (cf. Barthes's coded iconic message); (3) the *tropological* level, with the visual equivalents of rhetorical figures; (4) the *topic* level, with the premises and topoi of argumentation; and (5) the *entymematic* level, with the actual structure of the visual argumentation. For more detailed analyses of rhetorical figures in the visual images of advertising, see Bonsiepe (1966), Durand (1970; 1978), Dyer (1982: 158-82), Förster (1982), Magaríños de Morentín (1984: 245-312), and Spang (1987).

The extension of analysis from the verbal to the visual and the nonverbal messages is of central interest in semiotic advertising research. Further semiotic foundations of the visual messages in advertising are discussed by Nöth (1975b; 1977a), Porcher (1976), Magaríños de Morentín (1984), Corru (1985; 1987), and Vestergaard & Schroder (1985). Binder (1975), Klopfer (1976), Spillner (1982), Schöberle (1984), and Langner (1985) focus on the interrelationships between the verbal and visual messages. Exemplary analyses of the nonverbal messages in advertising are Goffman (1976) and Umiker-Sebeok (1979).

2.3 The Prototypical Advertising Message

Despite the multiplicity of semiotic means and strategies, advertisements remain a text genre with a rather invariant semantic and pragmatic core (cf. Nöth 1987a). In the pragmatic perspective, every process of advertising implies a semiotic act of message exchange with the goal of an economic act of commodity exchange. Semantically, an advertisement is a message about a commodity combined with a sales (or purchase) appeal. With these simple (and here further simplified) textual invariants, advertising appears as
Every consumer is well acquainted with these core messages of the genre of advertising. Yet, some of its invariants are typically hidden or masked in the surface structure of an advertisement. There is a "strategy of occultation" (Charaudeau 1983: 124), according to which any reference to the economic interests of the advertiser is avoided or carefully masked in the advertising message. For example, the purchase appeal ("Buy X!"), which would express most directly the advertiser's intention, is either avoided or replaced by a consumption appeal ("Enjoy X!"). Also, the advice given to the consumer in an advertisement is never uttered by the advertiser in person, but by a substitute personality, who is likely to convey the message with more impartiality and authority. For a semiotic study of the speech acts involved in these strategies, see Everaert-Desmedt (1984).

Advertising is thus a text type which is interpreted by the consumer on two levels, the level of an overt or surface message and the level of a hidden message. The hidden message in this sense is not about any subliminal meaning (as described by some advertising psychologists) but about the economic realities of selling and buying. These realities are only hidden in the surface text. They are not unknown to the consumer. Reference to the economic interests of the advertiser is avoided in the overt message because it seems to be detrimental to the effects of persuasion. Therefore, a typical conflict exists between the contents of the overt and the hidden messages in advertising.

3. Structural Semantics, Myth, and Narrative Structures

An attempt to investigate semantic deep structures and even semantic universals of advertising is undertaken by Langholz-Leymore (1975). Her text semiotic approach follows Lévi-Strauss's model of the structural analysis of myths and Greimas's text semiotics. According to this study, advertising is a mediator between the concrete (the product) and the abstract (the signs). The semantic characteristics of the advertisement appear as a binary structure in which an opposition between the positive properties of the advertised product and the negative properties of competing products are explicitly or implicitly contrasted. The two products and their positive/negative properties form a twofold sign, of which the former are the signifiers and the latter are the signifieds. Within this twofold sign, an equivalence relation holds between the two opposed products and their two qualities. The analysis of these binary oppositions leads to the conclusion that advertising, just like myth, is concerned with finding answers to universal human problems such as 'life/death,' 'happiness/misery,' 'war/peace,' and 'hate/love.' These universal themes are present with the same regularity in the deep structures of both advertising and myth. But because advertising works with simpler means, it appears as a degenerate form of myth.

The approach of structural semantics to advertising has also been pursued by Lindekens (1975; 1974) and Porcher (1976). Chébat & Lindekens (1975) further argue that the oppositional positive/negative structure in commercial persuasion implies a fundamental logical and pragmatic paradox. Another area of research, inspired by Greimas's text semiotics, especially his actantial model, is the analysis of narrative constellations in advertisements. First steps in this direction have been taken by Charaudeau (1983: 122-30), Everaert-Desmedt (1984: 97-129; 247-52), Vestergaard & Schroder (1985: 27-32; 93-97), and Broms & Gahnberg (1987). For an independent approach to narrativity in advertising, see Kloepfer (1986b) and Mick (1987).
4. Functions of the Advertising Message

On the basis of Bühler's and Jakobson's functional models of communication (see Function 3.1-2), the functions of the advertising message have been studied by Périou (1972), Bachand (1978), Nöth (1983a), Vestergaard & Schroder (1985: 15-18), and Cornu (1987). Although all six communicative functions distinguished by Jakobson can be found in advertisements, only the conative (or appellative) function is specific to the genre. This function has traditionally (since Strong 1925: 348-59) been expressed in terms of the popular "AIDA formula," according to which advertising wants to capture attention, maintain interest, create desire, and get action. This basic appellative function may be more or less dominant in a particular advertisement. The dominance of communicative functions becomes important for the typology of advertisements. Thus, for example, informative advertisements are messages with a predominantly referential function.

Although not a distinctive feature of the genre, the poetic function is among the most remarkable features within the mass media. Poetic and aesthetic aspects of advertising have often been commented on (cf. Januschek 1976, Nöth 1983a, Moean 1985), but from the point of view of semiotic aesthetics and poetics, little research has been done in this field so far. Kloepfer (1975) shows how principles of semiotic poetics can be applied to the study of the language of advertising and is now working on a new project on the aesthetics of advertising (Kloepfer 1986a). Nöth discusses the aesthetic effects of deviation and recurrence in advertising (1975b: 87-91) and proposes to study the relationship between advertising, poetry, and art on the basis of the semiotic distinctions between poeticalness and poetry, or aestheticalness and art (Nöth 1987b). For other relationships between advertising and the visual arts, see also Ehmer (1971a).

5. Indexical Semiosis and Meaning Transfer

Peirce's "most fundamental division of signs" between icon, index, and symbol has frequently been applied to the study of advertisements (Bense 1965c, Nöth 1975b, Magariños de Morentin 1984: 139-96, Vestergaard & Schroder 1985: 36-42). Pictures of the product and its consumers, comparisons, metaphors, and other signs referring to their object by similarity belong to the domain of the icon in advertising. Symbols appear in the language, brand names, trademarks, and visual logos. In its most prototypical function, however, the advertiser's attempt to draw the consumer's attention to the product implies an act of pointing, which is the sign type of an index.

Indexical semiosis also takes place in the more subtle strategies of meaning attribution and image creation. Nöth (1975b; 1977a) describes these processes as indexical feature transfer. Instead of showing the positive features of the product iconically, which is often impossible, the product is represented in contiguity to valuable objects, film stars, or similar entities whose desirable attributes are well known. By means of this contiguity relation, a semantic transfer occurs. The well-known features of the "valuable," "famous," or "desirable" entity become associated with the less well known product. This feature transfer implies an indexical sign relation: the features transferred to the product refer to it as an index. Most connotations with which products are associated in an advertising campaign are generated by this process of indexical semiosis. For the semantic process of meaning transfer in advertising, see also Chébat & Hénault (1974: 6), Williamson (1978: 19), Spillner (1982: 99), Vestergaard & Schroder (1985: 152). Lindekens describes this process from the point of view of structural semantics and interprets meaning transfer as a process of "assimilation of initially asemantic contents" (1975: 8).
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INDEX OF SUBJECTS AND TERMS

astrology, 28, 189
associationism, 99
assertion, 318
ASL (American Sign Language), 153, 280
asemiotic, 376, 431
asemantic, 135, 139, 429
arts, liberal, 338
articulation, phonetic, 288
articulation (level of structure), 117, 296;
art, 32, 36, 46, 66, 203, 308
ars
ars inveniendi,
ars characteristica,
argumentation, 339
architecture,
arche
archetype, 120
archeme, 438
archaic thought, 31
arbitrariness,

apprehension, 102
appreciation, 22
appreciative, 339
appearance, 38
apparatus, 155
appraisor, 162;
appellatio,
appeal, 185
aphasia, 239
apes, language of, 152
antonymy, 102
anticommunicative, 180
anthropology, 5, 119
Anschauung, 29
animal symbolicum,
animal
analytic, 29
anagram, 58
anagogy, 335;
analogy, 314
alphabet, 57, 202, 217
allopoietic, 200
allomorph, 120
allokine, 400;
allegory, 115, 334
aliquid pro aliquo,
allegorical, 382
alethiology, 28
agreement, 241
agent, 371, 375
affect, 236;
aesthetic[s],
advertising,
adjunction, 342
addresser, 175
addressee, 175
addition (stylistic), 343
adaptation (protective), 163, 167
actualization, 372
actor, 363
act[ion], 23, 26, 364, 370
acteme, 388
actantlial], 316;
acrobatics, 398
acoustic semiosis, 161
abridgement, 288
Abbild,
playing cards, 216
play, 361
plants. See phytosemiotics
Pig Latin, 289
pictograph(y), 220, 251
Picto, 277
phytosemiotics, 36, 124, 147
physiognomy, 402
physics, 68, 75, 138, 142, 170
phrenology, 402
photograph(y), 222
phonology, 51, 183, 193, 248, 299
phonographic, 257
phonetics, 68, 299
phonemographic, 252
phoneme, 71, 151, 154
phone, 183, 300
phonaestheme, 126
philosophy:
philology, 306, 334
phenotype, 234
phenotext, 323
phatic communion, 187.
petrogram, 252
petroglyph, 252
persuasion, 222, 338
permutation, 341
performance, 76;
perception, perceptual, 25, 36, 82, 115, 142, 452;
pathic sign, 109
particular (vs. general), 449
parole,
paralanguage,
parakinesics, 400
paradigm(atic), 51, 99, 135, 183, 195, 201, 204, 312, 332, 357, 375, 379, 438, 444
pantomime, 26, 58, 393
painting,
overcoding, 212, 341, 379, 427
ostranenie, 307, 356
orthography, 257, 263
ornatus,
organism, 37, 49
order, 138, 192, 194, 199
optical semiosis.
Opoyaz,
operator, 108
operational:
opera, 398, 430
open form, 465
opaqueness, 243
onomatopoeia, 31, 47, 125, 245, 271, 432, 475
onomasiology, 94, 106
omission, 341, 459
olfactory semiosis, 124, 151, 161, 175, 389, 412
Ogham (script), 256, 258, 260
odor, 389
Occidental
objet trouv
objectivity, hermeneutic, 336
object(s),
numbers, 218
nucleus, 335
Novial, 276
novelty, 134
noun, 20
notes, musical, 291
notational systems (of pictorial representation), 453
notation, (systems, in nonv. comm):
norm, 69, 130
nonverbal, 34, 389
nonsymbolic, 120
non
nonidentity, 105
non
nonequilibrium dynamics, 200, 203
noncommunicative, 122, 170, 173, 187, 408
non
nominalism, 17
nomenclature, 62
non

18, 24
nonallness, 105
nonAristotelean, 105
noncommunic...xt, 207, 290
plants. See phytosemiotics
Platonism, 98
play, 361
playing cards, 216
plereme, pleremic, 71, 238, 252-53
revelation, 382
response, 53, 82, 100, 112;
resemblance, 123, 305
res,
representeme, 474
representamen, 42, 44, 46, 50, 80, 85, 89
replicability, 109
replica, 44, 109, 461
repleteness (aesthetic), 425
Renaissance, 305
remetaphorization, 131
religion, 36, 211, 374, 381.
relevance, 183, 300;
releasing mechanism, 165
releaser, 165
relay, 453
relativity:
relation, 29, 181, 193
register, 478
reflection, 24, 26
reference, 17, 21, 52
recurrence:
reconstruction, hermeneutic, 336
reciprocity, 159
recipient, 176;
receiver, 138
rebus principle, 254
reason, pure, 29
reason, age of, 31
reality, 84, 196, 244, 461, 465
realism, 17
real character, 271
reader, 331;
rationalism, 20
rank, 140
quipu, 252
quantity, 29
quality, 29, 102
qualisign, 44
purpose, purposiveness, 157, 181, 391
purport, 66
public opinion research, 169
psychotherapy, 6, 169, 174, 191
psychosemiotics, 6, 26, 239, 417
psychosemantics, 103, 432
psychophonetics, 245
psychogenesis, 164
psychobiology, 164
psychiatry, 6, 169, 250, 388
proxeme, 184, 412
proverb, 120
proto
prosophory, 360
proposition, 45, 87, 214
proper name, proper noun, 45, 376
pronuntiatio,
pronoun, pronominalization, 20, 333
prolongation, 236
prognostics, 13
process, 46, 201, 332
probability (of signals), 134
printing, 265
prevarication, 156, 236
presemiotic, 61, 66, 82
prescriptor, 109, 162
prescriptive, 55
prelinguistic, 26
prekinesics, 400
predictability, 344
predicate, 97
precultural, 411
preconception, 336
praxis, 343, 395, 433, 442.
Prague School,
pragmatics, 33, 47, 50
pragma,